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LOWER LARGE DEVIATIONS FOR GEOMETRIC FUNCTIONALS IN

SPARSE, CRITICAL AND DENSE REGIMES

CHRISTIAN HIRSCH1 AND DANIEL WILLHALM2

Abstract. We prove lower large deviations for geometric functionals in sparse, critical and
dense regimes. Our results are tailored for functionals with nonexisting exponential moments,
for which standard large deviation theory is not applicable. The primary tool of the proofs is
a sprinkling technique that, adapted to the considered functionals, ensures a certain bounded-
ness. This substantially generalizes previous approaches to tackle lower tails with sprinkling.
Applications include subgraph counts, persistent Betti numbers and edge lengths based on a
sparse random geometric graph, power-weighted edge lengths of a k-nearest neighbor graph as
well as power-weighted spherical contact distances in a critical regime and volumes of k-nearest
neighbor balls in a dense regime.

1. Introduction

The theory of large deviations is a central research topic in probability theory which aims to
quantify and understand large fluctuations in systems affected by randomness. As it becomes
increasingly important to understand the behavior of random systems not only in typical sit-
uations but also in unlikely scenarios, large deviations theory has become a central element
in a broad range of application domains, such as telecommunications, rare-event simulations,
insurance mathematics and information theory [3]. While classical large deviations theory pre-
dominantly investigates sequences of random variables or time-varying processes, more recently
there has been vigorous research activity in investigating large deviations properties of random
geometric and topological structures [16].

One of the key characteristics of these spatial systems is that we frequently observe a distinc-
tively different behavior in the lower and in the upper large deviation tails. More precisely, for
upper large deviations, we often observe condensation. That is, the rare events are caused by a
highly pathological structure localized in a small part of the sampling window, while the rest of
the system behaves essentially as in the typical regime [2, 8, 11]. In contrast, in the lower large
deviations, we are typically in a homogenization phase. That means the large deviations are
caused by consistent changes away from the typical regime throughout the sampling window.

The classical techniques to deal with large deviations are predominantly designed to deal with
situations where the lower and the upper tails are of the same nature [16, 4]. Hence, it is often
unclear how to apply them in the geometric situations outlined above. On a mathematical
level, the reason for this difficulty is the lack of suitable exponential moments. To address
these problems, recently [5] proposed a sprinkling method. Loosely speaking, this method is
based on the idea that it is often possible to eliminate pathological configurations through a
small modification of the underlying Poisson process. On a technical level, this sprinkling is
implemented through a carefully devised coupling construction. The benefit of this sprinkling
step is that after this modification, the pathological configurations are removed and become
amenable to an analysis with classical tools.
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However, while the examples described in [5] provide a first idea of the feasibility of the sprin-
kling approach, the assumptions that are imposed prevent the method from being applied to a
broad class of models. For instance, while the method in [5] can deal with power-weighted edge
lengths of k-nearest neighbor graphs, the power is restricted to be smaller than the dimension.
In particular, it does not yield the lower-tail complement of the upper tail analysis in [8]. More
generally, the approach in [5] only deals with the critical regime, where the number of relevant
Poisson points is proportional to the size of the sampling window. However, in the context of
topological data analysis also, different regimes characterized by either much sparser or much
denser configurations of points gained substantial interest [10, 13].

In the present paper, we address the shortcomings described above. More precisely:

1. In the critical regime, we describe an extension of the sprinkling approach that allows us
to deal with large deviations of distance-based functionals to a high power.

2. In the sparse regime, we describe the lower large deviations of a large class of additive
functionals, including persistent Betti numbers.

3. In the particularly challenging dense regime, we are able to deal with the lower large
deviations of large power-weighted k-nearest neighbor distances.

On a methodological level, the key contribution of our work is a substantial improvement of
the sprinkling construction from [5]. While in that work, the coupling was relatively basic in
the sense that it typically was enough to add a sparsely distributed process of sprinkled points
homogeneously throughout the window. In the present paper, we describe sprinkling strategies
that are far more adapted to the actual pathological configurations. In particular, in the dense
regime, we show that it is even possible to implement a desired coupling in a sequential manner
where the distribution of the sprinkling in the next step is allowed to depend on the configuration
of the sprinkling constructed so far.

The rest of the present paper is structured as follows. Section 2 begins with an introduction
of the model and an explanation of how to interpret the different regimes and distinguish them.
Next, in Sections 2.1, 2.2 and 2.3, we give a much more detailed view into every regime, the
sparse, critical and dense one, respectively. Each of these subsections also contains requirements
for the specific regimes that allow a functional to fit within our frameworks for the lower large
deviations and in each subsection a theorem is stated. Afterwards, we give a small overview
of the literature that our results build on and identify in which way ours differ from and
extend these. Sections 3.1 and 3.2 then consist of examples of functionals that fit within the
frameworks of the sparse and critical regimes. Due to the complexity of the dense regime, we
restrict ourselves to the case of volumes of large k-nearest neighbor balls. The rest of the paper
is devoted to the proofs of the three main theorems for each regime. Section 4 deals with the
proof within the critical regime, Section 5 with the proof within the sparse regime and Section
6 with the proof within the dense regime.

2. Model

For d ∈ N, let Pn ⊆ [0, 1]d be a Poisson point process with intensity n. The unit cube is
equipped with the torus distance given by

|x− y| := min
z∈Zd
‖x− y + z‖

for x, y ∈ [0, 1]d, where ‖ · ‖ represents the Euclidean norm in Rd. For x ∈ [0, 1]d and r > 0, we
express the closed ball of radius r with respect to the Euclidean or toroidal metric by Br(x).
Which metric is meant will be clear from the context, and we use κd to denote the volume of the
d-dimensional unit ball. First, we demonstrate how geometric functionals on the vertex set Pn
are commonly set up and how to categorize them into one of the three regimes. In general, most
geometric functionals, such as subgraph counts of a random geometric graph or power-weighted
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edge length of the k-nearest neighbor graph, can be encoded by a functional of the form

Hn(Pn) :=
1

sn

∑
X∈Pn

ξn(X,Pn), (1)

where

ξn : Rd ×N→ [0,∞] (2)

represents the score function, i.e., the contribution of each single vertex of a set of nodes to the
whole functional, where by N, we denote the space of locally finite subsets of Rd. Since Pn almost
surely contains only a finite amount of points, in most cases, it will be sufficient to only define
the score function on finite subsets of Rd, which we denote by Nfin. In some cases, we desire to

only consider such configurations on the torus for which we write N
(1)
fin = {ϕ ∈ Nfin : ϕ ⊆ [0, 1]d}.

Further, informally expressed, the normalizing factor sn corresponds to the expected number of
nodes in Pn that admit a positive score. We call such points relevant. Throughout the paper,
we will use the expression ϕ(A) for a configuration ϕ ∈ N and a measurable set A ⊆ Rd to
denote the number of points of ϕ that are located within A.

We distinguish between three regimes, the sparse, the critical, sometimes also called ther-
modynamic, and the dense regime. From a heuristic point of view, this distinction comes from
the typical amount of Poisson points in the range that determines the score of a relevant point.
Loosely speaking, for many score functions, the score of vertices can be determined locally by
only looking at a small neighborhood around the considered point. More precisely, the regimes
are distinguished by a sequence (rn)n such that for a relevant point X ∈ Pn, typically

ξn(X,Pn) = ξn(X,Pn ∩Brn(X)). (3)

The simplest case are functionals that represent features of the random geometric graph, in
which rn corresponds to (the order of) the connectivity radius. For this specific example,
the asymptotic behavior of the expected degree of a vertex in the random geometric graph
characterizes the respective regime. We emphasize that for other functionals, the distinction
into the regimes can be more complicated and refer to Sections 2.1, 2.2 and 2.3 for more details
about the particular regimes. Sticking with the heuristic explanation and (3), the expected
number of Poisson points within the typical range of the score function is consequently of order
nrdn. Hence, there are three possible scenarios for the asymptotics.

1. Sparse regime: nrdn
n↑∞−→ 0;

2. Critical regime: nrdn
n↑∞−→ c > 0;

3. Dense regime: nrdn
n↑∞−→ ∞.

Figure 1. Illustrations of a random geometric graph in a sparse, critical and
dense regime.

The next sections give details about our results in the three different regimes.
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2.1. Sparse regime. In the sparse regime, we investigate functionals for the random geometric
graph. We study score functions given by

ξ : Nfin → [0,∞)

defined on finite point configurations in Rd. We also set

k0 := inf{m ≥ 0: ξ(ϕ) > 0 for some ϕ ⊆ Rd with #ϕ = m} (4)

as the smallest size of a configuration that can yield a positive functional value. We are going to
plug configurations of Pn into the functional that are rescaled using a sequence of connectivity
radii (rn)n ⊆ (0,∞) that will tend to zero. Configurations that have vertices close to the
boundary of the torus, which we denote by ∂[0, 1]d, might lead to ambiguities if plugged into ξ
because the functional itself is not allowed to depend on n and therefore, carries no information
about the size of the underlying rescaled torus. For this reason, we generalize the functional to
some extent and for n ∈ N, let

ξn : N
(1)
fin → [0,∞)

be a functional such that for all configurations ϕ ∈ N
(1)
fin with dist(ϕ, ∂[0, 1]d) > rn

ξn(ϕ) = ξ(r−1n ϕ),

where dist(·, ·) denotes the Euclidean distance between two subsets of Rd.
We require (ξn)n and ξ to satisfy the following conditions that are related to the requirements

in [7, Section 3].

1. ξ is translation invariant. That means for all ϕ ∈ Nfin and y ∈ Rd, a shift of the
configuration ϕ with the vector y does not affect its value, i.e,

ξ(ϕ+ y) = ξ(ϕ). (INV)

2. ξ is locally determined for configurations of size k0, which means for all ϕ ∈ Nfin with
#ϕ = k0

ξ(ϕ) = 0 if diam(ϕ) > k0, (LOC)

where diam(ϕ) := maxy 6=z∈ϕ ‖y − z‖ denotes the maximal Euclidean distance between
points in ϕ.

3. For each m > 0 there exists b := b(m) > 0 such that for every n ∈ N and every

configuration ϕ ∈ N
(1)
fin , it holds that

ξn(ϕ) ≤ b when #ϕ ≤ m. (BND)

4. It holds that ∫
R(k0−1)d

ξ({0, x2, . . . , xk0})d(x2, . . . , xk0) > 0. (POS)

Requiring (INV) does not exclude any common functionals that represent statistics of ran-
dom geometric graphs. (LOC) can be interpreted as a condition that validates k0 as smallest
size of a connected component with positive score and is implied if ξ is additive, see Remark
1. Condition (BND) yields that the score of finite-sized components is finite and (POS) is a
technical condition needed for the result in [7, Section 3] that we are going to invoke.

Henceforth, GGn(ϕ) denotes the geometric graph with respect to | · | and with connectivity

radius rn on ϕ ∈ N
(1)
fin . Now, we consider the lower large deviations of the functional

Hsp
n := Hsp

n (Pn) :=
1

ρsp
n,k0

∑
ϕ⊆Pn

ξn(ϕ)sn(ϕ,Pn). (5)

Here, sn(ϕ,Pn) is an indicator function, taking value 1 if ϕ is a connected component GGn(Pn),

i.e., for ϕ ⊆ ψ ∈ N
(1)
fin that indicator is given by

sn(ϕ,ψ) := 1{ϕ is a connected component of GGn(ψ)}. (6)
4



The configuration r−1n ϕ for ϕ ⊆ Pn is considered as a subset of the torus [0, r−1n ]d/ ∼ and the
normalizing factor has the form

ρsp
n,k0

:= nk0rd(k0−1)n ,

which can be interpreted as the order of the expected number of points that are part of some
connected component of size k0.

Remark 1. 1. Note that the functional in (5) is stated in a more general form than suggested
in (1) and (2). We could recover the representation that sums over all nodes of Pn with
an indicator that is only nonzero for one vertex of each connected component.

2. Most examples of such functionals, such as subgraph counts, Betti numbers and edge
lengths, also fulfill that ξn is additive for all n ∈ N, which means

ξn(ϕ1 ∪ ϕ2) = ξn(ϕ1) + ξn(ϕ2)

whenever the distance between ϕ1 ∈ N
(1)
fin and ϕ2 ∈ N

(1)
fin with respect to the toroidal

metric is larger than rn. For such functionals we could also write the functional Hsp
n as

ξn(Pn)/ρsp
n,k0

.

Next, along the lines of [7], we define a measure on the set (0,∞) by

τ sp
k0

(A) :=
1

k0!
λk0−1({(y2, . . . , yk0) ∈ Rd(k0−1) : ξ({0, y2, . . . , yk0}) ∈ A}),

for a measurable A ⊆ (0,∞), where λk0−1 corresponds to the Lebesgue measure on Rd(k0−1).
Additionally, define the relative entropy of a Radon measure ρ on (0,∞) by

hsp(ρ | τ sp
k0

) :=

{∫
(0,∞) log dρ

dτ sp
k0

(x)ρ(dx)− ρ((0,∞)) + τ sp
k0

((0,∞)) if ρ� τ sp
k0

∞ otherwise
,

where ρ � τ sp
k0

denotes absolute continuity of ρ with respect to τ sp
k0

. Note that in accordance

with [7, Remark 3.6], under some circumstances, some simplifications of the rate function are
possible. We refer to the examples in Section 3.2 for details.

The first main theorem states that Hsp
n admits lower large deviations with rate function

hsp(· | τ sp
k0

).

Theorem 1 (Lower large deviations in the sparse regime). Assume that (INV), (LOC),
(BND) and (POS) are satisfied and assume that k0 ∈ [1,∞). If nrdn → 0 and ρsp

n,k0
→ ∞,

then, for a ∈ R

lim sup
n↑∞

1

ρsp
n,k0

logP(Hsp
n ≤ a) ≤ − inf

ρ : T sp(ρ)≤a
hsp(ρ | τ sp

k0
) (7)

and

lim inf
n↑∞

1

ρsp
n,k0

logP(Hsp
n < a) ≥ − inf

ρ : T sp(ρ)<a
hsp(ρ | τ sp

k0
). (8)

where T sp(ρ) :=
∫
(0,∞) xdρ(x).

If we assume that nrdn
n↑∞−→ 0, we are indeed in a sparse random geometric graph. But, also

using our characterization of the regimes, this setting deserves to be labeled sparse. To verify
this, we give a small outlook on the proof of the lower large deviations in this case. First, the
typical range to determine the score of a node corresponds to the typical size of a connected
component. As it turns out, connected components of size k0 + 1 or larger do not significantly
contribute to the lower large deviations. Therefore, typically the range we have to consider to
determine the score of a node or rather the volume occupied by a typical component size is
bounded by kd0nr

d
n, which tends to 0.
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2.2. Critical regime. For the critical regime, we let ξ be a measurable function

ξ : Rd ×N→ [0,∞].

Its desired properties are specified later. To turn ξ into the score function we scale everything
with the factor n1/d and define

ξn : Rd ×N→ [0,∞], (x, ϕ) 7→ ξ(n1/dx, n1/dϕ). (9)

Here, unlike the sparse regime, we give two different forms of the functional of interest.
Representation A: We can sum up the scores of each node of the Poisson point process, which
is encoded by

Hcr
n := Hcr

n (Pn) :=
1

n

∑
X∈Pn

ξn(X,Pn). (10a)

Representation B: It is also possible to integrate the scores of all space points in [0, 1]d, which
can be represented by

Hcr
n := Hcr

n (Pn) :=

∫
[0,1]d

ξn(x,Pn)dx. (10b)

Power-weighted edge lengths of k-nearest neighbor graphs is an example of a functional that
can be displayed using representation A. Spherical contact distances of space points can be
encoded with representation B. See, Section 3.1 for details.

Remark 2. It is possible to express every functional in representation A in terms of represen-
tation B and treat (10a) as a special case of (10b) by using that

1

n

∑
X∈Pn

ξn(X,Pn) =

∫
[0,1]d

∑
y∈Pn∩B(nκd)

−1/d (x)

ξn(y,Pn)dx, (11)

which can be verified by an application of Fubini’s theorem. If all our requirements for a score
function would directly translate to the sum of the score function over nodes in a small volume,
we could solely consider representation B. However, we aim to study the lower large deviations
of functionals for which some of the requirements for the score function do not translate. In
particular, the sum over scores of nodes in a small space can be excessively large if there are
many nodes, even if the individual scores are bounded. For this reason, we chose to use two
different representations.

In the critical regime, the notion of stabilization plays an important role in many frameworks
that deal with limit theory for geometric functionals, see, for example, [15] or [16]. Namely, let
a function

R : Rd ×Nfin 7→ [0,∞]

be homogeneous of degree 1, which means that for all m > 0, ϕ ∈ Nfin and x ∈ ϕ it holds that

R(mx,mϕ) = mR(x, ϕ). (12)

Further, we ask for events of the form {R(x,Pn) ≤ r} to be measurable with respect to Pn ∩
Br(x) for each x ∈ [0, 1]d and r > 0. We call R stabilization radius for ξ if for every n ∈ N and
x ∈ [0, 1]d

P
(
ξn(x,Pn) = ξn(x,Pn ∩BR(x,Pn)(x))

)
= 1. (13)

To be able to apply sprinkling to couple two Poisson processes, for an M > 0 and each n ∈ N,

we introduce P−,Mn as a thinning of Pn with survival probability 1 −M−1, as well as P+,M
n

as a Poisson point process on [0, 1]d with intensity nM−1 that is independent of Pn and the
thinning. Then,

PMn := P−,Mn ∪ P+,M
n , (14)

is a Poisson point process PMn on [0, 1]d with the same distribution as Pn. The goal for the

applications will be to let P−,Mn fully cover Pn and to sprinkle in additional nodes using P+,M
n

to control the stabilization radii while at the same time HM
n (PMn ) approximates HM

n (Pn). For
this purpose, we define an event that is supposed to be the goal of the sprinkling. Here, we need

6



to distinguish between the two representations (10a) and (10b) because in the former, only the
nodes of the Poisson point process need to stabilize after the sprinkling.
Representation A: In the first case, we define the event

EMn :=
{

sup
X∈Pn

R(X,Pn ∪ P+,M
n ) ≤M/n1/d

}
(15a)

that the maximal stabilization radius of a node of Pn ∪ P+,M
n is bounded by M/n1/d.

Representation B: In the second case, we let

EMn :=
{

sup
x∈[0,1]d

R(x,Pn ∪ P+,M
n ) ≤M/n1/d

}
(15b)

be the set that the maximal stabilization radius of a space point in [0, 1]d with respect to

Pn ∪ P+,M
n is bounded by M/n1/d. We note that here, EMn might not be measurable. But this

is of no concern because we only have to deal with subsets of EMn later that certainly will be
measurable.

Next, for a functional ξ to fit in our framework for lower large deviations in the critical regime,
we require additional conditions. Condition (STA) limits the magnitude of a score function
conditioned on a bounded stabilization radius. (INC) makes tools such as monotone conver-
gence available to use in the proof. (STA) and (INC) are satisfied by most examples of score
functions in the literature. (SPR1), (SPR2) and (SPR3) are more restrictive. They make
sure that it is possible to find a strategy for sprinkling that bounds the maximal stabilization
radius without creating too much excess in the functional. Details about the specific strategies
are given in Section 3.1.

1. Let there exist a stabilization radius R for ξ such that for x ∈ [0, 1]d and M > 0 large
enough and n ∈ N

P
(
R(x,Pn) ≤M/n1/d, ξn(x,Pn) > g(M)

)
= 0 (STA)

for some function g : (0,∞)→ (0,∞). In particular, R has to satisfy (12) and (13).
2. For each r > 0, there exists a functional ξr : Rd × N → [0,∞] bounded by some r-

dependent constant such that for each ϕ ∈ N and x ∈ Rd it holds that ξr(x, ϕ) =
ξr(x, ϕ ∩Br(x)) and

ξr(x, ϕ) ↑ ξ(x, ϕ), (INC)

as r →∞. In words, ξr is nondecreasing with pointwise limit ξ.

Before the last set of requirements, for each n ∈ N and M > 0, we introduce two cut-off versions
of the score function using the map g from (STA) by

ξM
′,M

n (x, ϕ) = ξ(n1/dx, (n1/dϕ ∩BM ′(n1/dx))) ∧ g(M)

and ξMn (x, ϕ) := ξM,M
n (x, ϕ) where x ∈ ϕ ∈ Nfin. Then, for representation A, we write

HM ′,M
n := HM ′,M

n (Pn) :=
1

n

∑
X∈Pn

ξM
′,M

n (X,Pn) (16a)

and for representation B,

HM ′,M
n := HM ′,M

n (Pn) :=

∫
[0,1]d

ξM
′,M

n (x,Pn)dx (16b)

as well as HM
n := HM,M

n in both cases for the respective functionals.

3. Define the event

FM,(1)
n := {Pn = P+,M

n }
and for a collection of positive integers m and IMn (Pn), and a family of disjoint balls in
[0, 1]d/ ∼ that may depend on the Poisson point process

(BM
n,i(Pn))i∈{1,...,IMn (Pn)}

7



with volume V/n for some V > 0, we set

FM,(2)
n :=

{
P+,M
n

(
[0, 1]d \ (∪I

M
n (Pn)
i=1 BM

n,i(Pn))
)

= 0
}

(17)

and

FM,(3)
n :=

IMn (Pn)⋂
i=1

{P+,M
n (BM

n,i(Pn)) = m}. (18)

We assume that the functional allows for such a collection such that
a) for M sufficiently large, we have

FMn := FM,(1)
n ∩ FM,(2)

n ∩ FM,(3)
n ⊆ EMn ; (SPR1)

b) under {HM ′,M
n < a}, for a ∈ R, there exists c

(1)
M ∈ o(1/ logM) as M →∞ satisfying

that almost surely

IMn (Pn) ≤ c(1)M n; (SPR2)

c) there exists c
(2)
M ∈ o(1) as M → ∞ satisfying that under {HM ′,M

n < a} ∩ FMn , for
a ∈ R, almost surely

HM
n (PMn ) ≤ HM ′,M

n (Pn) + c
(2)
M (SPR3)

if M is sufficiently large.

Similar to [5], we give the rate function in its entropy-based formulation. For a stationary
point process Q defined on Rd, we let Q be its law, Qn be the law Q restricted to the cube
[0, n1/d]d and Pn be the law of n1/dPn. This lets us set

hcr(Q) :=

{
limn↑∞

1
n

∫
N log dQn

dPn (ϕ)dQn(ϕ) if Qn � Pn
∞ otherwise

.

Further, for any measure Q̃ on N, we use Q̃[ξ] to denote
∫
N ξ(0, ϕ)dQ̃(ϕ). Next, we need to

introduce the Palm version of Q. As it is stated in [4], Q with finite intensity has a unique
finite measure on N that we denote by Qo, the Palm version, with the property that for all
measurable functions f : Rd ×N→ [0,∞) the equation

EQ

[∑
x∈ϕ

f(x, ϕ− x)
]

=

∫
Rd

∫
N
f(x, ϕ ∪ {x})dQo(ϕ)dx

is fulfilled.
This lets us state the theorem dealing with the lower large deviations for the critical regime.

Theorem 2 (Lower large deviations in the critical regime). Let a > 0.

a) Assume that ξ satisfies (INC). Then,

lim sup
n↑∞

1

n
logP(Hcr

n ≤ a) ≤ − inf
Q
hcr(Q), (19)

where the infimum expands over {Q : Qo[ξ] ≤ a} or {Q : Q[ξ] ≤ a} for representation A
and representation B, respectively.

b) Let Hcr
n be given either in representation A or representation B. Assume that ξ satisfies

(STA), (SPR1), (SPR2) and (SPR3) for the respective form of Hcr
n . Then,

lim inf
n↑∞

1

n
logP(Hcr

n < a) ≥ − inf
Q
hcr(Q), (20)

where the infimum expands over {Q : Qo[ξ] < a} or {Q : Q[ξ] < a} for representation A
and representation B, respectively.
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To see that this coincides with our characterization of the critical regime, we first point out
that in order to categorize functionals in representation B into a regime, the characterization
via relevant nodes needs to be extended. When dealing with an integral instead of a sum it
is sensible to consider any space point x ∈ [0, 1]d in terms of relevance. Assuming the integral
representation for now, we recall that the stabilization radius R is homogeneous of order 1. In
particular, for any relevant x ∈ [0, 1]d we observe that

n1/dR(x,Pn) = R(n1/dx, n1/dPn).

Note that n1/dPn is a Poisson point process on [0, n1/d]d with intensity 1, and thus, for large

n typically R(n1/dx, n1/dPn) does not depend on n anymore. Thus, typically R(x,Pn) should

be of order n−1/d, and therefore also the typical range that we need to consider to determine
a score of a relevant point, which justifies classifying this framework as critical. If we only
consider relevant nodes X ∈ Pn, we can repeat the same steps for representation A.

Before continuing with the dense case, we briefly elaborate on the representation of the score
function in (9). If a score function is homogeneous of degree β, thus, there exists β ∈ R such that
for all m > 0 and ϕ ∈ Nfin and x ∈ ϕ it holds that ξ(mx,mϕ) = mβξ(x, ϕ), then, the rescaling

by n1/d in the arguments of the score function could be replaced by a different normalizing
factor for the functional. Power-weighted edge lengths of k-nearest neighbor graphs are such an
example.

2.3. Dense regime. Since the case of dense spatial networks requires much finer technical
argumentation, we focus only on one type of functional for a k-nearest neighbor graph for an
arbitrary k ∈ N. In particular, we associate the k-nearest neighbor graph with the functional
representing large volumes of k-nearest neighbor balls. For x ∈ ϕ ∈ Nfin, this is encoded in

Rk(x, ϕ) := inf{r > 0: ϕ(Br(x) \ {x}) ≥ k}. (21)

This lets us define the according functional by

Hde
n := Hde

n (Pn) :=
1

ρde
n,k

∑
X∈Pn

(nκdRk(X,Pn)d − an − s0)+, (22)

where s0 ∈ R and (an)n ⊆ R is a sequence that tends to infinity slower than n. The normalizing
factor has the form

ρde
n,k := nak−1n e−an .

This factor is derived from the computation

P
(
Rk(X,Pn)d ≥ an/(nκd)

)
=

k−1∑
i=0

ai−1n

i!
e−an

and represents the expected number of points for which the maximum in (22) is nonzero.
We proceed as in [6] and define a measure on E0 := [s0,∞) by

dτde
k (x) :=

e−x

(k − 1)!
dx

and denote the relative entropy of a Radon measure ρ on E0 with respect to τde
k by

hde(ρ | τde
k ) =

{∫
E0

log dρ
dτde
k

(x)dρ(x)− ρ(E0) + τde
k (E0) if ρ� τde

k

∞ otherwise
.

This lets us state the lower large deviations for the functional in (22).

Theorem 3 (Lower large deviations in the dense regime). Let (an)n be a sequence such that
an →∞ and an − log n− (k − 1) log log n→ −∞. Then, for a ∈ Rd

lim sup
n↑∞

1

ρde
n,k

logP(Hde
n ≤ a) ≤ − inf

ρ : T de
k (ρ)≤a

hde(ρ | τde
k ) (23)
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and

lim inf
n↑∞

1

ρde
n,k

logP(Hde
n < a) ≥ − inf

ρ : T de
k (ρ)<a

hde(ρ | τde
k ), (24)

where T de
k (ρ) :=

∫
E0
x− s0dρ(x).

We point out that for a node to have a positive score within any configuration, we have
to consider a range of at least rn := ((an + s0)/(nκd))

1/d. Then, nrdn diverges if an → ∞.
Therefore, typically we would expect to consider an infinite amount of points in the volume
within range, and thus, calling this regime dense is indeed sensible.

2.4. Outline. Lower large deviations or even large deviation principles for geometric functionals
have been derived for sparse, critical and dense regimes in [7], [5] and [6]. To achieve an extension
of those results, we rely on the technique of sprinkling [1], which was already successfully used
as a main tool to prove lower large deviations in [5]. In general, it means that we carefully
perform small changes to the underlying process at locations that we deem as not suitable in
a way such that the functional applied to the adapted configuration still approximates the one
with the original point configuration. Mathematically speaking, the idea behind it is to couple
two Poisson point processes such that conditioned on one of them, applying the functional
to the other one guarantees some additional properties of the score function that allow us to
invoke general large deviations theory. In the following paragraphs, we give an overview of the
extensions of the sprinkling technique derived in the present work compared to the results from
[5], [7] and [6].

1. Critical regime: For the critical case, [5] applies sprinkling on a macroscopic level to
control the maximal stabilization radius of any node without significantly altering the
functional. A coupled Poisson point process retains all nodes from the original process
and consistently inserts additional points across the observation window. The results in
[5] are limited to certain functionals for which the magnitude of the score function is
comparable to the dth power of the stabilization radius. For instance, power-weighted
edge lengths for a power as large as or larger than d do not meet the requirements for
their results. This restriction substantially simplifies the analysis because in that case
regularly inserting points does not alter the functional by a big margin. We will examine
some functionals that violate this condition, which requires a much finer adaption of the
sprinkling to the studied functional as we will demonstrate in Section 3.1.

2. Sparse regime: For a sparse random geometric graph, [7] derives a large deviations prin-
ciple for empirical measures counting potentially connected components of a fixed size
and certain statistics derived from these. Their strategy builds on weak dependencies of
scores assigned to relatively distant connected components in the sparse setting. This
lets them approximate functionals restricted to each single box with i.i.d. Poisson random
measures and apply well-established large deviations theory. However, for their proof to
work, it is necessary that considered components cannot be too big. Otherwise, the expo-
nential moments cannot be handled anymore. Using sprinkling, we extend their results.
The framework that we present in Section 2.1 for the sparse regime also focuses on func-
tionals for the random geometric graph but allows to consider connected components of
arbitrary size.

3. Dense regime: For an empirical measure counting large k-nearest neighbor distances, [6]
provides a large deviation principle. It proceeds similarly to [7] by introducing a grid and
by approximating the restricted functionals. In our extension, presented in Section 2.3,
we aim to leave the empirical measure setting and use [6, Theorem 2.1] combined with
a sprinkling argument to derive lower large deviations for the functional that directly
represents the sum of large distances to the k-closest point. The general way sprinkling
is applied here is similar to the sparse case. However, due to the finer dependencies
between adjacent boxes that have to be resampled, the procedure becomes much more
complicated. For this reason, we go sequentially through the boxes, deciding whether to
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resample them and also making sure that each box, if resampled or not, does not affect
the potential resampling of the next boxes negatively.

3. Examples

3.1. Functionals for critical spatial random networks.

3.1.1. Power-weighted edge lengths of the directed k-nearest neighbor graph. Let k ∈ N and
α ≥ 0 be arbitrary. In the directed k-nearest neighbor graph, there is a directed edge from each
node to its k closest neighbors. We aim to represent the statistic of the power-weighted edge
lengths using representation A. To achieve that, for each n ∈ N, we let the score function ξn be
given by

ξ(x, ϕ) :=
∑

y∈ϕ∩BRk(x,ϕ)(x)

‖x− y‖α

for x ∈ Rd and ϕ ∈ N, where we recall Rk from (21) in the dense case, which simultaneously
acts as stabilization radius here. For formality reasons, we set ξ(x, ϕ) := ∞ if #ϕ < k. Note
that when we plug Pn into the functional ξn, we replace the Euclidean norm ‖ · ‖ with the

toroidal distance on [0, n1/d]d/ ∼. Further, the case α < d was already covered in [5]. This
functional satisfies (STA) with the choice g(m) := em and also (INC) is satisfied when choosing
ξr(x, ϕ) := ξ(x, ϕ ∩Br(x)) ∧ r for r > 0, x ∈ Rd and ϕ ∈ N.

In order to show that the sprinkling requirements (SPR1), (SPR2) and (SPR3) hold as
well, we denote all nodes with exceptionally large stabilization radii by

JMn := JMn := {X ∈ Pn : R(X,Pn) > Mn},
where we use the abbreviation Mn := M/n1/d. We point out that the number of vertices in Pn
on the torus [0, 1]d/ ∼ with a stabilization radius larger than Mn is bounded, i.e.,

#JMn ≤ k2dn/(κdM
d). (25)

This can be seen by going through a configuration from Pn node by node and assigning the
labels essential and inessential to some of them. Each considered node X ∈ Pn with stabilization
radius larger than Mn that has not been labeled yet, is labeled as essential and each of its k− 1
closest neighbors is labeled as inessential if it has not been labeled as essential before. After
the procedure, all essential nodes cannot have any other essential points within distance Mn.
Consequently, balls with radius Mn/2 around the essential nodes cannot intersect. The bound
in (25) is derived by bounding the number of these balls in [0, 1]d through the volume each
occupies and multiplying with k to adjust for the inessential points.

An issue that can arise when it comes to the sprinkling requirements are relatively close nodes
in JMn , due to potentially not disjoint sets in the sprinkling event. To make sure that such
scenarios cannot occur, we aim to thin out the set of these bad vertices. We say a node X ∈ Pn
is distinguished if X is the smallest node in the lexicographic order of (Pn ∩ Bn−1/d(X)) −X.
Then, we define

J̃Mn := J̃Mn (Pn) := {X ∈ JMn : X is distinguished}
as a subset of JMn that only keeps distinguished nodes. This guarantees that the distance

between two nodes in J̃Mn is at least n−1/d and therefore balls with radius n−1/d/2 centered in

each node in J̃Mn are disjoint. With this in mind, we can define the sprinkling event by setting

FM,(2)
n :=

{
P+,M
n

(
[0, 1]d \ ∪

X∈J̃Mn
Bn−1/d/2(X)

)
= 0
}

and
FM,(3)
n :=

⋂
X∈J̃Mn

{P+,M
n (Bn−1/d/2(X)) = k}.

Further, if we assume that M is large, it follows that each node X ∈ JMn can only have k − 1
other nodes in Bkn−1/d(X). Otherwise, X would have a stabilization radius bounded by kn−1/d.
Thus, one of the nodes in Bkn−1/d(X) has to be distinguished. Subsequently, after adding k
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points to Bn−1/d/2(X) for each X ∈ J̃Mn , the stabilization radius for each X ∈ JMn is bounded

by (k+1)n−1/d and the same bound holds for the stabilization radii of the additionally inserted

points. Hence, (SPR1) is fulfilled and the bound from (25) with the definition of J̃Mn implies

(SPR2) with IMn (Pn) := #J̃Mn , V := 2−d and m := k.

Finally, to verify (SPR3), we see that the k nodes put in Bn−1/d/2(X) for every X ∈ J̃Mn ,

each come with an additional score that is bounded by k after the rescaling with n1/d. All scores
of vertices that already existed can only decrease when inserting the new nodes and the same
holds for the cut-off score. This means we arrive at

HM ′,M
n (PMn ) ≤ HM ′,M

n (Pn) +
1

n
k2#JMn ≤ HM ′,M

n (Pn) +
logM

Md

under FMn , for large M and M ′ > M , confirming (SPR3).

3.1.2. Power-weighted spherical contact distances. A basic characteristic of a point pattern is
the distribution of the spherical contact distances [9, Section 4.2]. Loosely speaking, it describes
the distance to the nearest point of the given point pattern measured from a space point that
is selected at random. A basic approach to estimate this quantity is the point-count method
[9, Section 4.2]. Here, the window is discretized, and then for each subcube, the distance of
its center to the closest point is recorded. A natural way to formulate an estimator that is
independent of the discretization, is to replace the discretization with an integral. Following
this setup, in the present example, we describe the large deviation behavior of estimators of the
αth moment of the spherical contact distances for α > d. For this, we aim to use the integral
form representation B. We define the score function by

ξ(x, ϕ) := inf
y∈ϕ
‖y − x‖α,

where, as in the previous section, we replace the Euclidean norm with the toroidal distance
when applying the score function to a configuration on a torus.
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Figure 2. Simulation of spherical contact distances based on a Poisson point
process on a two-dimensional torus. The lighter the shade, the smaller the
distance of a space point to its closest node in the configuration.

We can set the stabilization radius to be

R(x, ϕ) := inf{r > 0: ϕ(Br(x)) ≥ 1}.

With this stabilization radius and the choice g(M) := Mα, (STA) is satisfied. Also, (INC)
holds with the choice ξr(x, ϕ) := ξ(x, ϕ ∩Br(x)) ∧ r for r > 0, x ∈ Rd and ϕ ∈ N.
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In order to construct the sprinkling event, we divide [0, 1]d into a grid of cubes of side length

n−1/dM/ logM , denote this collection by QMn and call a box Q ∈ QMn bad if it does not contain
any Poisson points, i.e., if Q ∩ Pn = ∅. Let

JMn := JMn (Pn) := {Q ∈ QMn : Pn ∩Q = ∅}

be the set of bad boxes. If a box is bad, all points in a cube of volume n−1/d in the center of the
bad box must have a distance to the closest node of at least n−1/dM/(logM)2 for sufficiently
large M . Thus, a bad subcube contributes with a value of at least Mα/(logM)2α to the total

functional after resolving the rescaling with factor n1/d. Thus, under the event {HM ′,M
n < a},

for M ′ > M , such bad boxes can only occur a limited number of times. More precisely, due to
our choice of g, we find that

#JMn ≤ na/(Mα/(logM)2α) = na
(logM)2α

Mα
. (26)

Now, to define the sprinkling event, we introduce an additional sub grid. First, without explicitly
stating it, in the following, we will assume that M is sufficiently large for some properties to hold
and that we can manage the assignment of the subcubes without having to deal with fractions
of subcubes. A negligible adjustment of the side length of the boxes would assure the latter.
Divide Q ∈ QMn into subcubes of side length n−1/d logM and call this collectionWM

n (Q). With
the observation in (26), the number of subcubes in bad boxes is bounded by

#{W ∈ WM
n (Q) : Q ∈ JMn } ≤ na

(logM)2α

Mα

(n−1/dM/ logM)d

(n−1/d logM)d
= na

(logM)2(α−d)

Mα−d . (27)

For Q ∈ JMn and W ∈ WM
n (Q), let BW ⊆ W be the ball with radius n−1/d that is located

around the center of W . Now, we can define the sprinkling event by inserting a node in each
subcube of every bad box. Thus, accordingly to (17) and (18), we get the events

FM,(2)
n :=

{
P+,M
n

(
[0, 1]d \ (∪W∈{W ′∈WM

n (Q) : Q∈JMn }BW )
)

= 0
}

and

FM,(3)
n :=

⋂
W∈{W ′∈WM

n (Q) : Q∈JMn }

{P+,M
n (BW ) = 1}.

If all bad boxes contain at least one vertex, the stabilization radius of any space point can
be at most of order n−1/dM/ logM , and is therefore, less than or equal to M/n1/d for large
enough M , verifying (SPR1). Further, since we assumed α > d, (27) confirms (SPR2) with
IMn (Pn) := #{W ∈ WM

n (Q) : Q ∈ JMn }, V := 1 and m := 1. For (SPR3), we point out that
inserting an additional node cannot increase the contact distance of any point. Additionally,
every space point in a good box has a contact distance of order n−1/dM/ logM and, thus,
cannot be affected by the cut-off of the score in the functional and thus, also with respect to
the cut-off functional the contact distance of a space point in a good box after the sprinkling
can only decrease. This observation yields that only the added points in bad boxes have to be
considered to bound the increase of the cut-off functional under the sprinkling event. But under

F
M,(3)
n , the distance to the closest node of every space point in a bad box is of order logM and

thus, bounded by (logM)2 for large M . Hence, we get that under FMn ∩ {H
M ′,M
n < a}

HM
n (PMn ) = HM ′,M

n (PMn ) ≤ HM ′,M
n (Pn) +

(logM)2α

n
IMn (Pn) ≤ HM

n (Pn) + a
(logM)4α−2d

Mα−d ,

also verifying (SPR3).

3.2. Functionals for the sparse random geometric graph.
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3.2.1. Subgraph counts. Let G0 := (V,E), where V represents a set of vertices and E a set of
edges, be an arbitrary fixed finite connected graph. With this, we define

ξ(ϕ) := #
{

(ϕ′, E′) : ϕ′ ⊆ ϕ, E′ ⊆ {{x, y} ⊆ ϕ′ : ‖x− y‖ ≤ 1}, (ϕ′, E′) ∼= G0

}
for a configuration ϕ ∈ Nfin, to count the occurrence of the graph G0 in the geometric graph

with connectivity radius 1 on ϕ. For n ∈ N and ϕ ∈ N
(1)
fin with dist(ϕ, ∂[0, 1]d) > rn, we

define ξn(ϕ) similar to ξ(r−1n ϕ) but replace the Euclidean distance with the toroidal metric of
[0, r−1n ]d/ ∼. These functionals fulfill all requirements stated in Theorem 1. If used as a score
function, as displayed in (5), it represents occurrences of G0 in a random geometric graph with
connectivity radius rn in a sparse regime.

Additionally, sometimes it is possible to simplify the rate function further. More precisely,
assume that we count the occurrences of a k0-clique. Then, with Mecke’s formula, it can be
computed that

E[Hsp
n ]

n↑∞−→
vd,k(G0)

k0!
=: µd,k0 . (28)

The right-hand side is given by

vd,k0(G0) :=

∫
Rd(k0−1)

∏
{i,j}∈{1,...,k0}

1
{
‖xi − xj‖ ≤ 1

}
d(x2, . . . , xk0), (29)

where x1 := 0 and vd,k0(G0) := 1 if k0 = 1. Intuitively, (29) represents the volume of all possible
locations to place k0 − 1 points around a fixed point such that the generated geometric graph
with connectivity radius 1 is isomorphic to G0. Now, from our proof for the sparse regime, it
follows that we can also write ξ directly as an indicator that triggers for complete connected
components of size k0. Then, [7, Remark 3.6] implies that

− inf
ρ : T sp(ρ)≤a

hsp
k0

(ρ | τ sp
k0

) = − inf
x≤a

x log(x/µd,k0)− x+ µd,k0

=

{
−a log(a/µd,k0) + a− µd,k0 if a < µd,k0
0 otherwise

,

and an analogous simplification could be achieved but would require substantial additional
computations and is therefore omitted.

3.2.2. Betti numbers and persistent Betti numbers. Simply expressed, Betti numbers count holes
of a certain dimension in simplicial complexes. [7, Section 4.1] gives a short overview of literature
dealing with the basic concepts behind Betti numbers and the more general persistent Betti
numbers. They can be built upon the Čech complex. For a set ϕ ∈ Nfin and r ≥ 0, the Čech
complex is defined by

Čr(ϕ) :=
{
ψ ⊆ ϕ : ∩x∈ψ Br(x) 6= ∅

}
.

Now, we can define the kth persistent Betti number for 0 ≤ s ≤ t ≤ ∞ by

βk(ϕ, s, t) = dim
Zk(Čs(ϕ))

Zk(Čs(ϕ)) ∩ B̃k(Čt(ϕ))
,

where ϕ ∈ Nfin, Zk is the kth cycle group of the Čech complex and B̃k represents the kth
boundary group. For configurations close to ∂[0, 1]d, we define ξn similar to ξ(r−1n · ), using
balls with respect to the torus [0, r−1n ]d/ ∼ to set up the Čech complex. The requirements for
Theorem 1 are satisfied and we recover the ordinary Betti numbers by setting s = t. As in
the case of subgraph counts, also here, a simplification of the rate function according to [7,
Remark 3.6] is achievable. However, to keep this section at a reasonable size, we omit the
explicit computations.
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3.2.3. Edge lengths. For a point set ϕ ∈ Nfin, we define

ξ(ϕ) :=
∑
x,y∈ϕ

‖x− y‖1{‖x− y‖ ≤ 1}

and ξn, for n ∈ N, is defined analogously to the subgraph counts or Betti numbers examples,
using the toroidal metric of [0, r−1n ]d/ ∼ instead of the Euclidean distance. Then, all require-
ments of Theorem 1 are satisfied. Note that here, k0 = 2 and thus, as the proof of Theorem 1
shows, only isolated edges will be relevant for the lower large deviations.

4. Proof of Theorem 2 (critical)

For bounded and local score functions, [4] provides a large deviation principle for associated
functionals. We recall that our strategy is to use a coupling consisting of a thinned Poisson
point process and another independent Poisson process. We let the thinning fully replicate Pn
while using the independent Poisson point process to sprinkle in additional points following
a specific pattern to guarantee locality and boundedness of the score function such that the
general large deviations theory becomes invokable.

First, we let P̃n be a Poisson point process with intensity 1 on the torus [0, n1/d]d/ ∼. Note

that n1/dPn and P̃n have the same distribution. Now, we can replicate the proof of [5, Theorem
1.1] to get Theorem 2 a), the upper bound for the lower large deviations.

Proof of Theorem 2 a). We recall ξr from (INC). Further, for the next steps, we assume that
we are in representation A and indicate that the other case works analogously. The functional
ξr is bounded and local, and thus, we can use [4, Theorem 3.1] (or [4, Corollary 3.2] in the case
of representation B) to get that

lim sup
n↑∞

1

n
logP(Hcr

n ≤ a) ≤ lim sup
n↑∞

1

n
logP

(
1

n

∑
X∈Pn

ξr(n1/dX,n1/dPn) ≤ a
)

= lim sup
n↑∞

1

n
logP

(
1

n

∑
X∈P̃n

ξr(X, P̃n) ≤ a
)
≤ − inf

Q : Qo[ξr]≤a
hcr(Q).

By (INC), ξr(x, ϕ) increases, as r grows, towards ξ(x, ϕ) for each x ∈ ϕ ∈ N. Proceeding,
using monotone convergence, as in the proof of [5, Theorem 1.1], it follows that

− lim sup
r↑∞

inf
Q : Qo[ξr]≤a

hcr(Q) ≤ − inf
Q : Qo[ξ]≤a

hcr(Q),

which concludes the upper bound. �

In order to prove the lower bound, it is necessary to examine the event FMn from (SPR1) in
detail. For this, we denote the number of Poisson points of Pn by Nn := Pn([0, 1]d). The next
lemma gives a lower bound for the probability of the sprinkling event.

Lemma 4 (Sprinkling regularizes with high probability). For n ≥M ≥ 1 sufficiently large, we
get that almost surely

P(FMn | Pn) ≥ (1−M−1)Nne−n/M
( (V/M)m

m! e−V/M
)IMn (Pn).

Proof of Lemma 4. Looking at the probabilities of each single event of FMn gives

P(P−,Mn = Pn | Pn) = (1−M−1)Nn ,

P
(
P+,M
n

(
[0, 1]d \ (∪I

M
n (Pn)
i=1 BM

n,i(Pn)) = 0 | Pn
)
≥ e−n/M

and

P
( IMn (Pn)⋂

i=1

{P+,M
n (BM

n,i(Pn)) = m}
∣∣∣∣ Pn) =

( (V/M)m

m! e−V/M
)IMn (Pn)
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almost surely, where we used that the survival probability of the thinning is 1 − M−1 and

the intensity of P+,M
n was assumed to be n/M . Using independence between all three events

conditioned on Pn yields the desired statement. �

Now, we conclude the proof of Theorem 2.

Proof of Theorem 2 b). In the following, assume that M > 0 is large and M ′ > M . Because
of FMn ⊆ EMn , which was assumed in (SPR1), it follows that under the event FMn the radius
of stabilization with respect to PMn of each node in PMn or space point in [0, 1]d, depending
on whether we consider a functional given in representation A or representation B, is at most
Mn−1/d. Hence, we can invoke (STA) from which follows that under FMn we can replace
Hn(PMn ) by HM

n (PMn ), and get

P(Hn(Pn) < a) = P(Hn(PMn ) < a) ≥ P({HM
n (PMn ) < a} ∩ FMn ∩ {HM ′,M

n (Pn) < a}).

Due to (SPR3) it holds that under FMn ∩ {H
M ′,M
n (Pn) < a} almost surely

HM
n (PMn ) ≤ HM ′,M

n (Pn) + c
(2)
M , (30)

as M →∞ and thus, since {HM ′,M
n (Pn) < a− c(2)M } ⊆ {H

M ′,M
n (Pn) < a}, it follows that,

P({HM
n (PMn ) < a} ∩ FMn ∩ {HM ′,M

n (Pn) < a}) ≥ P({HM ′,M
n (Pn) + c

(2)
M < a} ∩ FMn ).

By conditioning on Pn and applying Lemma 4 for sufficiently large n, we arrive at

E
[
1{HM ′,M

n (Pn) < a− c(2)M }P(FMn | Pn)
]

≥ E
[
1{HM ′,M

n (Pn) < a− c(2)M }(1−M
−1)Nn

( (V/M)m

m! e−V/M
)IMn (Pn)]e−n/M

= E
[
1{HM ′,M

n (Pn) < a− c(2)M } exp
(
Nn log(1−M−1) + IMn (Pn) log

( (V/M)m

m! e−V/M
))]

e−n/M .

Moreover, invoking (SPR2) and introducing a bound for Nn yields for any c > 0,

E
[
1{HM ′,M

n (Pn) < a− c(2)M } exp
(
Nn log(1−M−1) + IMn (Pn) log

( (V/M)m

m! e−V/M
))]

≥ P
(
HM ′,M
n (Pn) < a− c(2)M , Nn < cn

)
exp

(
cn log(1−M−1) + c

(1)
M n log( (V/M)m

m! e−V/M )
)
.

To convince ourselves that the exponential factors are not relevant, we recall that c
(1)
M / logM →

0 as M →∞ was assumed, which yields

1

n
log
(

exp
(
cn log(1−M−1) + c

(1)
M n log( (V/M)m

m! e−V/M )− n/M
))

= c log(1−M−1) + c
(1)
M

(
log( (V/M)m

m! )− V/M
)
−M−1 M↑∞−→ 0.

Now, for the other factor,

P
(
HM ′,M
n (Pn) < a− c(2)M , Nn < cn

)
≥ P

(
HM ′,M
n (Pn) < a− c(2)M

)
− P

(
Nn ≥ cn

)
,

where for large c, [14, Lemma 1.2] can be used to show that the second term does not affect the
large deviations.

For the next computations, we assume that Hcr
n has representation A. The other case works

analogously. We define ξM
′,M (x, ϕ) := ξ(x, ϕ ∩ BM ′(x)) ∧ g(M) for x ∈ Rd and ϕ ∈ N, and

point out that ξM
′,M can be locally determined and is bounded by g(M). Besides that, recall

that P̃n is equal in distribution to n1/dPn. Then, applying [4, Theorem 3.1] (or [4, Corollary
3.2] in the case of representation B), we can proceed as in the proof of the upper bound, and

16



we arrive at

lim inf
n↑∞

1

n
logP

(
HM ′,M
n (Pn) < a− c(2)M

)
= lim inf

n↑∞

1

n
logP

( 1

n

∑
X∈Pn

ξ(n1/dX,n1/dPn ∩BM ′(n1/dX)) ∧ g(M) ≤ a− c(2)M
)

= lim inf
n↑∞

1

n
logP

( 1

n

∑
X∈P̃n

ξM
′,M (X, P̃n) ≤ a− c(2)M

)
≥ − inf

Q : Qo[ξM′,M ]<a−c(2)M
hcr(Q).

Finally, we assert that

lim inf
M→∞

lim inf
M ′→∞

(
− inf

Q : Qo[ξM′,M ]<a−c(2)M
hcr(Q)

)
≥ − inf

Q : Qo[ξ]<a
hcr(Q),

which yields the desired result.
To prove this assertion, let Q be an arbitrary point process that satisfies EQo [ξ(0, · )] < a.

This lets us find some δ > 0 such that EQo [ξ(0, · )] < a− δ. Next, for any M > 0, it also holds
that EQo [ξ(0, · ) ∧ g(M)] < a − δ due to monotonicity. Further, dominated convergence yields
that limM ′↑∞ EQo [ξ(0, · ∩ BM ′(0)) ∧ g(M)] = EQo [ξ(0, · ) ∧ g(M)] from which we deduce the
existence of M0(δ,M) such that for all M ′ > M0(δ,M)

EQo [ξ(0, · ∩BM ′(0)) ∧ g(M)] < a− δ/2.

In particular, from c
(2)
M → 0 as M →∞ we get that for some M0(M) > 0 and all M ′ > M0(M)

EQo [ξ(0, · ∩BM ′(0)) ∧ g(M)] < a− c(2)M
if M is large enough. Therefore,

{Q : Qo[ξ] < a} ⊆ {Q : Qo[ξM
′,M ] < a− c(2)M for all M ′ > M0(M) and M large}

which implies that

lim sup
M→∞

lim sup
M ′→∞

(
inf

Q : Qo[ξM′,M ]<a−c(2)M
hcr(Q)

)
≤ inf

Q : Qo[ξ]<a
hcr(Q).

�

5. Proof of Theorem 1 (sparse)

For the sparse case, we would like to apply the large deviation principle for empirical measures
counting potentially connected components of a fixed size of a random geometric graph from [7,
Theorem 2.1]. Using sprinkling, we would ideally like to create a coupled Poisson point process
that, when serving as nodes for a geometric graph, only contains fixed-sized components. A
simple replication of the procedure in the critical case for the sparse case is not possible as we
will desire for the thinning to keep most of the points, which will be with very high probability
an amount of order n, thus, resulting in costs for the thinning of magnitude e−cn for some c > 0.
But the speed for the sparse regime satisfies

n

ρsp
n,k0

=
n

nk0r
d(k0−1)
n

= (nrdn)−(k0−1) →∞,

if k0 > 1. Instead, as in [7], we will divide [0, 1]d into a grid and resample an entire box of
the grid if we deem the configuration in it as not feasible and additionally bound the inevitable
error in the functional that this process creates. This then results in a coupled Poisson process
as a foundation for a geometric graph for which all significant connected components are of a
fixed size, and therefore, we can invoke the large deviation principle from [7, Theorem 2.1].

Now, to give more details after this overview, as announced, we start by dividing [0, 1]d into

a grid of cubes with side length (ρsp
n,k0

)−1/d each, where to keep the notation simpler, we assume

that ρsp
n,k0

is a natural number and denote this collection by Qn. We define P ′n as an Poisson

point process on [0, 1]d with intensity n independent of Pn. Further, for all cubes Q ∈ Qn, let
17



XQ,ε be Bernoulli random variables with parameter ε ∈ (0, 1), independent of each other and
all introduced Poisson random measures. Using this, we define

PQn :=

{
Q ∩ P ′n if XQ,ε = 1

Q ∩ Pn if XQ,ε = 0
,

which yields a Poisson point process on Q with intensity n for each n ∈ N. Consequently,

P ′′n := ∪Q∈QnP
Q
n is a Poisson point process on [0, 1]d with intensity n. The idea is to use the

Bernoulli random variables to control P ′′n in such a way that we resample Pn using P ′n in each
box that has a node with k0 relatively close other vertices while keeping Pn in all other boxes.
To achieve this, let

Jn := Jn(Pn) :=
{
Q ∈ Qn : max

X∈Q∩Pn
Pn(B2dk0rn(X)) ≥ k0 + 1

}
be the boxes that contain a vertex with at least k0 other vertices within distance 2dk0rn and
that we would therefore like to resample. To further ease notation, we also denote the number
of bad boxes by

Jn := #Jn(Pn)

and we point out that we can consider k0 as fixed from now on, which lets us write

ρsp
n := ρsp

n,k0
.

We first make sure that these bad boxes do not occur too many times with a probability that
is too high.

Lemma 5 (Bad boxes are exponentially negligible). Let δ > 0. Assume that nrdn → 0 and
ρsp
n →∞. Then,

lim sup
n↑∞

1

ρsp
n

logP(Jn ≥ δρsp
n ) = −∞.

Next, we determine what happens within a box that was resampled and ignore effects of
adjacent boxes for now. Preferably we would like the sprinkled process not to create any new
components consisting of k0 or more vertices within a resampled cube. The next lemma states
that for each n ∈ N, conditioned on Pn, the probability of not having k0 close points within a
resampled box Q ∈ Jn is bounded from below.

Lemma 6 (With positive probability, a resampled box does not contain k0 close nodes). Assume

that nrdn → 0 and ρsp
n →∞. Then, for any M > 2κk0−1d 2k0(d

2+1)kk00 it holds that

P
( ⋂
Q∈Jn

{
max

X∈Q∩P ′n
P ′n
(
B2dk0rn(X) ∩Q

)
≤ k0 − 1

} ∣∣∣∣ Pn) ≥ αJnM ,
where αM := 2−M−1.

One issue that we cannot prevent is that there can be large connected components between
two adjacent boxes when at least one of them is resampled. But we can show that the number
of these components will, with high enough probability, not be significant. More precisely, the
next lemma will control the number of large components that can occur between boxes when
resampling. To ease notation, for every Q ∈ Qn, we let

∂nQ := {x ∈ Q : dist({x}, ∂Q) ≤ 2dk0rn}
denote the set of all points in Q within distance 2dk0rn of the boundary of Q. The factor 2dk0
appears here to be able to deal with boxes that share a face, which allows for large connected
components to exist that span over multiple boxes. We also let

CCn,k0 := {X ∈ P ′′n : sn({X} ∪ ϕ,P ′′n) = 1 for some ϕ ⊆ P ′′n with #({X} ∪ ϕ) ∈ {k0, . . . , 2dk0}}

be the vertices in P ′′n that are part of a connected component of size between k0 and 2dk0, where
we recall the definition of sn from (6).
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Lemma 7 (The number of large connected components between boxes is negligible). Let δ > 0.
Assume that nrdn → 0 and ρsp

n →∞. Then,

lim sup
n↑∞

1

ρsp
n

logP
(
CCn,k0(∪Q∈Qn∂nQ) ≥ δρsp

n

)
= −∞.

With these lemmas and preliminaries, we can prove the lower large deviations in the sparse
regime.

Proof of Theorem 1. We point out that [7] worked with the Euclidean distance on [0, 1]d instead
of the toroidal metric. For this reason, we need some additional notation to deal with this subtle
difference. Also, recall that Hsp

n = 1
ρsp
n

∑
ϕ⊆Pn ξn(ϕ)sn(ϕ,Pn), where sn checks for connected

components with respect to the toroidal metric. We define the restriction to components of size
k0 by

Hsp
n,k0

:= Hsp
n,k0

(Pn) :=
1

ρsp
n

∑
ϕ⊆Pn,#ϕ=k0

ξn(ϕ)sn(ϕ,Pn).

To also incorporate the Euclidean metric, we define GG′n(ϕ) as the geometric graph on ϕ ∈ Nfin

with connectivity radius rn and with respect to the Euclidean distance. With this, for ϕ ⊆ ψ ∈
Nfin, we set

s′n(ϕ,ψ) := 1{ϕ is a connected component of GG′n(ψ)}
to be the counterpart of sn in terms of the Euclidean distance. Further, along the lines of [7,
Theorem 3.3], we define

H̃sp
n,k0

:= H̃sp
n,k0

(Pn) :=
1

ρsp
n

∑
ϕ⊆Pn,#ϕ=k0

ξ(r−1n ϕ)tn(ϕ,Pn),

where

tn(ϕ,Pn) := 1{‖y − z‖ ≥ rn for all y ∈ ϕ and z ∈ Pn \ ϕ}1{diam(ϕ) ≤ k0rn}

is the indicator assuring that ϕ is isolated and locally concentrated within Pn.

Our goal is to apply [7, Theorem 3.3] to H̃sp
n,k0

. One main step for the upper bound of this

proof will be to show that the error between Hsp
n,k0

and H̃sp
n,k0

that occurs close to the boundary

is negligible. Thus, we define

Herr,1
n,k0

(Pn) :=
1

ρsp
n

∑
ϕ⊆Pn : #ϕ=k0,

dist(ϕ,∂[0,1]d)≤rn

ξ(r−1n ϕ)s′n(ϕ,Pn)

and compute

Hsp
n ≥ H

sp
n,k0
≥ 1

ρsp
n

∑
ϕ⊆Pn : #ϕ=k0,

dist(ϕ,∂[0,1]d)>rn

ξ(r−1n ϕ)s′n(ϕ,Pn)

=
1

ρsp
n

∑
ϕ⊆Pn,#ϕ=k0

ξ(r−1n ϕ)tn(ϕ,Pn)− 1

ρsp
n

∑
ϕ⊆Pn : #ϕ=k0,

dist(ϕ,∂[0,1]d)≤rn

ξ(r−1n ϕ)s′n(ϕ,Pn)

= H̃sp
n,k0
−Herr,1

n,k0
(Pn),

(31)

where we used that from (LOC) it follows that for all ϕ ⊆ Pn with #ϕ = k0

ξ(r−1n ϕ)tn(ϕ,Pn) = ξ(r−1n ϕ)s′n(ϕ,Pn). (32)

Further, we introduce the event

Gn :=
{

#{X ∈ Pn \ [rn, 1− rn]d : s′n({X} ∪ ϕ,Pn) = 1 for some ϕ ⊆ Pn
with #({X} ∪ ϕ) = k0} < δρsp

n

}
,
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which implies that the number of connected components of size k0 with respect to the Euclidean
distance that are located close to the boundary of [0, 1]d is negligible. To deal with the proba-
bility of Gn, note that it is possible to replace the event in Lemma 7 with the complement of
Gn and we still get that

lim sup
n↑∞

1

ρsp
n

logP(Gcn) = −∞. (33)

To show this, the proof of Lemma 7 can be repeated with only one modification that arises
from switching from the toroidal to the Euclidean metric. In (36) one has to consider that it is
possible that only a fraction of the ball intersects the box.

Under Gn the number of components summed over in Herr,1
n,k0

is bounded by δρsp
n and with

(31), we can compute

P(Hsp
n ≤ a) ≤ P(H̃sp

n,k0
−Herr,1

n,k0
(Pn) ≤ a) ≤ P(H̃sp

n,k0
≤ a+Herr,1

n,k0
(Pn), Gn) + P(Gcn)

≤ P
(
H̃sp
n,k0
≤ a+ δ sup

ϕ⊆[0,1]d,#ϕ=k0
ξ(r−1n ϕ), Gn

)
+ P(Gcn)

≤ P(H̃sp
n,k0
≤ a+ δb) + P(Gcn),

where we used (INV), (LOC) and (BND) to get for sufficiently large n

sup
ϕ⊆[0,1]d,#ϕ=k0

ξ(r−1n ϕ) = sup
ϕ⊆[0,1]d\[rn,1−rn]d,#ϕ=k0

ξ(r−1n ϕ) ≤ sup
ϕ⊆[0,1]d,#ϕ=k0

ξn(ϕ) ≤ b.

By (33), the probability of the complement of Gn does not significantly contribute to the large
deviations. From this point, (INV), (LOC), (BND) and (POS) let us apply [7, Theorem 3.3]

to H̃sp
n,k0

, which yields

lim sup
n↑∞

1

ρsp
n

logP(Hsp
n ≤ a) ≤ lim sup

n↑∞

1

ρsp
n

logP(H̃sp
n,k0
≤ a+ δb) ≤ − inf

ρ : T sp(ρ)≤a+δb
hsp(ρ | τ sp

k0
).

and therefore, the asserted upper bound, after letting δ → 0. Note that the rate function in
[7, Theorem 3.3] is given as a Legendre transform. Arguing as in [7, Corollary 3.2], this can be
equivalently written in the relative entropy form.

For the lower bound, as a first step, with the same reasoning, we get for any δ > 0 that

lim inf
n↑∞

1

ρsp
n

logP(H̃sp
n,k0

< a− δ) ≥ − inf
ρ : T sp(ρ)<a−δ

hsp(ρ | τ sp
k0

). (34)

The next part of this proof is dedicated to show that in terms of large deviations, also for the

lower bound, Hsp
n can be replaced with H̃sp

n,k0
. For this, let

Egood
n :=

{
max

X∈{Y ∈Q∩P ′n : Q∈Jn}
P ′n
(
B2dk0rn(X) ∩Q

)
≤ k0 − 1

}
and for ε > 0 serving as parameter for the Bernoulli random variables,

En := Egood
n ∩

⋂
Q∈Jn

{XQ,ε = 1} ∩
⋂
Q 6∈Jn

{XQ,ε = 0}.

We start the computations with

P(Hsp
n < a) = P(Hsp

n (P ′′n) < a) ≥ P(En, H
sp
n (P ′′n) < a).

Next, we can divide the functional into contributions that come from components intersecting
the volume close to the boundary of a cube, denoted by

Herr,2
n (P ′′n) :=

1

ρsp
n

∑
ϕ⊆P ′′n : ϕ∩(∪Q∈Qn∂nQ)6=∅

ξn(ϕ)sn(ϕ,P ′′n),
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and those that do not. Under the event En, we then have that

Hsp
n (P ′′n) =

1

ρsp
n

∑
ϕ⊆P ′′n : ϕ∩(∪Q∈Qn∂nQ)=∅

ξ(r−1n ϕ)sn(ϕ,P ′′n) +Herr,2
n (P ′′n)

≤ H̃sp
n,k0

(Pn) +Herr,2
n (P ′′n).

We were able to bound the first term by H̃sp
n,k0

applied to Pn instead of P ′′n because under the

sprinkling event, if we disregard the space close to the boundaries of the cubes, the coupled
process P ′′n replaces Pn in each cube that contained at least a part of a connected component
of size k0 + 1, without creating any new connected components of size k0 or bigger. Further,
we made use of (32) as in the proof of the upper bound. This lets us proceed with

P(En, H
sp
n (P ′′n) < a) ≥ P(En, H̃

sp
n,k0

(Pn) +Herr,2
n (P ′′n) < a).

Further, to ease notation, let

Fn := {CCn,k0(∪Q∈Qn∂nQ) < δρsp
n }

denote the complement of the event from Lemma 7 for some δ > 0, which gives us

P(En, H
sp
n,k0

(Pn) +Herr,2
n (P ′′n) < a) ≥ P(En, Fn, H̃

sp
n,k0

(Pn) +Herr,2
n (P ′′n) < a).

Now, conditioned on En and for sufficiently large n, the random geometric graph on P ′′n with
connectivity radius rn cannot have a connected component of more than 2dk0 nodes, since in
that case if n is large, a box Q ∈ Jn would exist that contains k0+1 vertices of P ′′n with diameter

less than or equal to 2dk0rn. This contradicts Egood
n . Note that 2d occurs here because it is the

maximal number of boxes that can share a face. Thus, due to the nonnegativity of ξ, under
En ∩ Fn, it holds that

Herr,2
n (P ′′n) < δ sup

ϕ⊆[0,1]d,#ϕ≤2dk0
ξn(ϕ) ≤ δb,

where we recall that b depending only on d and k0 arises from (BND). This leads to

P(En, Fn, H̃
sp
n,k0

(Pn) +Herr,2
n (P ′′n) < a) ≥ P(En, Fn, H̃

sp
n,k0

(Pn) + δb < a)

≥ P(En, H̃
sp
n,k0

(Pn) + δb < a)− P(F cn).

Summarizing these steps and applying the tower property of the conditional expectation, we
arrive at

P(Hsp
n < a) ≥ E[P(En|Pn)1{H̃sp

n,k0
(Pn) < a− δb}]− P(F cn).

Now, using Lemma 6 and independence of the events intersected in En under Pn, we get that

P(En|Pn) = P(Egood
n |Pn)εJn(1− ε)ρ

sp
n−Jn ≥ (αMε)

Jn(1− ε)ρ
sp
n

for an arbitrary M > 2κk0−1d 2k0(d
2+1)kk00 . This lets us proceed with

P(Hsp
n < a) ≥ E

[
(αMε)

Jn(1− ε)ρ
sp
n 1{H̃sp

n,k0
(Pn) < a− δb}

]
− P(F cn)

≥ E
[
(αMε)

δρsp
n (1− ε)ρ

sp
n 1{H̃sp

n,k0
(Pn) < a− δb}1{Jn < δρsp

n }
]
− P(F cn)

≥ (αMε)
δρsp
n (1− ε)ρ

sp
n
(
P(H̃sp

n,k0
(Pn) < a− δb)− P(Jn ≥ δρsp

n )
)
− P(F cn).

From this inequality and Lemma 7, it follows that P(F cn) does not contribute significantly to
the lower bound for the lower large deviations. Therefore, we arrive at

lim inf
n↑∞

1

ρsp
n

logP(Hsp
n < a)

≥ lim inf
n↑∞

1

ρsp
n

log
(
(αMε)

δρsp
n (1− ε)ρ

sp
n (P(H̃sp

n,k0
(Pn) < a− δb)− P(Jn ≥ δρsp

n ))
)

≥ δ log(αMε) + log(1− ε) + lim inf
n↑∞

1

ρsp
n

log
(
P(H̃sp

n,k0
(Pn) < a− δb)− P(Jn ≥ δρsp

n )
)
.
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Now, Lemma 5 implies that P(Jn ≥ δρsp
n ) does not affect the lower bound of the lower tails in

this situation, and thus, plugging in (34), we get

lim inf
n↑∞

1

ρsp
n

logP(Hsp
n < a) ≥ δ log(αMε) + log(1− ε) + lim inf

n↑∞

1

ρsp
n

log
(
P(H̃sp

n,k0
(Pn) < a− δb)

≥ δ log(αMε) + log(1− ε)− inf
ρ : T sp(ρ)<a−δb

hsp(ρ | τ sp
k0

).

Letting δ → 0 and then ε→ 0 gives the lower bound

lim inf
n↑∞

1

ρsp
n

logP(Hsp
n < a) ≥ − inf

ρ : T sp(ρ)<a
hsp(ρ | τ sp

k0
).

�

What follows are the proofs of the previously introduced lemmas. But, since we come across
the task of bounding a similar quantity in the proofs of Lemmas 5, 6 and 7, we insert a short
lemma that helps with this first.

Lemma 8 (Bound for the probability of many Poisson points in a ball). For Q ⊆ [0, 1]d and
m, l, r ∈ N, it holds that

E[#{X ∈ Q ∩ Pm : Pm(Br(X)) ≥ l}] ≤ mlκl−1d r(l−1)d|Q|.

Proof of Lemma 5. We are going to categorize boxes to create independence and use a binomial
concentration inequality from [14, Lemma 1.1]. We use the set L := {1, 2}d to label each box
in Qn in a certain way to achieve that between two boxes of the same label, there will always
be a box with a different label. To guarantee that this is possible on the torus, we assume that
the number of boxes along each axis is divisible by 2. For l ∈ L, we denote the boxes of label l

by Q(l)
n . Then,

P(Jn ≥ δρsp
n ) ≤

∑
l∈L

P(#(Q(l)
n ∩ Jn) ≥ δρsp

n /2
d).

For n large enough, the labeling guarantees that the events {Q ∈ Jn} are independent for

different Q ∈ Q(l)
n . Thus, we are in a binomial setting and to use the mentioned binomial

concentration inequality, we first bound the probability of one box being bad by using Lemma
8 to get that for an arbitrary Q ∈ Qn

P(Q ∈ Jn) = P(Pn(B2dk0rn(X)) ≥ k0 + 1 for some X ∈ Q ∩ Pn)

≤ E
[ ∑
X∈Q∩Pn

1{Pn(B2dk0rn(X)) ≥ k0 + 1}
]

≤ nk0+1κk0d (2dk0rn)k0d|Q| = κk0d (2dk0)
k0dnrdn.

(35)

Next, using [14, Lemma 1.1] for n large, we get for every l ∈ L and every δ > 0, if n is large
enough, that

P(#(Q(l)
n ∩ Jn) ≥ δρsp

n /2
d) ≤ exp

(
− δρsp

n /2d

2
log
( δρsp

n /2d

ρsp
n κ

k0
d (2dk0)k0dnrdn

))
= exp

(
− δρsp

n

2d+1
log
( δ

κk0d 2d(2dk0)k0dnrdn

))
.

The assumption nrdn → 0 yields the assertion. �

Proof of Lemma 6. First, we let M > 2κk0−1d 2k0(d
2+1)kk00 as well as Q ∈ Qn be arbitrary and

start by examining the probability that P2n has some amount of close points within Q by
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invoking Markov’s inequality and Lemma 8 to get

P
(
#{X ∈ Q ∩ P2n : P2n(B2dk0rn(X) ∩Q) ≥ k0} ≥M

)
≤ 1

M
E
[ ∑
X∈Q∩P2n

1{P2n(B2dk0rn(X) ∩Q) ≥ k0}
]

≤ 1

M
(2n)k0κk0−1d (2dk0rn)(k0−1)d|Q| =

κk0−1d 2k0(d
2+1)kk0d0

M
≤ 1

2
.

Note that a thinning of P2n, where we keep each point independently with probability 1/2 has
the same distribution as Pn. Denote the thinned process by Pthin

2n . We proceed by deleting
unwanted points in the thinning and get

P
(

max
X∈Q∩P ′n

P ′n(B2dk0rn(X) ∩Q) ≤ k0 − 1
)

= P
(

max
X∈Q∩Pthin

2n

Pthin
2n (B2dk0rn(X) ∩Q) ≤ k0 − 1

)
= E

[
(1/2)

#{X∈Q∩P2n : P2n(B2dk0rn
(X)∩Q)≥k0}]

≥ E[2−M1{{X ∈ Q ∩ P ′n : P ′n(B2dk0rn(X) ∩Q) ≥ k0} < M}] ≥ 2−M−1.

Now, we can use independence of the above events when considering different boxes to get

P
( ⋂
Q∈Jn

{
max

X∈Q∩P ′n
P ′n(B2dk0rn(X) ∩Q) ≤ k0 − 1

} ∣∣∣∣ Pn)
=
∏
Q∈Jn

P
(

max
X∈Q∩P ′n

P ′n(B2dk0rn(X) ∩Q) ≤ k0 − 1
)
≥ (2−M−1)Jn .

�

Proof of Lemma 7. For a box Q ∈ Qn, we divide ∂nQ into a grid consisting of boxes with side
length rn and call this collection of boxes Wn(∂nQ). We denote the total collection of these
boxes by Wn := ∪Q∈QnWn(∂nQ). Next, we can proceed with the same strategy that was
already successfully applied in the proof of Lemma 5, but use more labels this time to achieve
that between two boxes W1,W2 ∈ Wn of the same label, there are always 2d+1k0 boxes labeled
differently. We choose the label set L := {1, 2, . . . , 2d+1k0 + 1}d and we reuse the notation

W(l)
n for the boxes of label l ∈ L. Again, we assume that the number of boxes along each axis

is divisible by 2d+1k0 + 1. This construction lets us search for connected components of at
most 2dk0 nodes in boxes with the same label independently. Our aim is to apply the already
encountered binomial concentration bound [14, Lemma 1.1] to the number of subcubes of a
fixed label that contain a large connected component. This requires two things, a bound for the

number of subcubes in W(l)
n and a bound for the probability of a subcube W ∈ Wn containing

at least one node in CCn,k0 .

For the latter, i.e., the probability that W ∈ Wn contains vertices that are part of a connected
component of size between k0 and 2dk0, we compute, using Markov’s inequality and Lemma 8,
that

P
(
W ∩ CCn,k0 6= ∅

)
≤ E[#(W ∩ P ′′n ∩ CCn,k0)] ≤ E[#{X ∈W ∩ P ′′n : P ′′n(Bk0rn(X)) ≥ k0}]

≤ nk0κk0−1d (k0rn)d(k0−1)|W | = κk0−1d k
(k0−1)d
0 (nrdn)k0 .

(36)

To find a bound for the number of subcubes, note that the volume of ∂nQ for Q ∈ Qn is of
order

(ρsp
n )−(d−1)/drn = n−k0(d−1)/dr−(k0−1)(d−1)+1

n .
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Consequently, the number of boxes in Wn(∂nQ) can be bounded by dividing the above by the
volume of a subcube rdn, which yields

#Wn(∂nQ) ≤ c1n−k0(d−1)/dr−k0(d−1)n = c1(nr
d
n)−k0(d−1)/d (37)

for some c1 := c1(d, k0) > 0. Thus, there are at most ρsp
n c1(nr

d
n)−k0(d−1)/d subcubes in Wn.

Before we invoke [14, Lemma 1.1], we can union over all labels and combine this with the
union bound to get

P
(
CCn,k0(∪Q∈Jn∂nQ) ≥ δρsp

n

)
≤ P

(⋃
l∈L

{
CCn,k0(∪

W∈W(l)
n

W ) ≥ δρsp
n /(#L)

})
≤
∑
l∈L

P
(
CCn,k0(∪

W∈W(l)
n

W ) ≥ δρsp
n /(#L)

)
.

At this point, let W ∈ Wn be arbitrary. An important observation is that CCn,k0(W ) is bounded
by a constant that does not depend on n. More precisely, a connected component occupies a
ball of radius at least rn that cannot intersect any other connected component. Consequently,
when choosing rn/2 as radius instead, that ball cannot intersect any ball of radius rn/2 that is
centered at a node that belongs to another connected component. When considering connected
components with a vertex in W , at least 1/2d of the volume of a ball with radius rn/2 centered
at that vertex has to be contained in W . The factor 1/2d adjusts for the possibility that the
center of the ball is in a corner of W . Therefore, we can bound the available space by |W | and
the maximal component size by 2dk0 and arrive at

CCn,k0(W ) ≤ 2dk0|W |
κd(rn/2)d/2d

= 8dκ−1d k0,

which implies that for a fixed l ∈ L

P
(
CCn,k0(∪

W∈W(l)
n

W ) ≥ δρsp
n /(#L)

)
≤ P

(
#{W ∈ W(l)

n : W ∩ CCn,k0 6= ∅} ≥ δρsp
n /c2

)
,

where c2 := c2(d, k0) := 8dκ−1d k0#L. Next, the independence guaranteed by the labeling and
the bounds derived in (36) and (37) let us apply the binomial bound [14, Lemma 1.1] for
sufficiently large n to arrive at

P
(
#{W ∈ W(l)

n : W ∩ CCn,k0 6= ∅} ≥ δρsp
n /c2

)
≤ exp

(
− δρsp

n

2c2
log
( δρsp

n /c1

ρsp
n dc1(nrdn)−k0(d−1)/dκk0−1d k

(k0−1)d
0 (nrdn)k0

))
= exp

(
− δρsp

n

2c2
log
( δ

c2c1κ
k0−1
d k

(k0−1)d
0 (nrdn)k0/d

))
,

yielding the assertion, since nrdn → 0. �

Proof of Lemma 8. If l = 1, we get

E[#{X ∈ Q ∩ Pm : Pm(Br(X)) ≥ 1}] = E[Pm(Q)] = m|Q|.
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For l > 1, an application of Mecke’s equation and Markov’s inequality yields

E[#{X ∈ Q ∩ Pm : Pm(Br(X)) ≥ l}] = m

∫
Q
E[1{Pm(Br(x)) ≥ l − 1}]dx

= m

∫
Q
P({Y1, . . . , Yl−1} ⊆ Br(x) for some {Y1, . . . , Yl−1} ⊆ Pm)dx

≤ m
∫
Q
E
[ ∑
{Y1,...,Yl−1}⊆Pm

1{Y1, . . . , Yl−1 ∈ Br(x)}
]
dx

≤ ml

∫
Q

∫
[0,1](l−1)d

1{y1, . . . , yl−1 ∈ Br(x)}d(y1, . . . , yl−1)dx = mlκl−1d r(l−1)d|Q|.

�

6. Proof of Theorem 3 (dense)

The general outline of the proof of the dense regime follows the ideas for the sparse case.
Here, we aim to apply a contraction principle using the large deviation asymptotics with respect
to the weak topology from [6]. In order to apply the contraction principle directly, T de

k must be
continuous with respect to the weak topology, meaning that the integrand needs to be bounded.
However, this condition is not immediately satisfied. To overcome this, using the technique of
sprinkling, we aim to artificially introduce a bound for the score function that will translate to
the integrand of T de

k .

As in the sparse regime, we divide [0, 1]d into a grid of cubes with side length (ρde
n,k)
−1/d,

assuming that ρde
n,k is a natural number and denote this collection by Qn. We are going to use

the same objects that were introduced in the sparse regime. As a reminder, P ′n is a Poisson point
process on [0, 1]d with intensity n independent of Pn, and for Bernoulli random variables with
parameter ε ∈ (0, 1), independent of each other and all introduced Poisson random measures,
for every Q ∈ Qn, we defined

PQn :=

{
Q ∩ P ′n if XQ,ε = 1

Q ∩ Pn if XQ,ε = 0
.

Finally, we denoted the union ∪Q∈QnP
Q
n by P ′′n. In the dense regime, we aim to use the Bernoulli

random variables to control P ′′n in such a way that we resample Pn using P ′n in each box that
makes it too likely that there is an X with a large edge while keeping Pn in all other boxes.
Mathematically expressed, for a random configuration η ∈ Nfin, we want to avoid boxes that
foster the existence of an X ∈ η with

ξn(X, η) := (nκdRk(X, η)d − an − s0)+ > M (38)

for M > 0. If a box Q ∈ Qn has no such point within Q∩η, we will refer to it as (η,M)-bounded.
To achieve this goal, we need to ensure that the resampling is done in such a way that adjacent
boxes remain compatible in the sense that even after the resampling, the conditional probability
that a box fulfills the boundedness property remains high. To that end, we fix an arbitrary

ordering of the boxes in Qn such that Q
(i)
n denotes the ith box in Qn and then impose conditions

recursively. More precisely, for η ∈ {Pn,P ′n}, we denote S̄(1)n (η) := (Q
(1)
n ∩η)∪(Pn\Q(1)

n ), where

outside of the box Q
(1)
n we could have used an arbitrary Poisson point process with intensity n

in the definition of S̄(1)n . Next, for an arbitrary j ∈ {1, . . . , ρde
n,k}, let

1. N (j) denotes the ordering indices of the boxes adjacent to box Q
(j)
n ;

2. N+(j) := N (j) ∪ {j} be the above unioned with {j};
3. η(j) := ∪s≤j(Q(s)

n ∩ η) be η restricted to the first j boxes.

Then, by setting

ai,1(η) := P
(
Q(i)
n is (S̄(1)n (η),M)-bounded | P(1)

n , (P ′n)(1)
)
, i ∈ N+(1),
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we label the box Q
(1)
n as (η,M)-good if

min
i∈N+(1)

ai,1(η) ≥ 1− e−M/2.

Then, we proceed step by step and for 2 ≤ j ≤ ρde
n,k set

S(j−1)n :=

{
Q

(j−1)
n ∩ P ′n if Q

(j−1)
n is (Pn,M)-bad

Q
(j−1)
n ∩ Pn if Q

(j−1)
n is (Pn,M)-good

,

to be able to define

S̄(j)n (η) := (Q(j)
n ∩ η) ∪ (∪s≤j−1S(s)n ) ∪ (Pn \ ∪s≤jQ(j)

n ).

Additionally, for i ∈ N+(j), we define the conditional probabilities

ai,j(η) := P
(
Q(i)
n is (S̄(j)n (η),M)-bounded | P(j)

n , (P ′n)(j)
)

and note that ai,j(η) only depends on the configurations of Pn,P ′n in Q
(s)
n for s ∈ N+(i) ∩

{1, . . . , j}. We then say that the box Q
(j)
n is (η,M)-good if

min
i∈N+(j)

ai,j(η) ≥ 1− b(M)
i,j (39)

holds, where

b
(M)
i,j := e−M2−1−#{s∈N+(i) : s≤j}

. (40)

In words, we consider a configuration η within the box Q
(j)
n suitable if the probability of any

adjacent box Q
(i)
n being (S̄(j)n (η),M)-bounded is large conditioned on the configurations in the

boxes that have already been considered in a step s < j and the configuration Q
(j)
n ∩ η in the

current box.
Next, let

JMn := JMn (Pn,P ′n) := {Q(i)
n ∈ Qn : Q(i)

n is (Pn,M)-bad}
be the collection of (Pn,M)-bad boxes and we abbreviate its cardinality by

JMn := #JMn .

Since k can be considered as fixed now, we can write

ρde
n := ρde

n,k

to ease notation. We first make sure that those bad boxes do not occur too many times with a
probability that is too high.

Lemma 9 (Bad boxes are exponentially negligible). Let δ,M > 0. Then,

P(JMn ≥ δρde
n ) ≤ exp

(
− δρde

n

5d2
log
( δeM/2+s0

15d23d+1k

))
.

In particular,

lim sup
M↑∞

lim sup
n↑∞

1

ρde
n

logP(JMn ≥ δρde
n ) = −∞.

Furthermore, we do not desire that a resampled box is still deemed bad. To achieve this, for
j ∈ {1, . . . , ρde

n } and η equal to either Pn or P ′n, we let

Egood
j (η) := Egood

j,n (η) := {Q(j)
n is (η,M)-good} (41)

be the event that Q
(j)
n is (η,M)-good. In addition, let Ebad

j (η) be the event’s complement and
for M0 > 0, let

Ebj := Ebj,n := {Q(j)
n \ ∂nQ(j)

n is (P ′n,M0)-bounded} (42)
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be the event that P ′n not close to the boundary of a box Q
(j)
n fulfills an additional boundedness

condition. Here, for every Q ∈ Qn, we denoted by

∂nQ :=
{
x ∈ Q : dist({x}, ∂Q) ≤ tn

}
the set of all points in Q within distance

tn :=
(an + wn

nκd

)1/d
of the complement of Q, where (wn)n is a sequence with wn → ∞ and wn ∈ o(an) that we
henceforth fix.

The next lemma states that for each n ∈ N, conditioned on Pn, the probability that a box is
either good, or we can resample it in a beneficial way otherwise is positive.

Lemma 10 (Lower bound for probability of a good box or resampling a good box). For any
M,M0 > 0 it holds that

P
( ρde

n⋂
j=1

Egood
j (Pn) ∪

(
Ebad
j (Pn) ∩ Egood

j (P ′n) ∩ Ebj
) ∣∣∣∣ Pn) ≥ qρde

n
M0,M

,

where qM0,M := 1− 3d2ke|s0|(e−M0 + e−M/24
d

).

Then, for ε > 0 serving as parameter for the Bernoulli random variables, we define

E∗n :=

ρde
n⋂

i=1

(
Egood
j (Pn) ∩ {X

Q
(j)
n ,ε

= 0}
)
∪
(
Ebad
j (Pn) ∩ Egood

j (P ′n) ∩ Ebj ∩ {XQ
(j)
n ,ε

= 1}
)
.

Recalling the definition of the mixed Poisson point process P ′′n, this means that, using the
Bernoulli random variables, we resample all boxes that are bad with respect to Pn and ask for
P ′n to satisfy the goodness as in the event in (41) and the additional condition described in (42)
in the boxes, where the sprinkling triggered.

Lemma 11 (Lower bound for probability of resampling bad boxes). For ε ∈ (0, 1) and arbitrary
M,M0 > 0, the event E∗n satisfies that

E∗n ⊆ {Q(i)
n is (P ′′n,M)-bounded for every i ≤ ρde

n }. (43)

Further, it holds that

P(E∗n | Pn) ≥ εδρde
n (1− ε)ρde

n
(
q
ρde
n
M0,M

− P(JMn ≥ δρde
n | Pn)

)
. (44)

Recalling the definition of ξn in (38), we introduce the error terms

Herr,∂
n,M (P ′′n) :=

1

ρde
n

∑
X∈P ′′n∩(∪Q∈Qn∂nQ)

M ∧ ξn(X,P ′′n) (45)

and

Herr,J
n,M,M0

(Pn,P ′n,P ′′n) :=
1

ρde
n

∑
X∈P ′′n∩(∪Q∈JMn Q)

M0 ∧ ξn(X,P ′′n) (46)

that will denote potential deviations introduced by the sprinkling. The following lemma is
devoted to show that these errors are insignificant.

Lemma 12 (Herr,∂
n,M (P ′′n) and Herr,J

n,M,M0
(Pn,P ′n,P ′′n) are negligible). Let δ > 0. Then, for any

M > 0

lim sup
n↑∞

1

ρde
n

logP
(
Herr,∂
n,M (P ′′n) ≥ δ

)
= −∞

and for additionally any M0 > 0

lim sup
M↑∞

lim sup
n↑∞

1

ρde
n

logP
(
Herr,J
n,M,M0

(Pn,P ′n,P ′′n) ≥ δ
)

= −∞.
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These lemmas allow us to prove the main theorem.

Proof of Theorem 3. Let M > 0. We start by defining the functional

Hn,M := Hn,M (Pn) :=
1

ρde
n

∑
X∈Pn

ξn(X,Pn)1{nκdRk(X,Pn)d − an − s0 ≤M},

where we only add up scores of vertices, for which the distance to the k-closest node satisfies an
additional bound, with the goal of applying [7, Theorem 2.1] to it. Along these lines, we define

Ln,k :=
1

ρde
n

∑
X∈Pn

δnκdRk(X,Pn)d−an

as a random Radon measure on R, which we henceforth restrict to a random Radon measure
on E0, denoted by LE0

n,k. Next, defined on the domain of Radon measures on E0, the map given

by

TM (ρ) :=

∫
E0

(x− s0) ∧Mdρ(x)

is continuous with respect to the weak topology and applied to LE0
n,k yields TM (LE0

n,k) = Hn,M .

Now, for the upper bound, note that

Hn,M ≤ Hde
n .

From this point, [7, Theorem 2.1] and the contraction principle yield

lim sup
n↑∞

1

ρde
n

logP(Hde
n ≤ a) ≤ lim sup

n↑∞

1

ρde
n

logP(Hn,M ≤ a) ≤ − inf
ρ : TM (ρ)≤a

hde(ρ | τde
k )

and therefore,

lim sup
n↑∞

1

ρde
n

logP(Hde
n ≤ a) ≤ − lim sup

M↑∞
inf

ρ : TM (ρ)≤a
hde(ρ | τde

k ).

Using monotone convergence of TM (ρ) towards T de
k (ρ) for every Radon measure ρ on E0 as

M →∞, gives the assertion.
For the lower bound, with the same reasoning we get for any δ > 0 that

lim inf
n↑∞

1

ρde
n

logP(Hn,M < a− δ) ≥ − inf
ρ : TM (ρ)<a−δ

hde(ρ | τde
k ). (47)

Next, as in the proof of the sparse regime, we need to show that Hde
n can be replaced with Hn,M

when it comes to the lower large deviations. We start the computations with

P(Hde
n < a) = P(Hde

n (P ′′n) < a) ≥ P(E∗n, H
de
n (P ′′n) < a).

Next, let M0 > 0. Then, under the event E∗n we assert that

Hde
n (P ′′n) ≤ Hn,M (Pn) +Herr,∂

n,M (P ′′n) +Herr,J
n,M,M0

(Pn,P ′n,P ′′n), (48)

where we recall the definitions of the error terms Herr,∂
n,M (P ′′n) and Herr,J

n,M,M0
(Pn,P ′n,P ′′n) from (45)

and (46). To show this claim, we partition [0, 1]d into three subsets. Let

1. S1 := ∪Q∈Qn∂nQ, be the space close to the boundary of each box;
2. S2 := ∪Q∈JMn Q \ ∂nQ, be the union of all bad boxes without the space close to their

boundaries;
3. S3 := ∪Q∈Qn\JMn Q \ ∂nQ, be the union of all good boxes without the space close to their

boundaries.

Then,

Hde
n (P ′′n) =

1

ρde
n,k

∑
X∈P ′′n∩S1

ξn(X,P ′′n)

︸ ︷︷ ︸
=:(?)

+
1

ρde
n,k

∑
X∈P ′′n∩S2

ξn(X,P ′′n)

︸ ︷︷ ︸
=:(??)

+
1

ρde
n,k

∑
X∈P ′′n∩S3

ξn(X,P ′′n)

︸ ︷︷ ︸
=:(???)

.
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Under E∗n, for all X ∈ P ′′n ∩ S1 it is satisfied that the box in which X is located is (P ′′n,M)-
bounded by Lemma 11, which means that ξn(X,P ′′n) ≤M . Thus,

(?) ≤ Herr,∂
n,M (P ′′n).

Further, for all boxes Q ∈ Qn \ JMn , i.e., that are already (Pn,M)-good, we stress that the
distance of ∂nQ to the boundary of Q was set to be at least tn, and thus, we can assume that this
distance is larger than ((M + an + s0)/(nκd))

1/d. Therefore, points in ∂nQ for a (Pn,M)-good
box Q are not affected by the potential replacement of Pn with P ′n in adjacent boxes, which
means that due to the (Pn,M)-boundedness of Q, all nodes X ∈ (Q \ ∂nQ) ∩ Pn satisfy that
ξn(X,Pn) ≤M . This yields that for large enough n

(? ? ?) ≤ Hn,M (Pn).

Finally, under E∗n, for all boxes Q that were initially (Pn,M)-bad, the sprinkling assures that
Q \ ∂nQ is (P ′′n,M0)-bounded, which results in

(??) ≤ Herr,J
n,M,M0

(Pn,P ′n,P ′′n)

and confirms (48).
This lets us proceed with

P(E∗n, H
de
n (P ′′n) < a) ≥ P(E∗n, Hn,M (Pn) +Herr,∂

n,M (P ′′n) +Herr,J
n,M,M0

(Pn,P ′n,P ′′n) < a).

Further, to ease notation, let

Fn := {Herr,∂
n,M (P ′′n) < δ} ∩ {Herr,J

n,M,M0
(Pn,P ′n,P ′′n) < δ}

denote the complements of the events from Lemma 12 for some δ > 0, which gives us

P(E∗n, Hn,M (Pn) +Herr,∂
n,M (P ′′n) +Herr,J

n,M,M0
(Pn,P ′n,P ′′n) < a)

≥ P(E∗n, Fn, Hn,M (Pn) + 2δ < a)

≥ P(E∗n, Hn,M (Pn) < a− 2δ)− P(F cn).

Summarizing these steps and applying the tower property of the conditional expectation, we
arrive at

P(Hde
n < a) ≥ E[P(E∗n | Pn)1{Hn,M (Pn) < a− 2δ}]− P(F cn).

Now, due to Lemma 11, we get that

P(Hde
n < a)

≥ εδρde
n (1− ε)ρde

n

(
q
ρde
n
M0,M

P(Hn,M (Pn) < a− 2δ)

− E[P(JMn ≥ δρde
n | Pn)1{Hn,M (Pn) < a− 2δ}]

)
− P(F cn)

≥ εδρde
n (1− ε)ρde

n q
ρde
n
M0,M

P(Hn,M (Pn) < a− 2δ)− P(JMn ≥ δρde
n )− P(F cn).

(49)

From here, Lemmas 9 and 12 assert that neither P(JMn ≥ δρde
n ) nor P(F cn) contribute significantly

to the lower bound for the lower large deviations. Thus, we focus on the first term of the sum
in the last line of (49) and examine it under the assumption that M and M0 are large enough
such that qM0,M > 0 by computing

lim inf
M↑∞

lim inf
n↑∞

1

ρde
n

log
(
εδρ

de
n (1− ε)ρde

n q
ρde
n
M0,M

P(Hn,M (Pn) < a− 2δ)
)

≥ δ log ε+ log(1− ε) + log qM0,∞ + lim inf
M↑∞

lim inf
n↑∞

1

ρde
n

logP(Hn,M (Pn) < a− 2δ),
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where qM0,∞ := 1− 3d2ke|s0|e−M0 . Now, after plugging in (47), we arrive at

lim inf
M↑∞

lim inf
n↑∞

1

ρde
n

log
(
εδρ

de
n (1− ε)ρde

n q
ρde
n
M0,M

P(Hn,M (Pn) < a− 2δ)
)

≥ δ log ε+ log(1− ε) + log qM0,∞ − lim sup
M↑∞

inf
ρ : TM (ρ)<a−2δ

hde(ρ | τde
k )

≥ δ log ε+ log(1− ε) + log qM0,∞ − inf
ρ : T de

k (ρ)<a−2δ
hde(ρ | τde

k ),

where in the last line we used that TM (ρ) ≤ T de
k (ρ). Letting δ → 0, ε → 0 and then M0 → ∞

gives the lower bound

lim inf
n↑∞

1

ρde
n

logP(Hde
n < a) ≥ − inf

ρ : T de
k (ρ)<a

hde(ρ | τde
k ).

�

What follows are the proofs of the previously introduced lemmas.

Proof of Lemma 9. We claim that for some c := c(d, k) > 0

P(Q(j) is (Pn,M)-bad) ≤ ce−M/2−s0 (50)

if we choose n sufficiently large. Once the claim in (50) is established, we conclude the proof
as follows. For each n ∈ N, we will categorize the boxes in Qn to create independence and use
the already encountered binomial concentration inequality from [14, Lemma 1.1]. We can use
5d labels, for instance, the set L := {1, 2, 3, 4, 5}d, to label each box in Qn in a certain way to
achieve that between two boxes of the same label, there will always be four boxes with different
labels. Here, we assumed that the number of boxes along each axis is divisible by 5. For l ∈ L,

we denote the boxes of label l by Q(l)
n . Then,

P(JMn ≥ δρde
n ) ≤

∑
l∈L

P(#(Q(l)
n ∩ JMn ) ≥ δρde

n /5
d).

For n large enough, the labeling guarantees that the events {Q ∈ JMn } are independent for

different Q ∈ Q(l)
n . Thus, we are in a binomial setting and can invoke [14, Lemma 1.1] with

success probability given by the bound in (50), to get for every l ∈ L and delta δ > 0 that

P(#(Q(l)
n ∩ JMn ) ≥ δρde

n /5
d) ≤ exp

(
− δρde

n /5
d

2
log
( δρde

n /5
d

ρde
n ce

−M/2−s0

))
= exp

(
− δρde

n

5d2
log
(δeM/2+s0

5dc

))
if n is large enough. From this point, we see that

1

ρde
n

logP(JMn ≥ δρde
n ) ≤ − δ

5d2
log
(δeM/2+s0

5dc

)
,

and the right-hand side does not depend on n anymore. Furthermore, it satisfies that

− δ

5d2
log
(δeM/2+s0

5dc

)
M↑∞−→ −∞.

It remains to show (50). For this, let j ≤ ρde
n and i ∈ N+(j) be arbitrary. Then, the tower

property yields

P(Q(i)
n is (S̄(j)n (Pn),M)-bounded) = E[ai,j(Pn)]

= E[ai,j(Pn)1{ai,j(Pn) ≥ 1− b(M)
i,j }] + E[ai,j(Pn)1{ai,j(Pn) < 1− b(M)

i,j }]

≤ P(ai,j(Pn) ≥ 1− b(M)
i,j ) + (1− b(M)

i,j )P(ai,j(Pn) < 1− b(M)
i,j ) = 1− b(M)

i,j P(ai,j(Pn) < 1− b(M)
i,j )
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and therefore,

P(ai,j(Pn) < 1− b(M)
i,j ) ≤ P(Q(i)

n not (S̄(j)n (Pn),M)-bounded)/b
(M)
i,j

≤ P(Q(i)
n not (S̄(j)n (Pn),M)-bounded)eM/2.

Whether Q
(i)
n is (S̄(j)n (Pn),M)-bounded depends only on the configurations in boxes Q

(s)
n for

s ∈ N+(i). For each of them, Q
(s)
n ∩ S̄(j)n (Pn) ∈ {Q(s)

n ∩ Pn, Q(s)
n ∩ P ′n}, i.e., there are less than

2#N+(i) ≤ 23
d

possibilities. With the union bound, this leads to

P(Q(i)
n is not (S̄(j)n (Pn),M)-bounded) ≤ 23

d
P(Q(i)

n is not (Pn,M)-bounded). (51)

From here, we can continue by using Markov’s inequality and Mecke’s formula. To simplify the
notation we set mn := M + an + s0 and get

P(Q(i)
n is not (Pn,M)-bounded) = P

(
min

X∈Q(i)
n ∩Pn

Pn
(
B( mn

nκd
)1/d(X)

)
≤ k

)
≤ E

[ ∑
X∈Q(i)

n ∩Pn

1
{
Pn
(
B( mn

nκd
)1/d(X)

)
≤ k

}]
= n

∫
Q

(i)
n

E
[
1
{
Pn
(
B( mn

nκd
)1/d(x)

)
≤ k − 1

}]
dx

= n|Q(i)
n |

k−1∑
i=0

mi
n

i!
e−mn ≤ ρde

n |Q(i)
n |k(1 +M/an + s0/an)k−1e−M−s0 ≤ 2ke−M−s0

(52)

for large enough n. With this, for the jth box of the arbitrary ordering, Q
(j)
n , we compute that

P(Q(j) is (Pn,M)-bad) = P
( ⋃
i∈N+(j)

{ai,j(Pn) < 1− b(M)
i,j }

)
≤

∑
i∈N+(j)

P(ai,j(Pn) < 1− b(M)
i,j )

≤ 3d23
d+1eM/2ke−M−s0 = 3d23

d+1ke−M/2−s0 ,

and thus, choosing c := 3d23
d+1k suffices for the claim to hold. �

Proof of Lemma 10. First, we recall the events Egood
j (η), Egood

j (η) and Ebj from (41) and (42)

for η equal to either Pn or P ′n. Then, as a first step, we point out that by the tower property

P
( ρde

n⋂
j=1

Egood
j (Pn) ∪

(
Ebad
j (Pn) ∩ Egood

j (P ′n) ∩ Ebj
) ∣∣∣∣ Pn)

= E
[(
1
Egood

ρde
n

(Pn) + 1Ebad

ρde
n

(Pn)E
[
1
Egood

ρde
n

(P ′n)∩Ebρde
n

∣∣ Pn, (P ′n)(ρ
de
n −1)

])
ρde
n −1∏
j=1

(
1
Egood
j (Pn) + 1Ebad

j (Pn)1Egood
j (P ′n)∩Ebj

) ∣∣∣∣ Pn].
(53)

This gives an indication of the recursive approach to this proof. We start by working towards
a bound of the inner conditional expectation after the equals sign of (53). Fixing an arbitrary

j ∈ {1, . . . , ρde
n }, note that the (P ′n,M)-goodness of Q

(j)
n does not depend on ∪s≥jQ(s)

n ∩Pn and
therefore

P
(
Egood
j (P ′n), Ebj | Pn, (P ′n)(j−1)

)
= P

(
Egood
j (P ′n), Ebj | P(j−1)

n , (P ′n)(j−1)
)
. (54)
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Now, we can use the definition of goodness to arrive at

P(Egood
j (P ′n), Ebj | P(j−1)

n , (P ′n)(j−1))

= P
(
∩i∈N+(j) {ai,j(P ′n) ≥ 1− b(M)

i,j } ∩ E
b
j | P(j−1)

n , (P ′n)(j−1)
)

≥ 1−
∑

i∈N+(j)

(
1− P

(
ai,j(P ′n) ≥ 1− b(M)

i,j , Ebj | P(j−1)
n , (P ′n)(j−1)

))
.

(55)

Subsequently, the key step is to show that under ∩s≤j−1
(
Egood
s (Pn)∪ (Ebad

s (Pn)∩Egood
s (P ′n))

)
for sufficiently large n

P
(
ai,j(P ′n) ≥ 1− b(M)

i,j , Ebj | P(j−1)
n , (P ′n)(j−1)

)
≥ 1− 2ke|s0|(e−M0 − e−M/24

d

). (56)

Once (56) is established, we conclude the proof as follows. Continuing at (54) and (55), using
that #N+(j) = 3d, yields that

P
(
Egood
j (P ′n), Ebj | P(j−1)

n , (P ′n)(j−1)
)
≥ 1− 3d2ke|s0|(e−M0 − e−M/24

d

) = qM0,M .

This lets us proceed at (53) to arrive at

P
( ρde

n⋂
j=1

(
Egood
j (Pn) ∪

(
Ebad
j (Pn) ∩ Egood

j (P ′n) ∩ Ebj
)) ∣∣∣∣ Pn)

≥ E
[(
1
Egood

ρde
n

(Pn) + 1Ebad

ρde
n

(Pn)qM0,M

) ρde
n −1∏
j=1

(
1
Egood
j (Pn) + 1Ebad

j (Pn)1Egood
j (P ′n)∩Ebj

) ∣∣∣∣ Pn]

≥ qM0,ME
[ ρde

n −1∏
j=1

(
1
Egood
j (Pn) + 1Ebad

j (Pn)1Egood
j (P ′n)∩Ebj

) ∣∣∣∣ Pn] ≥ qρde
n
M0,M

,

where the last inequality follows from repeating the previous steps ρde
n times.

It remains to prove the assertion stated in (56). In order to do so, let i ∈ N+(j) be fixed. If

{1, . . . , j−1}∩N+(i) 6= ∅, we can denote the largest index of an adjacent box of the box Q
(i)
n that

comes before j in the ordering by j0 := max({1, . . . , j−1}∩N+(i)). Note that Q
(j0)
n ∩ (S̄(j)n (P ′n)

can either be equal to Q
(j0)
n ∩ Pn or Q

(j0)
n ∩ P ′n, resulting in two options that we can include in

a similar way as was done in (51). Then, we have that under ∩s≤j−1
(
Egood
s (Pn) ∪ (Ebad

s (Pn) ∩
Egood
s (P ′n))

)
P(Q(i) is (S̄(j)n (P ′n),M)-bounded, Ebj | P(j−1)

n , (P ′n)(j−1))

≥ P(Ebj | P(j−1)
n , (P ′n)(j−1))− P(Q(i) is not (S̄(j)n (P ′n),M)-bounded | P(j−1)

n , (P ′n)(j−1))

= P(Ebj )− P(Q(i) is not (S̄(j)n (P ′n),M)-bounded | P(j0)
n , (P ′n)(j0))

≥ P(Ebj )− 2P(Q(i) is not (S̄(j0)n (P ′n),M)-bounded | P(j0)
n , (P ′n)(j0))

≥ P(Ebj )− 2b
(M)
i,j0

= P(Ebj )− 2b
(M)
i,j−1.

(57)

In the other case, i.e., if {1, . . . , j − 1} ∩ N+(i) = ∅, we get

P(Q(i) is (S̄(j)n (P ′n),M)-bounded, Ebj | P(j−1)
n , (P ′n)(j−1))

= P(Q(i) is (P ′n,M)-bounded, Ebj ) ≥ P(Ebj )− 2ke−M−s0
(58)
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for large n, where the last inequality follows from (52). For completeness, note that we viewed

P(0)
n and (P ′n)(0) as ∅. Additionally, with the tower property, it follows that

P(Q(i) is (S̄(j)n (P ′n),M)-bounded, Ebj | P(j−1)
n , (P ′n)(j−1))

= E
[
P(Q(i) is (S̄(j)n (P ′n),M)-bounded | P(j)

n , (P ′n)(j))1{Ebj}
∣∣ P(j−1)

n , (P ′n)(j−1)
]

= E
[
P(Q(i) is (S̄(j)n (P ′n),M)-bounded | P(j)

n , (P ′n)(j))1{Ebj}

(1{ai,j(P ′n) ≥ 1− b(M)
i,j }+ 1{ai,j(P ′n) < 1− b(M)

i,j })
∣∣ P(j−1)

n , (P ′n)(j−1)
]

≤ E
[
1{Ebj}

(
1{ai,j(P ′n) ≥ 1− b(M)

i,j }+ (1− b(M)
i,j )1{ai,j(P ′n) < 1− b(M)

i,j }
) ∣∣ P(j−1)

n , (P ′n)(j−1)
]

≤ (1− b(M)
i,j )P(Ebj ) + b

(M)
i,j P(ai,j(P ′n) ≥ 1− b(M)

i,j , Ebj | P(j−1)
n , (P ′n)(j−1)).

Note that similar to (52), we can also show that P(Ebj ) ≥ 1− 2ke−M0−s0 . Using this, (57) and

(58) as well as the definition of b
(M)
i,j from (40), we arrive at

P(ai,j(P ′n) ≥ 1− b(M)
i,j , Ebj | P(j−1)

n , (P ′n)(j−1))

≥
P(Ebj )−max{2b(M)

i,j−1, 2ke
−M−s0} − (1− b(M)

i,j )P(Ebj )

b
(M)
i,j

≥
b
(M)
i,j P(Ebj )− 2kb

(M)
i,j−1e

|s0|

b
(M)
i,j

≥
b
(M)
i,j (1− 2ke−M0−s0)− 2kb

(M)
i,j−1e

|s0|

b
(M)
i,j

= 1− 2ke−M0−s0 − 2kb
(M)
i,j−1e

|s0|/b
(M)
i,j

= 1− 2ke−M0−s0 − 2ke−M(2−1−(#{s∈N+(i) : s≤j}−1)−2−1−#{s∈N+(i) : s≤j})e|s0|

= 1− 2ke−M0−s0 − 2kb
(M)
i,j e|s0| ≥ 1− 2ke−M0−s0 − 2ke−M2−1−3d

e|s0|

≥ 1− 2ke|s0|(e−M0 − e−M/24
d

).

�

Proof of Lemma 11. For the first part, note that given E∗n the events {ai,ρde
n

(P ′′n) ≥ 1 − b(M)

i,ρde
n
}

occur for all i ∈ N+(ρde
n ). Thus, for sufficiently large M and every i ∈ N+(ρde

n )

0 < 1− b(M)

i,ρde
n
≤ ai,ρde

n
(P ′′n) = P

(
Q(i)
n is (S̄(ρde

n )
n (P ′′n),M)-bounded

∣∣ P(ρde
n )

n , (P ′n)(ρ
de
n )
)

= 1{Q(i) is (S̄(ρde
n )

n (P ′′n),M)-bounded} = 1{Q(i)
n is (P ′′n,M)-bounded}

(59)

by measurability with respect to P(ρde
n )

n , (P ′n)(ρ
de
n ) and therefore, Q

(i)
n is (P ′′n,M)-bounded. Next,

repeating this argument, it follows that Q
(i′)
n is (P ′′n,M)-bounded for all i′ ∈ N+(ρde

n − 1) \
N+(ρde

n ). Note that i′ 6∈ N+(ρde
n ) is an important requirement to be able to replicate the last

two equalities in (59) in this case. Afterwards, we consider i′′ ∈ N+(ρde
n − 2) \

(
N+(ρde

n − 1) ∪
N+(ρde

n − 1)
)
. We can repeat this until all boxes have been dealt with and we conclude the

first part of the proof of Lemma 11 by deducing from this that given E∗n, the event that Q
(j)
n is

(P ′′n,M)-bounded holds for all j ∈ {1, . . . , ρde
n }.
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For the second part, the tower property yields

P(E∗n | Pn) = E
[ ρde

n∏
j=1

(
1{Egood

j (Pn)}1{XQ(j)
n ,ε

=0} + 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
1{X

Q
(j)
n ,ε

=1}
) ∣∣∣∣ Pn]

= E
[ ρde

n∏
j=1

E
[
1{Egood

j (Pn)}1{XQ(j)
n ,ε

=0}

+ 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
1{X

Q
(j)
n ,ε

=1}

∣∣∣ Pn,P ′n] ∣∣∣∣ Pn].
(60)

From this point, using the independence of (X
Q

(j)
n ,ε

)j of all Poisson point processes and the

measurability of Egood
j (Pn), Egood

j (P ′n) and Ebj with respect to σ(Pn,P ′n), we can compute that
it almost surely holds that

E
[
1{Egood

j (Pn)}1{XQ(j)
n ,ε

=0} + 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
1{X

Q
(j)
n ,ε

=1}

∣∣∣ Pn,P ′n]
= ε

1
{Egood
j

(Pn)}(1− ε)
1{Ebad

j
(Pn)}1{Egood

j
(P′n)∩Eb

j
}(1{Egood

j (Pn)} + 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
)

≥ ε
1
{Egood
j

(Pn)}(1− ε)(1{Egood
j (Pn)} + 1{Ebad

j (Pn)}1{Egood
j (P ′n)∩Ebj}

).

Next, we revisit (60) and continue with

P(E∗n | Pn)

≥ E
[
εJ

M
n (1− ε)ρde

n

ρde
n∏

j=1

(
1{Egood

j (Pn)} + 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
) ∣∣∣∣ Pn]

≥ E
[
εδρ

de
n (1− ε)ρde

n 1{JMn <δρde
n }

ρde
n∏

j=1

(
1{Egood

j (Pn)} + 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
) ∣∣∣∣ Pn]

≥ εδρde
n (1− ε)ρde

n

(
E
[ ρde

n∏
j=1

(
1{Egood

j (Pn)} + 1{Ebad
j (Pn)}1{Egood

j (P ′n)∩Ebj}
) ∣∣∣∣ Pn]

− P(JMn ≥ δρde
n | Pn)

)
.

Here, Lemma 10 yields

P(E∗n | Pn) ≥ εδρde
n (1− ε)ρde

n
(
q
ρde
n
M0,M

− P(JMn ≥ δρde
n | Pn)

)
. (61)

�

Proof of Lemma 12. For a box Q ∈ Qn, we divide ∂nQ into a grid consisting of boxes with
side length un := (an+s0nκd

)1/d and call this collection of boxes Wn(∂nQ). We denote the total

collection of these boxes by Wn := ∪Q∈QnWn(∂nQ). The volume of ∂nQ for Q ∈ Qn can be

bounded by 5d(ρde
n )−(d−1)/dtn for large n and therefore,

|∂nQ|/|Q| ≤ 5d(ρde
n )−(d−1)/dtnρ

de
n = 5d(ρde

n )1/dtn = e−an/da(k−1)/dn (an + wn)1/d/κ
1/d
d

n↑∞−→ 0.
(62)

Next, we can proceed with the same strategy that was previously employed to prove Lemma
9. We use the label set L := {1, 2, 3}d to achieve that between two boxes of the same label,
there are always two boxes labeled differently, where for simplicity, we assume that the number

of boxes along each axis is divisible by 3. We reuse the notation W(l)
n for the boxes of label
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l ∈ L. Let M, δ > 0. Now, we can union over all labels and combine this with the union bound
to arrive at

P
( ∑
X∈Pn∩(∪Q∈Qn∂nQ)

M ∧ ξn(X,Pn) ≥ δρde
n

)

≤
∑
l∈L

P
( ∑
X∈Pn∩(∪

W∈W(l)
n
W )

M ∧ ξn(X,Pn) ≥ δρde
n /3

d

)
.

For each W ∈ W(l)
n , we assert that the maximal number of Poisson points in X ∈W ∩Pn with

Rk(X,Pn) ≥ un is bounded by some c := c(d, k) > 0. This follows similarly as in (25). We go
through nodes W ∩ Pn one by one and label some of them in the same manner as in Section
3.1.1. The only difference is that we can only argue that a fraction of 1/2d of the volume of
each constructed disjoint ball is in W , to account for vertices close to the boundary of W . This
means the bound is computed by

k|W |
κd(un/2)d/2d

= k4d/κd =: c.

Using this, for each l ∈ L, we compute

P
( ∑
X∈Pn∩(∪

W∈W(l)
n
W )

M ∧ ξn(X,Pn) ≥ δρde
n /3

d

)

≤ P
(
M

∑
X∈Pn∩(∪

W∈W(l)
n
W )

1{Rk(X,Pn) ≥ un} ≥ δρde
n /3

d

)

≤ P
( ∑
W∈W(l)

n

1{ max
X∈W∩Pn

Rk(X,Pn) ≥ un} ≥ δρde
n /(3

dcM)

)
.

With the goal of using the spatial independence to invoke a binomial concentration bound, we

combine Markov’s inequality and Mecke’s equation, which yields for each W ∈ W(l)
n and n large

P
(

max
X∈W∩Pn

Rk(X,Pn) ≥ un
)
≤ n

∫
W

P(Rk(x,Pn ∪ {x}) ≥ un)dx = n

∫
W

P(Pn(Bun(x)) < k)dx

= n

∫
W

k−1∑
i=0

e−nu
d
nκd

(nudnκd)
i

i!
dx ≤ n

∫
W
ke−(an+s0)(an + s0)

k−1dx

= n|W |ke−(an+s0)(an + s0)
k−1 = |W |ρde

n ke
−s0(1 + s0/an)k−1.

With the binomial bound from [14, Lemma 1.2] and the computations from (62) we arrive at

P
( ∑
W∈W(l)

n

1{ max
X∈W∩Pn

Rk(X,Pn) ≥ un} ≥ δρde
n /(3

dcM)
)

≤ exp

(
− δρde

n

3d2cM
log
( δρde

n /(3
dcM)

|W |ρde
n ke

−s0(1 + s0/an)k−1ρde
n |∂nQ

(1)
n |/|W |

))
= exp

(
− δρde

n

3d2cM
log
( δ/(3dcM)

ke−s0(1 + s0/an)k−1 |∂nQ(1)
n |/|Q(1)

n |︸ ︷︷ ︸
n↑∞−→0

))
.

Thus, lim supn↑∞
1
ρde
n

logP(Herr,∂
n,M (P ′′n) ≥ δ) = −∞.
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For the second part, we proceed roughly in the same fashion. But first, we note that for
additionally M0, δ̃ > 0,

P(Herr,J
n,M,M0

(Pn,P ′n,P ′′n) ≥ δ)

≤ P(Herr,J
n,M,M0

(Pn,P ′n,P ′′n) ≥ δ, JMn < δ̃ρde
n ) + P(JMn ≥ δ̃ρde

n ).

In the following computations, we will use the upper bound for the binomial coefficient
(
a
b

)
≤

(ea/b)b, see [12, Section 1.2.6 Exercise 67], Applied here, it yields(
ρde
n

δ̃ρde
n

)
≤ (eρde

n /(δ̃ρ
de
n ))δ̃ρ

de
n = (e/δ̃)δ̃ρ

de
n ,

where we assume that δ̃ ≤ 1/2 and that the pair of numbers occurring in the binomial coefficient
are both positive integers. Now, we continue with

P(Herr,J
n,M,M0

(Pn,P ′n,P ′′n) ≥ δ, JMn < δ̃ρde
n )

≤ P
( ⋃
A⊆Qn,#A<δ̃ρde

n

{ ∑
X∈P ′′n∩(∪Q∈AQ)

M0 ∧ ξn(X,P ′′n) ≥ δρde
n,k

})

≤
δ̃ρde
n∑

i=1

∑
A⊆Qn,#A=i

P
( ∑
X∈P ′′n∩(∪Q∈AQ)

M0 ∧ ξn(X,P ′′n) ≥ δρde
n,k

)

≤ δ̃ρde
n (e/δ̃)δ̃ρ

de
n P
( ∑
X∈P ′′n∩(∪

δ̃ρde
n

i=1 Q
(i)
n )

M0 ∧ ξn(X,P ′′n) ≥ δρde
n,k

)
.

Next, we cover ∪δ̃ρ
de
n

i=1Q
(i)
n with cubes of side length un and consistently with prior convention,

denote this collection by Wn. Then, #Wn = δ̃ρde
n |Q

(1)
n |u−dn = δ̃u−dn , which we assume to be an

integer. Next, we can simply introduce the same labeling as for the first part of this proof and
by the same calculations as in the first part, we get

P
( ∑
X∈P ′′n∩(∪

δ̃ρde
n

i=1 Q
(i)
n )

M0 ∧ ξn(X,P ′′n) ≥ δρde
n,k

)

≤
∑
l∈L

exp
(
− δρde

n

3d2cM0
log
( δρde

n /(3
dcM0)

|W |ρde
n ke

−s0(1 + s0/an)k−1δ̃u−dn

))
≤ 3d exp

(
− δρde

n

3d2cM0
log
( δ

δ̃3dcM0ke−s0(1 + s0/an)k−1

))
for large n. When choosing δ̃ = δ/ logM , this yields

1

ρde
n

logP(Herr,J
n,M,M0

(Pn,P ′n,P ′′n) ≥ δ, JMn < δ̃ρde
n )

≤ 1

ρde
n

log
(δρde

n 3d

logM

)
+
δ log(e(logM)/δ)

logM
− δ

3d2cM0
log
( logM

3dcM0ke−s0(1 + s0/an)k−1

)
n↑∞−→ δ log(e(logM)/δ)

logM
− δ

3d2cM0
log
( logM

3dcM0ke−s0

)
M↑∞−→ −∞.

On the other hand, from Lemma 9, for δ̃ = δ/ logM , we can deduce that

1

ρde
n

logP(JMn ≥ δ̃ρde
n ) ≤ −δ/ logM

5d2
log
(δeM/2/ logM

15d23d

)
=
−M/2 + log logM

logM

δ

5d2
− δ/ logM

5d2
log
( δ

15d23d

)
M↑∞−→ −∞
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and conclude the assertion. �
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