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Abstract
Previous research has shown that more information can be stored in visual working memory (VWM) when multiple items 
belong to the same object. Here, in four experiments, we investigated the object effect on memory for spatially equidistant 
features by manipulating simple, task-irrelevant contours that combined these features. In Experiments 1, 3, and, 4, three 
grating orientations, and in Experiment 2, one color and two orientations, were presented simultaneously to be memorized. 
Mixture modeling was applied to estimate both the precision and the guess rates of recall errors. Overall results showed 
that two target features were remembered more accurately when both were part of the same object. Further analysis showed 
that the probability of recall increased in particular when both features were extracted from the same object. In Experiment 
2, we found that the object effect was greater for features from orthogonal dimensions, but this came at the cost of lower 
memory precision. In Experiment 3, when we kept the locations of the features perfectly consistent over trials so that the 
participants could attend to these locations rather than the contour, we still found object benefits. Finally, in Experiment 
4 when we manipulated the temporal order of the object and the memory features presentations, it was confirmed that the 
object benefit is unlikely to stem from the strategical usage of object information. These results suggested that the object 
benefit arises automatically, likely at an early perceptual level.

Introduction

Working memory (WM) has been defined as a system that 
maintains information for a brief period to be used for vari-
ous cognitive functions (Baddeley, 2003). The strongly lim-
ited capacity of WM in particular has attracted the atten-
tion of researchers (Brady et al., 2011). WM capacity is an 
important topic, considering that it is highly correlated with 
several major cognitive abilities, such as reading comprehen-
sion, fluid intelligence and executive function (Daneman & 
Carpenter, 1980; Fukuda et al., 2010; Miyake et al., 2001). 
Estimates of WM capacity range from just four to seven 
items (Cowan, 2001, 2005). Fortunately, this seems less 
than it is, as items can consist of combinations of multiple 

individual elements, referred to as chunks (Miller, 1956). 
Chunking can dramatically increase the amount of informa-
tion maintained in memory (Chen & Cowan, 2005; Gobet 
et al., 2001; Miller, 1956).

A compelling demonstration of chunking information 
into visual objects was given by Luck and Vogel (1997). 
These authors measured visual WM capacity for single and 
conjugated features using the change detection paradigm. 
They asked participants to memorize the colors in an array 
of stimuli, and manipulated the set size (i.e., the number of 
colored squares). After a brief interval, a second array of 
stimuli was presented and participants were asked to detect 
if the two sets of stimuli were identical. A series of experi-
ments were conducted by repeating this sort of manipula-
tion for objects with multiple feature conjunctions (e.g., a 
line segment with a particular color and orientation). It was 
observed that the participants were able to detect a change 
in sets of up to 4 objects, no matter how many features were 
presented in each object. They concluded that the appropri-
ate unit of working memory capacity is the integrated object 
rather than the single feature. However, this object-based 
account of visual WM capacity has been criticized in several 
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subsequent studies, and several factors have been found to 
constrain the object benefit.

The object benefit for spatially separated features

One of the criticisms raised against Luck and Vogel’s (1997) 
account was that their study did not fully explain whether 
the benefit arises from combining multiple features into 
an object, or from the overlapping location of the features. 
Features occupied the same location in all of their experi-
ments. For example, when colored oriented bars were used, 
color and orientation naturally overlapped. It is important to 
address the role of shared location when considering object 
benefit, because working memory has a limited capacity for 
the number of spatial locations in particular (Jonides et al., 
1993; McCarthy et al., 1994), and object location can be 
encoded automatically regardless of task-relevancy, suggest-
ing it has a certain primacy (Dell Acqua et al., 2010; Eimer 
& Kiss, 2010; Elsley & Parmentier, 2015; Kuo et al., 2009; 
Olson & Marshuetz, 2005). Attentional feature integration 
is also thought to be mediated by spatial location (e.g., Tre-
isman & Zhang, 2006), and several studies have similarly 
confirmed the significant role of location in the integration 
of visual features in memory (Hollingworth, 2007; Saiki, 
2016; Schneegans & Bays, 2017; Udale et al., 2017; Wang 
et al., 2016).

The question is, thus, whether the memory benefits 
observed by Luck and Vogel (1997) might (partially) reflect 
visuospatial integration. To address this, Xu (2002a, 2002b) 
investigated the encoding of color and orientation features 
of multipart objects. Xu had participants perform a change 
detection task in three display conditions, which relied dif-
ferentially on the spatial relation between two features in 
an object. In one condition, two task-relevant features were 
located in the same part of the object. In another one, the two 
features were located in different parts of the same object, 
and in the last condition, the features were each located in 
different objects. The results indicated that color and ori-
entation features that were located in the same part of the 
object were better encoded in visual WM, compared to fea-
tures that were located in different parts of an object. It was 
also reported that two spatially separated features of the 
same object were still encoded better than two features from 
different objects. Despite a decline in performance when 
features appeared in different locations, the study demon-
strated that object-based encoding benefits can be obtained, 
even in spatially separated parts of the same object (Xu, 
2002a, 2002b).

Although Xu (2002a, 2002b) observed a memory advan-
tage for features that were part of the same object, but which 
appeared in distinct spatial locations, compared to features 
that were part of different objects, the spatial proximity 
between- and within-object features was not equalized. 

For instance, the spatial positions of the features located 
in different parts of an object were much closer than the 
spatial positions of the features that were located in different 
objects. For that reason, the question is whether the ben-
efit in the former case can truly be attributed to the object-
based presentation of the features alone, or whether the 
recall advantage arose (also) from spatial proximity between 
those features. A further study of Xu (2006) addressed this 
issue by independently manipulating both distance and con-
nectedness between the object parts. Memory was better for 
features that were closer and directly connected compared 
to those that were further apart and unconnected, indicating 
that both factors of spatial proximity and feature connected-
ness had a role in the object benefit in visual WM.

Feature dimensionality and independent feature 
stores

Apart from the role of spatial overlap in the object ben-
efit reported by Luck and Vogel (1997), the possible role of 
featural overlap has also been scrutinized. In their original 
study, Luck and Vogel (1997) conducted one experiment in 
which the object features were of the same feature dimen-
sion (color–color), and somewhat surprisingly, again found 
that no additional costs were involved in retaining the color 
conjunctions compared to maintaining the same number of 
objects with single colors. However, several authors failed 
to observe such benefits from same-dimension conjunctions 
and argued that features from the same dimension cannot 
be stored as integrated objects in visual WM (Delvenne & 
Bruyer, 2004; Parra et al., 2011; Wheeler & Treisman, 2002; 
Xu, 2002a, 2002b). Conversely, an object benefit for retain-
ing features from different dimensions has been replicated in 
a considerable number of studies (Delvenne & Bruyer, 2004; 
Olson & Jiang, 2002; Parra et al., 2011; Riggs et al., 2011; 
Vogel et al., 2001; Wang et al., 2017; Xu, 2002a, 2002b).

This possible difference in memory performance with 
feature conjunctions within and between feature dimen-
sions is predicted by the influential feature integration the-
ory (Treisman & Gelade, 1980). Feature integration theory 
(FIT) assumes that features are first registered in memory 
separately from their corresponding spatial locations. In a 
subsequent step, the features that shared the same location 
then form a unitary object. Importantly, in the theory, each 
feature type (such as color or orientation) has its own pool 
of memory resources, which allows parallel processing of 
features, if they lie on a different dimension. Owing to this 
mechanism, multidimensional features can also be encoded 
in memory without interfering (see also Allport, 1971). By 
contrast, combining features of the same dimension into 
a single object would lead to competition for their shared 
memory resource, and result in a decline in the total number 
of features that can be recalled, contrary to the evidence 



1571Psychological Research (2023) 87:1569–1589	

1 3

originally presented by Luck and Vogel (1997). FIT fur-
thermore predicts that attention mediates in these processes, 
because FIT assumes that focal attention is required to main-
tain integrated object representations in visual WM once the 
features are registered to a location. Consequently, misbind-
ing of features across multiple objects can occur as a result 
of attentional distraction, or due to the absence of sustained 
attention (Rensink, 2000; Wheeler & Treisman, 2002; but 
see also Gao et al., 2010; Yin et al., 2012).

The object benefit and the role of attention

In view of the possible role of attention, it is important to 
assess whether the object benefit for visual memory arises 
during stimulus encoding under the influence of attention, 
or at a later stage of information processing or maintenance 
in visual WM. A considerable number of studies that inves-
tigated selective attention mechanisms provide compelling 
evidence for the presence of object-based components of 
visual attention. For instance, the study of Duncan (1984) 
aimed to test the role of object-based attention in the per-
ceptual processing of visual information, and in his study, 
two overlapping objects, a box and a line, were presented to 
participants. Each object consisted of two features, which 
varied between trials, and participants were asked to report 
either one or two features of the objects. The study found 
that reporting two features of the same object was as dif-
ficult as reporting just a single feature. However, reporting 
two features was harder if they belonged to separate objects, 
rather than to the same object. Because the spatial separation 
of features between and within the objects was equal, this 
difficulty can be interpreted as a cost of switching attention 
between objects. Duncan concluded that directing attention 
to a part of an object activated the rest of the object as well, 
and that all parts of the object were processed as whole.

Similarly, Egly et al. (1994) provided another demonstra-
tion of object-based attention using a cueing paradigm. They 
used a luminance detection task and showed two rectangular 
outlines to participants. In each trial, initial attention was 
manipulated by presenting a cue at one end of the two rec-
tangular stimuli. In the majority of the trials the cues were 
valid, indicating that upcoming target squares would appear 
at the same end of the cued rectangle. In the rest of the tri-
als, the cue was invalid and the target either appeared at the 
opposite end of the cued rectangle, or at the equivalent dis-
tance end of the uncued rectangle. Invalid cues required the 
participants to relocate their attention from the cue location 
to the target location, and the study focused on the response 
latency in invalid cue trials, reflecting the time cost of atten-
tion shifts within and between objects. They observed that 
the cost of switching attention between objects was larger 
than the cost of shifting attention within the object, demon-
strating an object-specific benefit of the attention. Overall, 

these studies suggest that attention can select visual infor-
mation based on objects. It is natural to assume that object-
based information can consequently be better encoded and 
recalled.

The functional relationship between object-based atten-
tion and memory has also been exemplified in interference 
tasks. For instance, Matsukura and Vecera (2009) gave 
participants an attention task to perform, while they were 
concurrently retaining either an object or location memory. 
The results indicated that concurrent object-based atten-
tion tasks interfered more with object memory than with 
spatial memory, and this finding was interpreted to mean 
that some forms of object-based selection and object-based 
memory might be processed by the same mechanism. Simi-
larly, another study by Barnes et al. (2001), using a dual-task 
paradigm found that object-based advantages for selective 
attention decreased while maintaining an object memory, 
but also that no interference occurred while maintaining a 
verbal or spatial memory.

Another significant role of attention for WM is that atten-
tion can prioritize items during encoding, while items in 
memory may also bias attention. It has been assumed that 
attention assists information entry into visual working mem-
ory (Bays & Husain, 2008; Schmidt et al., 2002), and can, 
thus, increase the probability of information being main-
tained in visual working memory for further processing. 
This attentional prioritization of WM items was observed 
not only when directing attention to the target item before 
it appeared (pre-cueing), but also afterwards (retro-cueing), 
and during the appearance of stimuli (Griffin & Nobre, 2003; 
Landman et al., 2003; Matsukura et al., 2007; Pertzov et al., 
2013; Schmidt et al., 2002).

Furthermore, memory maintenance may be enhanced by 
retro-cueing, which may protect a memory representation 
from decay or interference (Makovski et al., 2008; Souza 
et al., 2016). Pre-cueing similarly not only prioritizes encod-
ing the target item into WM, but also facilitates the main-
tenance of its memory representation (Ravizza et al., 2016; 
Schmidt et al., 2002). Therefore, considering the relationship 
between attention and visual WM, as well as the object-
based theory of attention, in which attention directed to a 
part of an object automatically extends to the whole object, 
it is natural to conclude that object-based information can be 
both better encoded and recalled when a part of the object 
is prioritized.

The present study

In the present study, we aimed to further elucidate the 
nature of the object benefit in visual WM. We examined 
whether multiple pieces of visual information (i.e., vis-
ual features) that appear within the same object are more 
efficiently maintained in WM than those that are part of 
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separate objects. In the first experiment, we assessed the 
strength of the object effect for pairs of orientation features 
presented at equidistant locations within and across simple 
objects made up out of first order contours. In the second 
experiment, we subsequently examined the object benefit 
for pairs of features from different dimensions (color and 
orientation). In the third experiment, we tested potential 
object benefits that may occur due to changes in the loca-
tion of the object and its features in each trial, when the 
object was no longer the only spatial reference point in the 
display. Finally, in the fourth experiment, we examined 
whether the object benefit is affected by strategic use of 
information that is related to the object. Our expectations 
for the collective experiments were that an object ben-
efit should exist even for equally spaced features, that the 
object benefit should be larger for non-interfering features, 
that is, those from different dimensions, that the size of 
the object effect may diminish by reducing attention to the 
objects themselves (i.e., the contours), and that strategic 
usage of information during visual processing may con-
tribute to the effect, but not fully account for it.

Experiment 1

This experiment aimed to determine whether the presenta-
tion of orientation features within simple contour shapes 
benefits the encoding, maintenance, or recall of represen-
tations in WM. To achieve this goal, we used three ori-
ented grating stimuli, presented at equidistant locations. 
Two of these were displayed as part of an object by embed-
ding them together in a gray ellipse shape, while the third 
one was embedded in a gray circular shape on its own. 
One of the stimuli in the large object was colored red, 
indicating this stimulus would always be the first target. 
The second target was one of the two remaining stimuli. 
Although participants knew the first target stimulus dur-
ing visual processing, they did not know which of the 
remaining stimuli would be the second target and thus, 
they had to memorize all three stimuli to be successful 
in both responses. This created two experimental condi-
tions, depending on whether the second target stimulus 
was inside the same object with the first target stimulus, or 
outside, in the separate object. We expected better memory 
performance on the second target when it was in the same 
object as the prioritized (first) item. This hypothesis was 
motivated by the fact that attention prioritizes objects and 
this benefit would improve the quality of the encoding for 
features belonging to the same object. Likewise, attending 
to the first target, which was always in the large object, 
could induce memory benefits to features within the same 
object via the spread of attention.

Method

Participants

Twenty-five first year psychology students (21 females, 
mean age = 19.2, range = 18–20) with normal or corrected-
to-normal vision were recruited from the University of 
Groningen. Prior to the experiment, participants signed an 
informed consent form, and they were naive to the purpose 
of the study. All students were rewarded course credits for 
their participation. The study was approved by the Ethical 
Committee Psychology (approval number 1920-S-0071) 
and it was conducted in accordance with the Declaration of 
Helsinki (2008).

Apparatus and stimuli

The experiment was programmed in Matlab (version 2017, 
64bit), using the Psychtoolbox extension (Brainard, 1997; 
Kleiner et al., 2007; Pelli, 1997). Stimuli were displayed on 
a 27" LCD monitor using a standard desktop computer. The 
screen was set at a refresh rate of 100 Hz and a resolution of 
1920 by 1080 pixels in 16-bit color. The participants were 
tested in an experimental room with uncontrolled but normal 
interior lighting, and they were seated at about 60 cm view-
ing distance from the monitor. All behavioral responses were 
collected via a standard USB keyboard.

The stimuli were three sine wave gratings (radius 2.1° of 
visual angle, 1 cycle/° and 50% contrast). The center points 
of each grating were placed equidistantly from each other 
on the circumference of an invisible circle (3.74° radius) to 
form the corner points of an invisible equilateral triangle 
in the center of the screen. In each trial, the invisible trian-
gle was rotated over the invisible circle between 1 and 360 
degrees in steps of 1 degree, and presented in random order 
without repetition. One of the gratings was presented in red 
(RGB = [200 128 128], luminance 185 cd/m2) to point out 
the first target grating. The other two gratings were mono-
chrome (RGB = [128 128 128], luminance 160 cd/m2). The 
red grating and one randomly selected monochrome grating 
were enclosed by an oval shape whose width and height were 
14.49° and 4.83°, respectively. The third, remaining grating 
was enclosed by a circular shape with a diameter of 4.15°. 
Both shapes were gray (RGB = [100 100 100], luminance 
127 cd/m2), and outlined by a 0.09° wide black contour. 
This ensured that any differences in memory performance 
cannot be attributed to contrast or luminance. In addition to 
the stimuli presented at the memory display, two gray circles 
with a black outline were later presented at corresponding 
target locations as feedback circles. They were the same size 
as the targets and rendered in the same gray as the shapes.

The orientation of each grating was independently cho-
sen at random from the range of angles 0°–180° without 
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repetition between trials, in steps of 0.56° (180°/total trials). 
Throughout the entire trial, a black dot with a white edge 
(radius 0.83°) was presented in the center of the screen as a 
fixation point, and participants were instructed to maintain 
their gaze on the fixation dot. All the stimuli were displayed 
against a uniform light gray background (RGB = [128 128 
128], luminance 160 cd/m2), which was maintained during 
the entire experiment. Note that all luminance and color val-
ues are approximations of the Psychtoolbox texture function 
and Memtoolbox color wheel RGB values.

Procedure

The sequence of a trial is shown in Fig. 1. Each trial started 
with the presentation of a fixation dot in the center of the 
screen for a duration of 700 ms. Then, three grating orienta-
tions were presented in the memory display for a duration 
of 500 ms. The red grating was always presented inside the 
flat oval object shape, together with one of the two other 
gratings. The task required the participant to memorize all 
orientations for the following memory recall test. The partic-
ipants were instructed that the orientation of the red grating 
would always be tested first, and that one of the monochrome 
grating’s orientations would be tested second. After presen-
tation of the gratings, there was a 750-ms delay period and 
then the first response probe with a random orientation was 
presented at the location of the corresponding target stimu-
lus. To match the orientation of the probe to the memorized 
orientation, participants could use the keyboard; pressing 
the ‘C’ key for clockwise rotation, the ‘M’ key for coun-
terclockwise rotation, and pressing the space key to submit 
the response. The response probe stayed on the screen until 
a response was given. Once the first response was submit-
ted, there was another 750 ms delay period. Following the 
delay, the second response probe for one of the other grat-
ings was presented at the location of the corresponding tar-
get stimulus. Participants were, thus, asked to reproduce the 

orientation of the grating that had been presented on the 
location of this second probe in the memory display.

Trials were equally divided between the two object con-
ditions. In half of the trials the second target was inside of 
the object containing the first target (T2 in), in the other 
half second target was outside of the object containing the 
first target (T2 out). The trial types were presented in a ran-
domized order. Following a brief 200 ms interval, a feed-
back screen was shown for 300 ms. The feedback screen 
consisted of two lines for each grating stimulus, represented 
inside circles at their corresponding locations. One of these 
lines was white, representing the actual orientation, and the 
other line was red, showing the participant's response. The 
distance between these lines, thus, indicated exactly how 
much the response deviated from the correct orientation of 
each grating.

The experiment was made up of 320 trials, divided into 
20 blocks of 16 trials. At the end of every block, participants 
were able to see their average accuracy (based on the number 
of responses within or outside of 20° away from the real 
target value) for the first and second targets separately (the 
latter independent of its location), for the blocks that had 
been completed so far. They were shown performance for 
each block as well as the overall average of all completed 
blocks. Participants were given the opportunity to take a 
short break between the blocks. Prior to the experimental 
trials, all participants performed 4 blocks of practice trials, 
with 8 trials per block for a total of 32 trials, to become 
familiar with the task.

Data analysis

Two sets of analyses were performed. First, we calcu-
lated the average response accuracy for each participant. 
Responses that had an absolute deviation of 20° or less 
compared to the target were defined as correct responses. 
This criterion served as a basis for the preliminary analyses 

Resp 1 Resp 2 Feedback

Time

Rotation (M) Rotation (C)

Stimuli

500 ms 750 ms 750 ms 200 ms

yaleDyaleDyaleD

300 ms

Fig. 1   An example of the single-trial sequence used in Experiment 
1. Three oriented gratings were presented to participants to memo-
rize. Subsequently, two of them were sequentially probed. The red 
grating and one of the gray gratings were always enclosed by an oval 
shaped object, and the third one was enclosed in a circular shaped 

object. The orientation of the red-colored grating was always tested 
first and one of the other gratings was tested second. After the second 
response, a feedback screen consisting of two lines for each stimulus 
was shown. White lines depicted the actual orientation of the gratings 
and red lines depicted the participant’s response
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to see whether there were overall differences between object 
conditions, and was also used to give participants feedback 
on their performance at the end of each block. Then, we 
used Bayesian paired sample t-tests to compare the average 
accuracy for the two object conditions, which corresponded 
to having the second target inside versus outside the object 
containing the first target. These tests were conducted for the 
first and second response separately. These analyses were 
performed in JASP using version 0.16.3 (JASP Team, 2022). 
The approach of Wetzels et al. (2011) was used for interpre-
tation of Bayes Factors (BF). According to this interpreta-
tion, BF10 values between 1 and 3 were classified as anec-
dotal evidence, 3 and 10 as substantial evidence, 10 and 30 
as strong evidence, 30 and 100 as very strong evidence, and 
BF10 values above 100 as decisive evidence in favor of the 
alternative hypothesis. BF10 values between 0.33 and 1 were 
classified as anecdotal evidence, 0.1 and 0.33 as substantial 
evidence, 0.03 and 0.33 as strong evidence, 0.01 and 0.03 as 
very strong evidence, and BF10 values below 0.01 as decisive 
evidence in favor of the null hypothesis.

The second analysis was based on the Standard Mixture 
model, which is described by Zhang and Luck (2008). The 
Standard Mixture model assumes that there are two pos-
sible types of responses that can be given by participants. 
These are either responses given based on the memory 
of the target (PM) or pure guessing (1 − PM). When par-
ticipants do have a memory of the target, their responses 
should have errors of variability around the target value, 
which is called memory precision (σ). Before perform-
ing the analysis, we computed angular deviations between 
participants’ response and the true orientation of targets, 
which fall between ± 90°, and where 0° represents the true 
orientation of the target. To implement the Standard Mix-
ture model, we used the CatContModel package (Version 
0.7.0; Hardman et al., 2017). This model has a hierarchical 
nature and individual participants are seen as samples of 
the population. Two steps were taken to implement the 
model-based analysis. First, multiple models were com-
pared to determine the best fitting model. We used both 
the full and the reduced models; these models differ on 
which model parameters are constant across conditions. 
In the full model, both PM and σ were allowed to vary 
between object conditions. Only one of the parameters was 
kept constant across object conditions in the second and 
third models (PM and σ, respectively). Both parameters 
were kept constant in the last model. The model fits of 
CatContModel variants were compared using the Wata-
nabe–Akaike Information Criterion (WAIC), which is 
considered to be the most appropriate fit statistic for hier-
archical Bayesian models (Hardman et al., 2017). WAIC 
is based on the overall likelihood of the model and has a 
penalty term for the effective number of free parameters 
(Gelman et al., 2014). Smaller WAIC scores indicate better 

model fit. All parameter values were estimated by Bayes-
ian Markov Chain Monte Carlo (MCMC) approaches. The 
data of all conditions and participants were fitted simul-
taneously and 11,000 iterations (with 1000 burn-in) were 
run for each model. After the first step of selecting the best 
model, we performed the hypothesis tests for comparing 
parameters that were estimated by the best model. The 
model statistic is based on Bayesian tests that are con-
ceptually equivalent to ANOVAs (see Ricker & Hardman, 
2017). We obtained subject-level parameter estimates from 
posterior chains of the best model parameters. For inter-
pretation of the Bayes Factors (BF), we again followed the 
approach of Wetzels et al. (2011). The “ggplot2” package 
(Wickham, 2016) was used for the visualization of analysis 
results.

Results

First, we analyzed the average accuracy of both targets. 
Overall accuracy for the first target was 84.2%, while 
that of the second target was much lower at 32.1%. A 
paired sample t-test was conducted to compare the aver-
age accuracy for the two object conditions. For the first 
target, performance accuracy averaged 84.5% in the T2-in 
condition, and 84% in the T2-out condition. The statisti-
cal test revealed substantial evidence in favor of the null 
hypothesis (BF10 = 0.275), indicating that the first response 
was equally accurate in both conditions. For the second 
response, the average accuracy was 34.9% in the T2-in 
condition and dropped to 29.2% in the T2-out condition 
(as shown in Fig. 2a). Test results revealed decisive evi-
dence in favor of the alternative hypothesis for the effect 
of Object (BF10 > 100).

Second, we performed mixture model analysis, and the 
Constant σ and PM across Object model was selected as the 
best model, since it had the lowest WAIC value in the model 
comparisons for the first response. Table 1 shows all model 
fits, in which a smaller WAIC indicates a better fit. This 
indicated that varying either the probability of recall or the 
memory precision parameter did not improve the model. 
For the second response, the Full model was the best model 
and it indicated that both probability of recall and memory 
precision varied across object conditions. Figure 2c and d 
show both parameter plots for the second response. Further, 
Bayesian analysis provided that there was decisive evidence 
that recall probability was higher when the second target 
was inside the same object with the first target (BF10 > 150). 
This result indicates that presenting two targets into the 
same object led to an increase in probability that a second 
target was present in working memory; however, it did not 
reliably affect the precision of the memory representation 
(BF10 = 0.737).
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Experiment 2

In Experiment1, VWM was examined for objects defined 
by a single feature dimension (orientation), to test whether 
these features can be more efficiently maintained as a 
result of the information being bound in a single object. In 
Experiment 2 we implemented the same experimental pro-
cedure for objects containing features from two different 
dimensions (color and orientation), to investigate whether 
feature conjunctions from different feature dimensions can 
further enhance memory performance, due to the use of 
independent memory stores for each feature dimension, as 
is proposed in FIT (Treisman & Gelade, 1980).

Method

Participants

Twenty-eight new psychology students (nineteen females) 
participated in the experiment (mean: 21.6 years, range 
19–32).

Apparatus, stimuli, design, and procedure

The experimental setup was identical to Experiment 1, 
except for the changes that are detailed below. The first 
tested stimulus was changed from an orientation grating 
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Fig. 2   T2 performance in Experiment 1. a The bar graph shows T2 
accuracy for two object conditions. Error bars depict 95% confidence 
intervals. b Probability density plot of the T2 error distribution, 
shown separately for each object condition and participant, which are 
indicated by different colors. c Probability of having T2 in memory 
(P.M) based on the best model predictions for all participants and 
object conditions. Each of the colored circles represents the mean 
for an individual participant and gray lines connect each partici-

pant’s mean across the object conditions. The black circle represents 
the mean across participants and error bars show the standard error 
of the mean. The thick horizontal lines in the colored boxes repre-
sent median and quartile values. d Precision of the T2 memory rep-
resentation (σ) based on the best model predictions. Asterisks denote 
evidence against the null hypothesis (* moderate evidence, ** strong 
evidence, *** very strong evidence, and **** decisive evidence)

Table 1   WAIC for all tested 
models in experiment 1

In the full model, both PM and σo parameters vary across object conditions, in the constant σ and constant 
PM, one parameter (PM or σo) was constant, while the other parameter varied across object conditions, and 
only the varying parameter was freely estimated for each object condition. In the Constant σ and PM model, 
both parameters were constant across object conditions and a single PM and σ were estimated across object 
conditions. Lower values indicate better fit and the best model is printed in bold

Model T1 T2

WAIC Difference from 
the best model

WAIC Difference from 
the best model

Full model 12,102.985 3.49 28,440.68 0.00
Constant  σ across object 12,102.09 2.60 28,441.14 0.46
Constant  PM across object 12,101.155 1.67 28,468.22 27.54
Constant  σ and  PM across object 12,099.49 0.00 28,507.22 66.54
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to a colored circle, which had to be reproduced, as shown 
in Fig. 3. The other stimuli were the same as in previous 
experiments. In each trial, the first target color was ran-
domly selected from 180 possible RGB values drawn from 
the color wheel of Memtoolbox (Suchow et al., 2013). As 
indicated, these displayed colors were an approximation 
of the true color wheel.

In the first response display, a color circle (4.5° radius 
and 0.35° thick outline) was presented around the probe 
location, with its fill displaying a random color at onset. 
All colors were evenly distributed along one half of the 
color wheel, the other half was its flipped mirror image, 
so that both ends of the probe line for the color response 
pointed to the same color and had the same angular orien-
tation range as on the orientation probe. The initial color 
of the probe was randomly chosen on each trial and par-
ticipants were asked to rotate the probe to the desired color 
on the color wheel. The orientation of the color wheel 
was randomized each trial. The total number of trials was 

increased to 360 to present all possible stimulus locations, 
and to sample all orientations/colors evenly.

Results

The average accuracy for the first target was 92.4%, and 
similar to the results of Experiment 1, the average accu-
racy for the second target (41.9%) was considerably lower. 
The Bayesian paired sample t-tests revealed that there was 
anecdotal evidence that the two object conditions did not 
differ for the first response (BF10 = 0.451), and average 
accuracy was 92% in T2-in and 92.8% in T2-out condi-
tions. For the second response, accuracy averaged 45.1% 
in the T2-in condition and decreased to 38.8% in the T2-out 
condition (Fig. 4a). Test showed that there was anecdotal 
evidence for a difference between the two object conditions 
(BF10 = 1.451).

For the mixture model analyses, the data of the first 
response fitted best in the Constant σ and PM across Object 
model (Table 2). On the other hand, the Full Model was the 

Resp 2 Feedback

Time

Rotation (M) Rotation (C)

Stimuli

500 ms 750 ms 750 ms 200 ms

yaleDyaleDyaleD

300 ms

Resp 1

Fig. 3   An example of the single-trial sequence used in Experiment 2. The red-colored grating was changed to a colored circle and participants 
were instructed to memorize one color and two orientation features. The color was always tested first, and one of the orientations second
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best model to fit the data of the second response, which con-
tains effects of the object both on probability of recall and 
on memory precision. Bayesian analysis provided extreme 
evidence for an object effect; when the second target was 
inside the object together with the first target, its recall 
probability increased (BF10 > 100), while its memory preci-
sion decreased BF10 > 100). This result implies that object-
based presentation of two targets increases the probability 
of the second target being maintained in working memory 
(Fig. 4c). However, the memory precision of the second tar-
get decreased at the same time (Fig. 4d).

We also compared results from Experiment 1 with Exper-
iment 2 using Bayesian mixed factorial ANOVA, to deter-
mine whether the object benefit differed between objects 
containing a single feature dimension, and those containing 
features of different dimensions. For this comparison, we 
looked at the probability of having T2 in memory because 
a significant object effect was observed for the probability 
of recall in both experiments. Therefore, the experiments 
were treated as between-subject factor, object condition 
was treated as within-subject factor, and probability of 
recall was treated as dependent variable. There was deci-
sive evidence in favor of the alternative hypothesis that 
main effects existed for both Experiment (BFinc-10 > 100) 
and Object (BFinc-10 > 100), and strong evidence for their 
interaction (BFinc-10 = 17.241). This interaction suggested 
that the probability of having T2 in memory for an object 
defined with features from different dimensions (Experiment 
2) was larger than for an object defined with single dimen-
sional features (Experiment 1).

Experiment 3

In the previous two experiments, the locations of the objects 
and the features were changed on each trial, rotating ran-
domly over the invisible circle. This variation in location 
might modulate how the stimuli were perceived and organ-
ized in VWM, as in this design, the object is the only spa-
tial reference point in the display. This may also draw more 
attention to the objects surrounding the stimuli than might 
be the case in situations in which other spatial references are 
available. In other words, the location-variable design might 

increase the possibility of the object and feature parts being 
perceived as a unified whole, thereby enhancing the object 
benefit. To assess the magnitude of this potential effect in 
Experiment 3, we presented all three features in fixed loca-
tions, and only the object surrounding those features was 
changed between trials. We expected participants to focus 
more on the locations of the features themselves, which 
might reduce the object effect, or even make it disappear 
completely.

Method

Participants

Nineteen students (15 females; M = 23.1 years old) took part 
in this experiment for course credit or 10 euro.

Apparatus, stimuli, design, and procedure

The procedure for the experiment was the same as that of 
Experiment 1, except that the grating stimuli and the first 
target were shown at three fixed locations. At the beginning 
of the experiment, three equidistant locations were randomly 
selected from 360 possible locations on the circumference 
of an invisible circle as the center point of the gratings, like 
in previous experiments, however, they were presented in 
these locations throughout the experiment, instead of being 
rotated over the invisible circle on each trial. To eliminate 
advantages of visual processing for a stimulus presented in 
one location over another one, the first target was shown 
in one of these three locations for the first one third of the 
trials, then it switched to another fixed location after the 
next one third of the trials, and again for the last one third 
of trials. Since the targets were, thus, shown evenly across 
all three locations, any potential benefits related to specific 
locations should be canceled out.

Results

There seemed to be some decline in the accuracy of the 
first target (79.8%) compared to that in the previous two 
experiments, while the accuracy of the second target 
(33.9%) remained similar to the first experiment. There 

Table 2   WAIC for all tested 
models in experiment 2

Model T1 T2

WAIC Difference from 
the best model

WAIC Difference from 
the best model

Full model 9523.942 2.06 33,117.2 0.00
Constant  σ across object 9522.272 0.39 33,180.09 62.89
Constant  PM across object 9523.04 1.16 33,288.73 171.53
Constant  σ and  PM across object 9521.883 0.00 33,297.79 180.59
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was substantial evidence that the response accuracy of the 
first target did not differ between the two object conditions 
(BF10 = 0.246). The accuracy of the second response was 
again higher when the first and second targets were part of 
the same object, Bayesian test revealed substantial evidence 
in favor of effect of object (BF10 = 7.173). Average accuracy 
of the second response was 35.5% when the second target 
was inside the same object with the first target, and 31.1% 
when it was presented in a separate object (Fig. 5a). We also 
tested for potential effects of switching the target position, 
and found no significant switching costs (see the supplemen-
tary materials for detail of this analysis).

Analysis of the mixture model for the first response again 
showed that both recall probability and memory precision 
were constant between the object conditions (Table 3). 
Further, the second responses were best fit to the Constant 
σ across Object model, in which probability of recall var-
ies across object conditions, while memory precision was 
constant. According to Bayesian analysis, there was very 
strong evidence that recall probability of the second target 
was higher when both targets had been presented in the same 
object (BF10 > 100).

To compare the magnitude of the object effect on the 
probability of having T2 in memory between Experiment 1 

and Experiment 3, we performed Bayesian mixed factorial 
ANOVA. This analysis revealed decisive evidence for the 
main effect of Object (BFinc-10 > 100), and no evidence was 
found for the main effect of Experiment. There was also 
anecdotal evidence in favor of the alternative hypothesis that 
Object and Experiment interacted (BFinc-10 = 1.957). Accord-
ing to this interaction result, it appears that giving features 
in fixed location decreased the object effect of recall prob-
ability in Experiment 3. However, the object benefit did not 
disappear completely.

Experiment 4A

So far, the results from all three experiments confirmed that 
being embedded in the same object enhances the chance 
of recalling features from equally spaced stimuli that were 
made up from a single dimension, or from two dimensions 
(color and orientation), both when their locations were 
rotated or kept constant. However, the experiments did not 
indicate to which extent this object benefit arose from stra-
tegic choices, aimed at using object-related information to 
facilitate feature processing. Experiment 4A was designed 
to address this question. We conducted an experiment using 
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Fig. 5   T2 performance in Experiment 2. a T2 accuracy for both 
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Table 3   WAIC for All tested 
models in experiment 3

Model T1 T2

WAIC Difference from 
the best model

WAIC Difference from 
the best model

Full model 13,287.472 4.52 25,540.19 0.25
Constant  σ across object 13,286.103 3.15 25,539.94 0.00
Constant  PM across object 13,284.805 1.85 25,558.36 18.42
Constant  σ and  PM across object 13,282.955 0.00 25,560.61 20.67
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three different presentation orders: Objects either appeared 
before or after the grating stimuli, or were presented simul-
taneously as in the previous experiments. If the object ben-
efit is (partially) due to strategic choices, then participants 
should be able to use object information to guide processing, 
even if it is temporally displaced; either as a kind of pre-cue 
(e.g., to direct attention), or even as post-cue (e.g., to struc-
ture information in VWM).

Method

Participants

Twenty-three students (12 females; M = 22.43 years old) par-
ticipated in the experiment. Participation was compensated 
with course credit or money (14 euro).

Apparatus, stimuli, design, and procedure

The setup of the experiment was the same as Experiment 
1, except for the following changes. In addition to the two 
object conditions (in/out), as implemented in the previous 
experiments, three different presentation orders were cre-
ated (Fig. 6): The object shape could appear before, after, 
or simultaneous with the gratings; with the latter condition 
replicating the design of the previous experiments. Objects 

that were presented separately from the grating stimuli, both 
in the Before and After trials, lasted 250 ms and were fol-
lowed by a 250-ms period, which was inserted between the 
objects and the grating stimuli. In the Before and Simul-
taneous trials, the grating stimuli were followed by a 750-
ms delay, after which the first probe was presented. In the 
After trials, the grating stimuli were followed by a 250-ms 
interval, after which the objects were presented for 250 ms. 
Another 250-ms delay was then given before the first probe 
to equalize the period between the onset of the stimuli and 
probe presentation for all three conditions.

The total number of the trials was increased to 540, and 
they were equally divided among the three object order con-
ditions; 180 trials each. Again trials in each object condition 
were equally divided between conditions also, resulting in 
90 trials per each possible combination of two within-subject 
conditions. All trial types were presented in a random order. 
To prevent participants getting fatigued by the increased trial 
count, the experiment was completed in two sessions. Each 
session comprised 270 trials split into 9 blocks. Participants 
could complete both sessions on the same day or on two 
consecutive days. When both sessions were completed on 
the same day, they were separated by a compulsory break 
of at least one hour.

For the analysis of accuracy, we used a Bayesian 
Repeated-Measures ANOVA to test the main effect of 
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Fig. 6   The three trial types used for Experiment 4A and 4B. The top 
trial flow shows the Before condition, where objects were presented 
before the grating stimuli, the middle trial flow shows the Simultane-
ous condition, where object and grating stimuli were presented simul-

taneously as in previous experiments, and the bottom trial flow shows 
the After condition, where objects were presented after the grating 
stimuli
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Object, Order, and their interaction on the first and sec-
ond target. These analyses were performed in JASP with 
default settings. Inclusion Bayes factor (BFinc) based on 
matched models is reported for ANOVA main effects and 
interactions. Inclusion Bayes factors provide a measure 
of how well the data supports the inclusion of a factor in 
the model by comparing models with a particular predic-
tor with models that exclude that predictor. Post hoc tests 
were corrected by fixing prior probability to 0.5 (Westfall, 
Johnson, & Utts, 1997). For model analysis, the data of 
all conditions and participants were fitted simultaneously 
using a factorial design with the factors Order (Before, 
Simultaneous, and After) and Object (In or Out). We com-
pared the model with both main effects (Object and Order) 
and their interaction. Three parallel chains of 11,000 itera-
tions (1000 burn-in) were run for each model and then 
their posterior distributions were combined.

Results

Overall average accuracy was 85.8% for the first response 
and 40.1% for the second response. Bayesian repeated-meas-
ures ANOVA results showed decisive evidence in favor of 
the alternative hypothesis that there was a main effect of 
Order (BFinc-10 > 100), there was substantial evidence against 
the main effect of object (BFinc-10 = 0.231) and its interac-
tion with object order (BFinc-10 = 0.124). Post hoc analysis 
showed there was decisive evidence that the accuracy in 
the Before condition was higher than in the Simultaneous 
(BF10 > 100) and the After conditions (BF10 > 100). In the 
Before condition, accuracy averaged 88.7%, compared to 
84.4% in the Simultaneous condition, and 84.6% in the After 
condition.

For the second response, the statistical test revealed anec-
dotal evidence for main effect of Object (BFinc-10 = 1.019), no 
evidence for main effect of Order, and very strong evidence 
for their interaction (BFinc-10 = 66.844). Figure 7a plots the 

Fig. 7   T2 performance in 
Experiment 4A. a T2 accuracy 
for each object and order condi-
tion b Probability density plot 
of the T2 error distribution for 
all participants and conditions. 
c Probability of having T2 in 
memory (PM), d Precision of 
the T2 memory representation 
(σ), based on the best model 
prediction
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mean accuracy of the second response as a function of order 
and object condition. Post hoc comparison revealed strong 
evidence for an object effect under the condition where the 
object and the grating stimuli were presented simultaneously 
(BF 10 = 17.700), but no difference was found for either the 
Before (BF 10 = 0.355) or After condition (BF 10 = 0.284).

All the model fits for both responses are listed in Table 4. 
For the first response, recall probability and memory preci-
sion only varied across presentation order but not across 
object conditions. There was strong evidence for a main 
effect of Order on memory precision (BF10 = 11.45), and 
anecdotal evidence for an effect on recall probability 
(BF10 = 2.56). No evidence was found for an effect on mem-
ory precision of both the Object condition and its interaction 
with Order. The pairwise comparison of experimental con-
ditions provided decisive evidence that presenting objects 
before the memory stimuli increased memory precision 
compared to when the objects were presented simultane-
ously (BF10 > 100) and after these stimuli (BF10 > 100). 
There was strong evidence that recall probability of the first 
target was higher in the Before condition compared to the 
After condition (BF10 = 41.6) and moderate evidence com-
pared to the Simultaneous condition (BF10 = 6.8).

For the second response, the Constant σ across Order 
model that only contains effects of order and object con-
dition on recall probability was selected as the best fit-
ting model, as indexed by WAIC (Table 4). Figure 7c and 

d show the parameter plots of this model. In line with the 
model selection, only the main effects and interactions on 
memory probability (PM) were tested, and the tests revealed 
decisive evidence for a main effect of Object (BF10 > 100), 
and strong evidence for an interaction effect with Order 
(BF10 = 11.52), while no main effect of Order was found 
(BF10 = 0.11). Furthermore, pairwise comparisons showed 
that there was extreme evidence for an effect of Object when 
the object and memory stimuli were presented simultane-
ously, (BF10 > 100), which indicated that recall probabil-
ity was higher for the within-object condition than for the 
outside-object condition. However, no difference was found 
between the object conditions for the other two orders.

Experiment 4B

In Experiment 4A, an object benefit was found only for the 
simultaneous display condition, and not for the other two 
temporally separated display conditions. This might indicate 
that the participants were unable to make strategic use of the 
appearance of the object. However, in Experiment 4A the 
presentation order varied randomly from trial to trial. This 
might have made it too difficult for the participants to adapt 
their processing mode and to make effective use of the object 
‘pre’- and ‘retro’-cues. To eliminate this potential difficulty, 
in Experiment 4B, presentation order was kept constant 

Table 4   WAIC for all tested 
models in experiment 4A

Model T1 T2

WAIC Difference from 
the best model

WAIC Difference from 
the best model

Full model 18,782.78 11.52 42,598.69 2.92
Constant  σ across object 18,799.13 27.86 42,598.24 2.48
Constant  σ across order 18,800.69 29.43 42,595.7 0.00
Constant  PM across object 18,776.44 5.17 42,619.96 24.19
Constant  PM across order 18,776.03 4.77 42,615.19 19.43
Constant  σ across object and …
Constant  σ across order 18,791.4 20.14 42,596.74 0.97
Constant  PM across object 18,771.26 0.00 42,630.74 34.98
Constant  PM across order 18,786.16 14.89 42,618.2 22.44
Constant  PM across object and order 18,785.14 13.88 42,629.39 33.63
Constant  PM across object and …
Constant  σ across order 18,796 24.74 42,627.01 31.25
Constant  σ across object and order 18,794.28 23.01 42,629.74 33.98
Constant  PM across order 18,789.28 18.01 42,615.36 19.59
Constant  σ across order…
Constant  PM across order 18,824.8 53.54 42,626.02 30.25
Constant  PM across object and order 18,822.49 51.23 42,635.77 40.01
Constant  PM across order…
Constant  σ across object and order 18,823.72 52.45 42,625.84 30.07
Constant  σ and PM across object and order 18,820.87 49.60 42,637.35 41.58
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within trial blocks, which should maximize the opportunity 
to adapt strategically to the different presentation orders.

Method

Participants

Twenty-nine students (M = 21.7 years old; 19 females) took 
part in this experiment in exchange for course credit or 14 
euros.

Apparatus, stimuli, design, and procedure

The procedure was identical to that of Experiment 4A, with 
the exception that the trial types for presentation order were 
set as a block design. Each presentation order was used in 
six consecutive blocks. The order of the six-block triplets 
was counterbalanced across participants.

Results

The average first response accuracy was 83%. There was 
substantial evidence observed in favor of the null hypoth-
esis for the main effect of Object (BFinc-10 = 0.208) and an 
interaction effect of Order and Object (BFinc-10 = 0.145), and 
no evidence observed for main effect of Order. The overall 
mean score of the second response was 35%, T2 mean accu-
racy in all conditions is plotted in Fig. 8a. There was no evi-
dence for main effect of Order and main effect of condition, 
however, there was decisive evidence for their interaction 
(BFinc-10 > 100. Post hoc tests revealed that there was deci-
sive evidence that the average accuracy in the Simultaneous 
condition was significantly higher for within-object than for 
outside-object trials (BF10 > 100).

Next, the comparison of mixture models indicated that 
the best fitting model for the first target was Constant PM 
and σ across Object (Table 5). As in the previous experi-
ment, memory probability and memory precision only 

Fig. 8   T2 performance in 
Experiment 4B. a T2 accuracy 
for each object and order condi-
tion b Probability density plot 
of the T2 error distribution for 
all participants and conditions. 
c Probability of having T2 in 
memory (PM), d Precision of 
the T2 memory representation 
(σ), based on the best model 
prediction
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varied across presentation order but not object conditions. 
The statistical test produced anecdotal evidence for a main 
effect of Order on recall probability (BF10 = 2.64), and on 
memory precision (BF10 = 1.4). Pairwise comparisons 
yielded extreme evidence that the recall probability of the 
first target increased when the object was presented before 
the memory stimuli, compared to when it was presented 
after (BF10 > 100). There was also very strong evidence that 
memory precision of the first target in the Before condition 
was higher than in the Simultaneous condition (BF10 = 50.1).

The best fitting model for the second target included 
both an effect of Object and of Order on both the prob-
ability of recall and memory precision (Full Model). Both 
parameters are plotted in Fig. 8c and d. For the probability 
to recall the target item from memory, there was extreme 
evidence for an effect of Object (BF10 > 100), and for an 
interaction between Object and Order (BF10 > 100); how-
ever, there was also strong evidence for a null effect of 
Order alone (BF10 = 0.05). Bayesian t-tests yielded extreme 
evidence that the probability of recall was higher when the 
second target was presented inside the same object with 
the first, when the memory stimuli and the objects were 
presented simultaneously (BF10 > 100). For memory pre-
cision, statistical tests revealed moderate evidence for an 
effect of Order (BF10 = 3.05), and anecdotal evidence for 
an effect of Object (BF10 = 2.5), while no evidence was 

found for an effect of their interaction. Bayesian t-tests 
furthermore provided moderate evidence for an effect of 
Object when the object and memory stimulus were pre-
sented simultaneously (BF10 = 10).

Discussion

This study examined whether presenting visual informa-
tion in an object-based manner improves memory main-
tenance in VWM. Together the four experiments dem-
onstrated that representations of two visual stimuli were 
indeed more effectively remembered when they were part 
of the same object. This benefit was obtained with simple 
contour-based objects, and whether a pair of memory fea-
tures were from the same or from different dimensions. 
Overall memory performance and the object benefit were 
specifically enhanced for features from orthogonal dimen-
sions; however, this came at the cost of lower memory 
precision. The object benefit furthermore still emerged 
when the relative importance of the objects themselves 
was reduced by presenting them in fixed spatial locations. 
Finally, it was also confirmed that the object benefit arose 
automatically, or at least did not depend on strategic use 
of object information.

Table 5   WAIC for all tested 
models in experiment 4B

Model T1 T2

WAIC Difference from 
the best model

WAIC Difference from 
the best model

Full model 25,614.39 6.36 54,976.5 0.00
Constant  σ across object 25,625.68 17.66 54,985.8 9.26
Constant  σ across order 25,612.19 4.17 54,982.99 6.45
Constant  PM across object 25,610.98 2.96 55,032.69 56.16
Constant  PM across order 25,631.44 23.42 55,034.32 57.78
Constant  σ across object and …
Constant  σ across order 25,624.43 16.41 54,991.09 14.55
Constant  PM across object 25,608.02 0.00 55,085.06 108.52
Constant  PM across order 25,628.8 20.77 55,071.71 95.17
Constant  PM across object and order 25,627.26 19.23 55,092.68 116.14
Constant  PM across object and …
Constant  σ across order 25,622.33 14.30 55,088.84 112.31
Constant  σ across object and order 25,620.24 12.22 55,088.53 111.99
Constant  PM across order 25,629.89 21.87 55,038.56 62.02
Constant  σ across order…
Constant  PM across order 25,650.82 42.79 55,073.99 97.45
Constant  PM across object and order 25,647.57 39.55 55,107.16 130.63
Constant  PM across order…
Constant  σ across object and order 25,648.11 40.09 55,080.15 103.61
Constant  σ and  PM  across object and order 25,645.64 37.62 55,105.58 129.04
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Object benefits in WM

Our findings were consistent with the studies of Xu (2002a, 
2002b, 2006), who observed memory benefits for features 
from different parts of an object in a change detection para-
digm. Similarly, in the current study, we tested participants’ 
VWM for features that were organized as multiple parts of 
an object, but instead of the same/different probes in the 
change detection paradigm, we used continuous reproduc-
tion of memory features, which allows model-based param-
eter estimation that provides further insight into the nature 
of memory representation in VWM. We found that features 
that were part of the same object had a higher chance of 
being maintained in memory (i.e., lower guess rate), while 
the precision of these representations was not improved. 
As a matter of fact, memory precision decreased when 
the objects contained non-interfering features (i.e., from 
different dimensions; Experiment 2). A possible explana-
tion for this reversed effect for memory precision is that 
non-interfering features might be processed more in paral-
lel (e.g., attentionally; (Krummenacher et al., 2001; Müller 
et al., 1995; Wheeler & Treisman, 2002; Wolfe et al., 1990), 
which might facilitate their entry to the memory, such that 
more information is retained overall. However, this might 
in turn reduce memory precision, as there is comparatively 
more information being held in memory.

Furthermore, we found that object-based representation 
did produce a benefit for the same-dimensional feature, as 
found originally by Luck and Vogel (1997), but unlike sev-
eral subsequent change detection studies that failed to find 
object benefits for same-dimensional feature conjunctions 
(typically two-color combinations; Delvenne & Bruyer, 
2004; Wheeler & Treisman, 2002; Xu, 2002b). It has been 
proposed that this failure to replicate the object benefit for 
same-dimensional features could be specific to the change 
detection task. Awh et al. (2007) used a change detection 
task where they tested cross-category versus within-category 
changes between sample and test array. It was assumed that 
sample-test similarity was higher in within-category change 
compared to cross-category change, and that this would con-
sequently result in decreasing change detection performance. 
Indeed, a strong correlation was found between the reduction 
of memory capacity and sample-test similarity, suggesting 
that comparing the sample and test may be more difficult for 
within-category changes, which may cause more confusion 
in identifying change.

A study by Luria and Vogel (2011) further tested this 
assumption using the Contralateral Delay Activity (CDA), 
which is a marker of the number of objects during WM 
maintenance (e.g., Akyürek et al., 2017; Balaban & Luria, 
2015a, 2015b; Luria & Vogel, 2011, 2014; Peterson et al., 
2015; Wilson et  al., 2012; Woodman & Vogel, 2008). 
Indeed, Luria and Vogel (2011) found that a small cost was 

visible in CDA amplitude for a bicolor object, compared 
to a single-color object during the retention interval, even 
though no accuracy advantage was found for the former in 
the behavioral results. This outcome supported the hypoth-
esis that two-color features could be maintained within a 
single, bound object in VWM.

Since we used a continuous reproduction paradigm, in 
contrast to a change detection paradigm, our task did not 
require the comparison/decision process needed to make a 
comparison between the memory and test arrays. Therefore, 
the object benefit that occurs before the test phase of the 
task might also be obtained in behavioral performance, as 
we indeed observed. Additionally, another important aspect 
of our study that might have facilitated the object benefit for 
the same-dimensional features was that the total items given 
to memorize by the participants was under the typical work-
ing memory capacity limit (presumably at least four items; 
Cowan, 2001; Irwin & Andrews, 1996; Luck & Vogel, 1997; 
Vogel & Machizawa, 2004). This might have limited overall 
interference amongst same-dimensional features, and conse-
quently revealed memory advantages for objects. Anecdotal 
evidence was found that memory precision also decreased in 
Experiment 4B. Precision also decreased in all other experi-
ments (Table 1 and Table 2 in the Supplementary material 
show mean parameter estimates for the best fitting model 
in all experiments), although the effect was not significant 
enough to be seen as evidence in the individual Bayesian 
analyses. With that caveat, this potential broader effect might 
be explained as follows: Possibly, we are seeing two differ-
ent types of recall: one being recall of the second feature 
from a discrete memory of the second target, which has a 
relatively high precision, and the second being recall of the 
second feature from a memory of the object including the 
second target, which has a somewhat lower precision. The 
increased probability of recall of the second feature under 
in-object conditions then goes hand in hand with decreased 
precision of second target response as the relative frequency 
of the second type of recall increases. Future research into 
this effect and its background could potentially be of benefit 
to the field.

This account can also explain the larger increase in mem-
ory probability for object features that were a combination 
of color and orientation in Experiment 2, a finding that was 
consistent with Treisman’s feature integration theory (Treis-
man & Gelade, 1980), which suggests that less interference 
should occur when different-dimensional features are main-
tained in memory. In line with this idea, memory advantages 
for objects containing a conjunction of different-dimensional 
features have been found by several studies (Delvenne & 
Bruyer, 2004; Olson & Jiang, 2002; Riggs et al., 2011; 
Wheeler & Treisman, 2002).

Other neurophysiological evidence supporting object-
based representation in memory comes from functional 
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Magnetic Resonance Imaging (fMRI) data. It has been 
shown that brain activity in the parietal cortex correlates 
with object-based representation and grouping of visual 
elements (Xu & Chun, 2007). These authors described 
two stages in visual object processing. The first stage was 
called object individuation and is characterized by atten-
tion-related processing. In this stage, a fixed number of 
objects can be selected, regardless of object complexity. 
This stage was characterized by a linear increase of neural 
activity in the inferior intraparietal sulcus (IPS) up to 4 
items, after which the neural activity reached a plateau. 
In the second stage, which was called object identifica-
tion, objects that were selected in the previous stage are 
encoded and stored with more detail in VWM. The brain 
response during this stage was strongest in the superior 
IPS.

The present results may be related to this two-stage model 
of object perception, as follows. Since the total number of 
items (i.e., three) was likely below the maximum capacity 
of the first object processing stage, they might all be pro-
cessed in this stage, regardless of whether they were per-
ceived as part of an object, or individually. However, being 
able to reproduce object-related (featural) information not 
only requires detecting and attending to the objects, but also 
successful storage of that information in VWM. Therefore, 
the increased probability of the second target feature being 
present in memory when it was part of the object might 
originate in the second stage of object processing, which is 
sensitive to object complexity.

It is also worth mentioning that some of our results appear 
to be compatible with the continuous resource model rather 
than the discrete slots model of WM. These are the two main 
models that have been introduced to explain the nature of 
WM capacity limits. The discrete slots model assumes that 
working memory storage is limited to a number of discrete 
slots, typically three or four (Irwin, 1992; Luck & Vogel, 
1997; Vogel et al., 2001). In this model, once the amount of 
items in WM reaches the limit of these slots, no more items 
can enter memory. Consequently, the discrete slots model 
suggests that the precision of the memory representation 
remains constant when the presented memory items exceed 
the maximum capacity of the slots. On the other hand, the 
continuous resource model assumes that there is no upper 
limit of items that can be maintained in working memory, 
and that memory resources can be flexibly allocated to each 
item (van den Berg et al., 2012). In this regard, the discrete 
slots model predicts fixed precision no matter how complex 
the item is, whereas the continuous resource model predicts 
more variability in the precision of items. In this study we 
found object effects on the probability of having the second 
target in memory. However, we also found some evidence 
that precision differed between object conditions in Experi-
ment 2 and Experiment 4a, which may suggest that there 

is some variability in the precision of the encoded items in 
memory.

Attentional effects

Although both the number of features and objects were 
presumably well under the maximum capacity of VWM, 
recall accuracy was clearly different between the two tar-
gets regardless of object conditions: Accuracy on the sec-
ond target was always (much) lower than that of the first. 
This was expected, firstly because the first target feature 
was also the one to be tested first after the memory display. 
Secondly, in our experimental design, the first target feature 
was always flagged as such, because it appeared in red or 
within a colored circle, to ensure this part of the object was 
always encoded. This made the first target feature salient, 
and likely to draw the focus of attention. The first target 
should therefore have perceptual priority in the encoding 
stage of VWM. Indeed, we hypothesized that such prioritiza-
tion may facilitate the rest of the object as well and result in 
better memory for the second target, when presented within 
the same object with the first target.

The study of Egly et al. (1994) suggested that when atten-
tion is drawn towards one part of the object, it can spread 
within boundary of object, therefore the rest of the attended 
object can be selected automatically. Furthermore, it has 
been argued that perceiving individual parts as an integrated 
object depends on where attention is focused exactly, and 
whether this includes the object structure (Driver & Bay-
lis, 1998; Marr, 1982). Our finding is consistent with such 
an object-based attention account. It must be noted that 
in our study, participants were only required to memorize 
the individual features of orientation or color, so the sim-
ple background shapes (i.e., the objects) that encompassed 
these memory stimuli were not task relevant. The object was 
also never predictive of the second feature to be tested. It 
could be expected that participants might, thus, only attend 
to the task-relevant parts of the object rather than on the 
object as whole. Moreover, by presenting the task-relevant 
parts of the object in fixed locations in Experiment 3, par-
ticipants might even be able to attend more to the locations 
of the features themselves, rather than to the object itself. 
Nevertheless, even under these conditions that rendered the 
object itself completely task-irrelevant, the features in all 
of our experiments were still perceived as part of a bound 
object, as indicated by the presence of the object effect in 
each experiment. This finding suggests that the objects were 
processed at an early stage of visual processing, possibly 
reliant on automatic perceptual grouping (Driver et al., 2001; 
Duncan, 1984; Duncan & Humphreys, 1989; Kahneman & 
Treisman, 1984).

Conversely, a recent study by Chen et al. (2021) inves-
tigated perceptual grouping benefits for features that were 
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either grouping-relevant, or not. While grouping-relevant 
features produced clear benefits, grouping-irrelevant features 
did not, unless both feature and grouping were task relevant. 
The authors concluded that features may be encoded inde-
pendently in VWM, and integrated object representations 
are not automatically generated, but instead depend on the 
task demands. This would seem to be at odds with the object 
benefits that were presently observed, given that our objects 
were always task irrelevant. However, the highlighted first 
feature used in our study may actually have put the object 
as a whole into focus, as argued above, thereby ‘activating’ 
its benefits.

Finally, the current results seems inconsistent with the 
view that attentional prioritization of WM items can occur 
before or after the appearance of object features, even though 
the first target feature clearly benefitted from prioritization 
due to its unique color. Previous studies that showed pre- 
or retro-cue benefits on memory (Bays & Husain, 2008; 
Schmidt et al., 2002) used those cues to draw attention to 
certain memory items indicating that they are more likely 
to be tested. Therefore, the cued item in these studies was 
directly task-relevant information essential to be recalled. 
In Experiment 4 of our study, the features that needed to be 
memorized were always presented together in the same dis-
play, and the object shapes that made them part of the same 
or of a different object either preceded or followed the mem-
ory features. Therefore, the part of the object that was pre-
sented before or after the memory features was not directly 
task-relevant information that participants needed to retain 
in memory, and this object information did not necessarily 
need to be used. Thereby, any encoding of this shape and any 
benefit it might bring would be purely strategic in nature. 
We found that participants were unable to use the object 
shape strategically, to help structure VWM contents either 
during encoding or maintenance, depending on whether the 
object preceded or followed the features. The object effects 
we presently observed, thus, seemed to be driven by pro-
cessing stages that precede the strategic level. However, this 
finding does not imply that memory benefits for objects can 
emerge only with simultaneous perception of visual infor-
mation, or that it is limited to the perceptual/encoding stage 
in all cases. For instance, one previous study found that the 
presentation of objects based on various Gestalt principles 
(collinearity, closure, and similarity) across two sequential 
stimulus displays improved VWM performance (Gao et al., 
2016). In the current study, the complete task-irrelevance of 
the object might have led to it not being selected attention-
ally, thereby precluding any positive effect.

To conclude, in four experiments we presented consist-
ent evidence demonstrating that object-based presentation 
of visual information helped our participants to retain more 
information in VWM, even when the total number of items 
was well below the VWM capacity limit. Recall advantages 

were obtained when combining features from either the 
same or different dimensions into a single object. The object 
benefit seemed to happen automatically at a relatively early 
stage of visual processing, which was indicated by the per-
sistent effect of the object even when participants' attention 
was made to focus more on the location of the features rather 
than on the object surrounding the stimuli, and by a lack of 
evidence for strategic encoding or maintenance.
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