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COMMENTARIES

Too Much Flexibility in a Dynamical Model of Repetitive Negative Thinking?

Marieke van Vugta and Hamidreza Jamalabadib,c

aBernoulli Institute of Mathematics, Computer Science and Artificial Intelligence, University of Groningen, Groningen, Netherlands;
bDepartment of Psychiatry and Psychotherapy, University of Marburg, Marburg, Germany; cNational Center of Affective Disorders,
Marburg, Germany

Mind-wandering is the process of task-independent thought,
or stimulus-independent thought, that occurs almost half of
the time. Given that mind-wandering disturbances are asso-
ciated with a wide range of psychiatric disorders (Marchetti,
Koster, Klinger, & Alloy, 2016), it is critical to better under-
stand how, when, and why it occurs. A particularly import-
ant dimension of mind-wandering for determining its
adaptiveness is how easy it is to disengage from it (van Vugt
& Broers, 2016). Most studies thus far use behavioral experi-
ments and neuroimaging to understand when and how
mind-wandering happens. These studies have consistently
observed that mind-wandering is associated with (i)
decreases in task performance (Smallwood & Schooler,
2015); (ii) decoupling from the environment; and (iii) the
activation of brain regions associated mostly with the default
network (Poerio et al., 2017; Zhang et al., 2022) as well as
hippocampus (Faber & Mills, 2018) and prefrontal cortex
(Fox, Spreng, Ellamil, Andrews-Hanna, & Christoff, 2015).

There are extensive theories of the mechanisms underly-
ing mind-wandering (for a recent review see Christoff,
Irving, Fox, Spreng, & Andrews-Hanna, 2016). An issue
with these theories that are described in words is that they
cannot sufficiently constrain predictions (van Rooij, 2022)
because they make only qualitative predictions that can be
mapped onto measurements in different ways (Borsboom,
van der Maas, Dalege, Kievit, & Haig, 2021; Fried, 2020).
Making precise predictions requires tools, such as computa-
tional modeling. Thus far, however, there are limited
attempts at building computational models of mind-wander-
ing (Ciaramelli & Treves, 2019). An example is a model that
Taatgen et al. (2021) developed in the Adaptive Control of
Thought-Rational architecture (Anderson et al., 2004), which
is based on the idea that mind-wandering and performing a
task are in direct competition for the same cognitive resour-
ces. When mind-wandering takes over, task performance is
relegated to habitual responding, which tends to lead to
more errors. Response times become more variable because,
at the time of stimulus appearance, the system is busy with
the mind-wandering process. This model could adequately
account for both the patterns in behavioral data and self-
reported mind-wandering (van Vugt, Taatgen, Bastian, &
Sackur, 2015).

A particularly interesting domain for studying mind-wan-
dering is repetitive negative thinking in depression. In an
early study, Watts and Sharrock (1985) showed that
depressed patients had an increased number of distraction
occurrences during reading. Hoffmann, Banzhaf, Kanske,
Bermpohl, and Singer (2016) showed that participants with
depression mind-wandered more during a sustained atten-
tion task and that their thoughts were more negative, self-
focused, and related to the past. Also in everyday life,
Ottaviani et al. (2014) showed more negative thinking,
which was also more difficult to disengage from. Smallwood
et al. (2003) showed that rumination was associated with
mind-wandering that was more preoccupied with the self.

The computational model of mind-wandering by Taatgen
et al. was also able to capture differences between depressed
and healthy individuals by assuming the mind-wandering
process had become “stickier” during repetitive negative
thinking (Joormann, Levens, & Gotlib, 2011). This increased
stickiness made it more difficult to return to the task (van
Vugt & van der Velde, 2018). Such a model has predicted
decreased accuracy on a sustained attention to response task
(van Vugt & van der Velde, 2018), decreased ability to
remove negative stimuli from working memory (van der
Velde & van Vugt, 2018) and increased persistence in recall-
ing negative stimuli in a free recall task (Gupta et al., 2022).

Amir and Berstein (this issue) present an alternative
approach to modeling mind-wandering and repetitive nega-
tive thinking based on dynamical systems. This model seeks
to explain when thought is more freely moving and when it
is constrained (Christoff et al., 2016). The model consists of
a set of differential equations that describe the dynamics of
affect and representations in working memory. The repre-
sentations in working memory are subject to selection biases
and modulation by contextual demands. While selection
biases are primarily driven by emotions, contextual demands
reflect the idea that in certain contexts, such as a cognitively
demanding experiment, attention may be driven more
toward the task than to task-irrelevant stimuli. Indeed, they
show that in a 2.5-min simulation, negative affect gets more
of a chance to grab attention during a period of low task
demands than during a period of high task demands.
Critically, the negative thoughts become repetitive and
“sticky” partially due to the limited capacity of working
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memory. Assumed to have a constant capacity of five items,
the affect is assumed to be the average of the valence of the
items in working memory, and therefore, increasing working
memory capacity leads to higher chances of repetitive nega-
tive thinking. This happens because the occurrence of one
negative thought biases the next iterations of attention that
have access to the working memory contents (now five
items). They also examine the effect of individual differences
in cognitive reactivity, where higher cognitive reactivity is
associated with an increased tendency for repetitive negative
thinking. As such, this model describes how the dynamics of
thinking is affected by different variables.

The model proposed by Amir and Bernstein is, as they
themselves indicate, a formal model, but not a data model.
This means that it is designed to replicate a general pattern
of behavior across a range of different contexts and parame-
ters, but not to capture detailed behavioral patterns quanti-
tatively. It also means that compared to models used in
quantitative psychology, such as the drift diffusion model
(Ratcliff, 1978; Ratcliff, Smith, Brown, & McKoon, 2016) or
the generalized context model (Nosofsky, 1991), the model
is relatively unconstrained. This has its challenges. It is
known that by slightly changing the shape of the equations,
the dynamics of the model could be dramatically changed
(Borsboom et al., 2021). For instance, Robinaugh, Haslbeck,
Ryan, Fried, and Waldorp (2021) showed that changing a
linear to a sigmoid function in a dynamical system of panic
attacks with only three variables can fundamentally change
the response of the model to external and internal stressors.
The same applies to the model proposed by Amir and
Bernstein. For instance, the distribution from which the
selective bias to negative representations is drawn is an ex-
Gaussian and is filtered through a non-linear tangent hyper-
bolic function but changing it into for example a normal
distribution would dramatically reduce the variance of the
values that are drawn, and this could mean that attention
switches much less frequently.

Similar questions could be asked about the mathematical
model used to model the interrelationship between context
and internal attention, as well as the ratio of negative task-
unrelated thinking and attentional bias. As such, it is
important to examine how the model’s behavior changes
across the full parameter space. This will allow us to deter-
mine how much of the patterns shown in Amir and
Bernstein are the natural behavior of the model, and how
much it depends on the specific tuning of parameters. For
instance, we notice that across a wide range of parameters
and simulations, attentional bias and affect are strongly cor-
related (r> 0.9) which could potentially indicate redundancy
in the model. Beyond the considerations regarding the
model structure, we notice that the model offers a high level
of flexibility due to the large number of parameters
involved. Indeed, such a high level of flexibility makes the
model in its current form less suitable for providing explan-
ations of existing data. The reason that the model is less
useful for explaining existing data is that given the high
flexibility of this model, it can generate many different
behavioral patterns (Pitt et al., 2006). Together, this means

it is at present difficult to falsify the model, apart from using
preregistered studies. Below we will make some suggestions
for adapting the model itself such that it can be more easily
adapted and improved based on experimental data and pre-
cise numerical predictions.

An exciting area of improvement to bring the model
closer to empirical data, as suggested by the author, is to
focus on individual differences. For example, it is known
that different people have different working memory capaci-
ties (Conway & Engle, 1996), which could impact rumina-
tive thinking (Wanmaker, Geraerts, & Franken, 2015). As
discussed above, interestingly, the current model makes the
counterintuitive prediction that larger working memory cap-
acity is associated with more ruminative thinking, which is
inconsistent with existing evidence (e.g., Pe, Raes, &
Kuppens, 2013). Another possible source of data consists of
brain data that track (ruminative) mind-wandering over
time. For example, Jin, Borst, and van Vugt (2019) have cre-
ated a machine learning classifier that can predict when a
person is mind-wandering, and Kaushik et al. (https://psyar-
xiv.com/89tx3/) have extended this to “sticky,” ruminative
thinking. Such data could give a temporal evolution of
rumination in different contexts, which could be matched to
simulations, such as the one provided by Amir and
Bernstein of low vs. high task demands.

Apart from examining how the model adapts to individ-
ual data, it is important to explore how its behavior develops
over different time scales (i.e., seconds through weeks). The
current model has only been applied to a period of 300 s
(5min). Within the context of a cognitive task, that is very
short, comprising only a few trials. In fact, during mind-
wandering experiments, a class of experiments that is very
relevant to this model, thoughts are sampled only once every
minute or so (Smallwood & Schooler, 2015), which means
that the model could only capture five of such thought
probes (although obviously, many more thoughts take
place)—a very limited period of behavior. Our previous
work has demonstrated that over the course of 1 h of doing
this task, there are appreciable fluctuations in off-task think-
ing, with on average an increase in off-task thinking as the
task proceeds (Jin et al., 2019). Rumination more broadly
tends to change on the time scale of days and weeks
(Connolly & Alloy, 2017). The fact that this model is a
dynamical system, rather than a task-focused algorithm gives
it the possibility to examine its dynamics across a multitude
of time scales. This results in the exciting possibility to
examine how changes in thinking on one time scale, e.g.,
across a task, affect the thinking on a different time scale,
e.g., across days as measured with ecological moment-
ary assessment.

Another interesting application of the model by Amir
and Bernstein is to examine the effects of meditation or
other interventions on maladaptive mind-wandering. If these
interventions can be claimed to impact specific cognitive-
affective operations that are within the scope of the model,
corresponding predictions for how it changes ruminative
thinking could be made. A particularly exciting prospect is
the idea of predicting the occurrence of such ruminative
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thinking on several time scales. While the model of van
Vugt and van der Velde (2018) could make predictions of
ruminative thinking on the time scale of a cognitive task,
and a meditation model has been created as well (Moye &
van Vugt, 2021), it cannot make predictions on the time
scale of days or weeks–something which the model by Amir
and Bernstein could potentially do.

Furthermore, since the model by Amir and Bernstein is
operationalized using the dynamical systems theory, the
effect of interventions on the model could be mathematically
informed and studied using network control theory (Tang &
Bassett, 2018). Specifically, control theory could determine
boundaries, conditions, and the extent to which the theory-
implied behavior of mind wandering model could be chal-
lenged based on an intervention based on a mathematically
principled framework (Henry, Robinaugh, & Fried, 2022).
Such a possibility to inform and study interventions would
provide a unique possibility for improving both the model
and the interventions at the same time. Furthermore, one
could use such an iterative process to automate the improve-
ment of the model. While little work has been done in this
area, recent developments in data-driven non-linear system
identification allow to infer the equations that best describe
the observations only based on experimental data (Brunton,
Proctor, & Kutz, 2016b). Built based on sparsity promoting
techniques, these approaches enable learning arbitrary com-
plex interactions based on available data on constrained,
unconstrained, and intervention studies to improve the
models, enhance the accuracy of the models but also poten-
tially reduce the number of components as they explicitly
favor parsimonious interactions (Brunton, Proctor, &
Kutz, 2016a).

In short, we believe the model proposed by Amir and
Bernstein is a great attempt to turn a descriptive, verbal the-
ory into a computational theory that can describe how
repetitive negative thinking arises, and on what factors it
depends. It relates major putative cognitive processes
engaged in mind-wandering within a dynamical systems
framework and can make numerical predictions. Having
said that, the model does have substantial flexibility, which
means it can be easily adapted to explain many different
data patterns in a post-hoc manner. We suggest that on the
one hand, clearer connections are made between the model
and measurable quantities, and on the other hand, that
state-of-the-art method are used to parametrize the compu-
tational theory. Together, this will ensure that the model can
make testable predictions across different time scales, and
potentially also for the effect of different interventions to
counter repetitive negative thinking. More importantly, such
applications could potentially allow this model to be usable
in clinical practice.
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