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ARTICLE INFO ABSTRACT
Article history: This paper is devoted to an investigation of blow-up phenomena occurring in high-
Received 18 August 2020 contrast fiber-reinforced composites. When the distance between perfect conductors
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' or between the conductors and the matrix boundary tends to zero, the electric
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field may appear blow-up. The major objective of this paper is to give a precise
description for the singular behavior of such a high concentration in the presence of

Keywords: k . X S N

Asymptotics Cl%-inclusions with extreme conductivities. Our results contain the boundary and
Concentration interior asymptotics of the concentrated field in all dimensions. In particular, the
Blow-up blow-up factor for each dimension is accurately captured.

Composite © 2021 Elsevier Inc. All rights reserved.

1. Background

This work is concerned with studying the asymptotic behavior of the electric field concentration in the
thin gaps between inclusions or the narrow regions between the inclusions and the external boundary. We
focus on high-contrast fiber-reinforced composite materials when the concentrated field of inclusions is close
to maximal, which means that the distance between neighboring fibers or between the fibers and the matrix
boundary is much smaller than their sizes.

Initially our interest is motivated by the issue of material failure initiation. It is well known that elliptic
equations with discontinuous coeflicients can be used to describe heterogeneous media with fibers close to
touching. Stimulated by the great work [6,20,35] on damage analysis in composite materials, there has been
a long list of literature, beginning with [12,32,33], on gradient estimates for solutions of elliptic equations
and systems with piecewise coefficients. The estimates in [32,33] depend on the ellipticity of the coefficients.
When elliptic constants degenerate to infinity, we consider a mathematical model of a composite of a
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homogeneous medium in which perfectly conducting inclusions are close to touching or the inclusions are
nearly touching the matrix boundary. The key quantity of interest in describing the singularities of the
concentration is the blow-up rate of the gradient of a solution to the perfect conductivity problem. Denote
by e the distance between two inclusions or between the inclusions and the external boundary. In the
close touching regime, Ammari, Kang and Lim [3] were the first to show the blow-up rate of the field
is e=1/2 for two circular fibers in two dimensions by constructing a lower bound on the gradient and
then the authors, collaborated with H. Lee and J. Lee, proved its optimality in [4]. Subsequently, many
mathematicians made use of different methods to demonstrate that the blow-up rate of the gradient of a

~1/2 in two dimensions, |¢Ing|~! in three dimensions, and

solution to the perfect conductivity problem is &
e~! in dimensions greater than or equal to four. See Bao, Li and Yin [8,9], as well as Lim and Yun [34], and
Yun [37,38].

Further, for the purpose of driving the development of numerical approaches to multiscale problem, it
is critical to give a precise characterization for the singularities of the concentrated field. Kang, Lim and
Yun [21,22] established an asymptotic formula of the gradient for two circular inclusions in two dimensions
and spherical inclusions in three dimensions, respectively. Ammari et al. [2] used the technique of disks
osculating to convex domains to generalize the result in [21] to the case when inclusions are strictly convex
domains in two dimensions. Recently, Li, Li and Yang [28] gave a sharp description of the electric field in
dimensions two and three for two arbitrarily 2-convex inclusions and explicitly revealed the effect of relative
principal curvatures of inclusions. When the relative curvature of inclusions degenerates to zero, that is, we
consider m-convex inclusions with m > 2, Li [31] extended the asymptotics in [28] to the case of m-convex
inclusions in dimensions two and three and captured a blow-up factor different from that in [28]. Recently,
Zhao [39] established a boundary asymptotic formula of the concentrated field for m-convex inclusions and
the boundary data of k-order growth in all dimensions and showed that this type of boundary data can
strengthen the singularity of the electric field. Additionally, it is worthwhile to mention that for core-shell
geometry with circular boundaries, Kim and Lim [25] derived an asymptotic formula of the potential function
by using the single and double layer potentials with image line charges. For high-contrast composites with
the matrix described by nonlinear p-Laplace equation, Gorb and Novikov [18] utilized the method of barriers
to obtain a qualitative characterization of the concentration. For more related results and for an extensive
bibliography we also refer to papers [1,5,7,10,11,13,14,16,19,23,26,29,30,36] and references therein.

In the present work, we consider the following two situations: when one inclusion is very close to touching
the external boundary and when two inclusions are very close but not touching. This paper is based on
the work [15] completed by Chen, Li and Xu, where they used De Giorgi-Nash estimates and Campanato’s
approach to create an adapted version of the iteration technique with respect to the energy in the presence
of C1-*-inclusions and then established the optimal gradient estimates of the concentrated field. It is worth
emphasizing that they overcome the difficulty that the constructed auxiliary function is not smooth enough
to apply the W?2P-estimates as in [30] for the case of C?*-inclusions. Moreover, this paper, as a continuation
of [28,39], extends the precise characterization of the electric field for C*“-inclusions there to C1:®-inclusions
here.

The outline of this paper is as follows. We establish the boundary asymptotics of the concentrated field
in Sections 2-5 and the interior asymptotics in Sections 6-7. Specifically, in Section 2, we first list our
main results of the boundary asymptotics and then use the linear decomposition (2.14) below to reduce the
original problem to establishing the following three types of asymptotic expansions, that is, (i) asymptotics
of Vi, i = 0,1 in Section 3, where v; and vy solve the following equations (2.5) and (2.12), respectively;
(#3) asymptotic of the blow-up factor Q[¢] defined by (2.13) below in Section 4; (iii) asymptotic of the
energy fQ |[Vo1]? in Section 5. In Section 6 we state the interior asymptotic results in Theorem 6.1 and then
complete its proof in Section 7.
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2. The boundary asymptotics for the perfect conductivity problem
2.1. Governing equation

Consider a bounded domain D C R™ (n > 2) with its boundary being of C1'® (0 < a < 1). Assume that
there is a C**“-subdomain D7 inside D such that D} touches the external boundary D only at one point.
By a translation and rotation of the coordinates, if necessary, we let

aD;NoD ={0'} cR", Dc{(2',2,) € R"| 2, > 0}.

Here and below, we use superscript prime to denote (n — 1)-dimensional domains and variables, such as B’
and z’. After translating Dy by ¢ along x,-axis, we have

Dj = Dj + (0, ¢),
where € > 0 is an arbitrarily small constant. For simplicity, denote
D1 = Di and Q:D\Bl

In this paper we first consider the following boundary value problem:

Au =0, in D\ Dy,
u = Cl, in Ela
o _ (2.1)
aD;y ov |+ )
U=, on 0D,

where the free constant C4 is determined later by the third line of (2.1) and

Ou — lim u(z +vr) — u(:v)
ovly 120 T

Here and below v represents the outward unit normal to the domain and the subscript + indicates the limit
from outside and inside the domain, respectively.

We further describe our domain. Suppose that there exists a small constant R > 0 independent of &, such
that the partial boundaries of 9D and 0D near the origin can be represented as follows:

Tn=€c+hi(2)) and =, = h(z'), x' € Bhp,
where h; and h satisfy that for 5 > 0,

(A1) (') = h(a') = A2'['+* + O(|2'|'+o+F),
(A2) |Vorhi(2)], [Varh(a')] < ma 2’|,
(A3) |hllora(sy,) + [IRllcrasy,) < ke

For 2/ € By, 0 <t < 2R, define

Q) ={z e R" | h(z) <xp <e+h(2'), |2/ 2| <t}.

For simplicity, we let €; be the abbreviated notation for the domain €;(0’) in the following. Construct two
scalar auxiliary functions u € C1*(R™) and 1 € C1(R™) satisfying that 4 = 1 on 0Dy, 4 = 0 on D and
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_ Xy — h(a’ . _
u(x) = o h1<x/) — h(.’L")’ in Qopg, ||UHCI,Q(Q\QR) <C, (2.2)
and wy = 0 on 9Dy, uy = ¢(x) on D, and
1_10 = w(m’,h(m'))(l — ’17,), in QQR, ||17’0HC1’0(Q\QR) S C||(p||01,a(8D). (23)

To simplify notations, we denote

I',=I'(1- ! T ! ,
1+« 1+«

where T'(s) = O+°O ts~le~tdt, s > 0 is the Gamma function. Denote by w,_; the area of the surface of unit
sphere in (n — 1)-dimension. For (2/, x,,) € Qag, denote

5(z") :=e+ hi(z") — h(z'). (2.4)

Note that in the following the universal constant C' or order O(1), whose values may vary from line to

line, depends only on A, k1, ko, R and an upper bound of the C*® norms of D; and D, but not on e. For
the sake of simplicity, we let ©(0) = 0. Otherwise, we replace u by u — ¢(0) throughout the paper.

2.2. Main results

To derive a precise characterization for the gradient of a solution to the perfect conductivity problem
(2.1), the key issue lies in calculating the energy of the harmonic function v defined by the following

Av; =0, in D\ Dy,
v = 1, on 0D, (2.5)
V1 = 0, on 0D.

That is,

Theorem 2.1 (The energy). Assume that D1 C D CR™ (n > 2) are defined as above, conditions (A1)-(A3)
hold. Let vy € HY(D \ Dy) be the solution of (2.5). Then, for a sufficiently small ¢ > 0,

(i) forn =2,
B
J (14 a)ATH= 1+01)ema|lne|, 0<a<p;

(i) form >3,

a2(17a)
g2ra)ita)?

2 2 o? i _
/|V'U1| :/‘V@’“ +O(]_) c 2T (1?2 min{l+a,2 oz}7 n=4,
2
Q Q 52(2+o(f)(1+a) , n > 57

where v satisfies



X. Hao, Z. Zhao / J. Math. Anal. Appl. 501 (2021) 125201 5

Av; =0, in D\ Dj,
v =1, on 0D7 \ {0}, (2.6)
v =0, on 0D.

Denote Q* := D\ Dj. We define a linear functional with respect to ¢,

ovg
* 0
— 2.7
Q [SD] 8V ) ( )
aD*
where v is a solution of the following problem:
Avg =0, in Q*,
vy =0, on 0D7, (2.8)
vy = (x), on dD.
For the order of the rest term, we denote
. 8 (1-—a)a
e e 3mre ) a>fp, n=2,
(l—a)a
g20@+a) O0<a<p, n=2
a2(1—a
Te =4 g2(2Fa)(1+a)? n=3, (2.9)
(12 H
er@rmarmz Minllra2—al
o2
£IEFTD) n>5.

Theorem 2.2. Assume that D1 C D C R™ (n > 2) are defined as above, conditions (Al)-(A3) hold. For
o € CH(dD), let u € H'(D;R™) N CL(Q;R™) be the solution of (2.1). Then for a sufficiently small ¢ > 0
and x € QR; Zf Q* [90] # 0;

(i) forn=2,
14+« /\1‘*%CX * =T _ _loa
v = BTG | ory)erts v+ Vi + 03 lpllcr oy
(#) forn >3,
vu= L4 04V + Vi + 0(1)5 T 2.10
U—f Wvﬂg( + O(re))Vu + Vg + O(1) leller oy, (2.10)
Q*

where u and ugy are defined by (2.2) and (2.3), respectively, § is defined by (2.4), Q*[p] is defined by
(2.7), v} solves (2.6) and r. is defined in (2.9).

Remark 2.3. Let o € C1*(9D) satisfy that p(0) = 0, ¢ # 0 and ¢ > 0 on dD. For example, take ¢ = |2/| T
on 9D. We now claim that this type of boundary data can make Q*[p] # 0. Recalling the definition of Q*[¢]
and using integration by parts, we obtain that Q*[p] = — faD\{o} %Lljcp. Then applying the Hopf Lemma

for vy, we have %—f < 0. Since ¢ £ 0 and ¢ > 0 on dD, we then obtain that Q*[p] # 0.

’8D\{0}

Remark 2.4. It is worth mentioning that in contrast to the boundary asymptotics of [39] in the presence
of m-convex inclusions for m > 2, the blow-up factor Q[¢] here can’t strengthen the singularities of the
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concentrated field for any boundary data ¢. In addition, we improve the upper and lower bounds of the
gradient in [15] to the exact asymptotic expansions here and below.

Remark 2.5. We would like to remark that the major singularity of |Vig| lies in |0,u0| = 7'%1&?@2)‘ <
Clz’ p - . 1 o .
—‘Zﬂ"i,‘"ﬁym and is thus no more than ¢~ T+« on the cylinder surface {|2'| = 51+1a} N Q. Similarly, the

1

singularity of |Va| is determined by 0, u = x,‘1+a+1o(|$,|1+a+ﬁ) with its greatest blow-up rate £~

e+
arriving at the (n — 1)-dimension sphere {|z’| < 51%&} N Q. Then in view of the linear decomposition (2.14)

below, we see from the asymptotics of Vu in Theorem 2.2 that the greatest blow-up rate arises from the

1

first part %Vi}l of (2.14) with its blow-up rate being £~ T+% in two dimensions and ! in dimensions
Q

greater than or equal to three.

Remark 2.6. If n > 3, since the energy degenerates to no singularity, we can obtain the same asymptotic
result as (2.10) for more general C1:®-inclusions as follows:

A2/ [ < hy — b < Xof2!|', in Qag,
where A1 and Ay are two positive constants independent of &.
As shown in [30] and [39], we have a linear decomposition of the solution u to problem (2.1) as follows:
u(z) = Civy(z) + vo(z), in €, (2.11)

where vy is defined by (2.5) and vy solves

Avg =0, in D\ Dy,
v = 0, on 9Dy, (2.12)
v = p(x), on 0D.

Analogous to (2.7) and (2.8), we introduce a linear functional with respect to ¢ as follows:

8’[10
= —_—. 2.13
Ql= [ S (213)
oD,
From the third line of (2.1) and (2.11), we get
81}1 81}0
C — — =0.
! ov + / ov
oDy oDy
Then it follows from integration by parts that
QL]
Vuy=+———-7-V V. 2.14
u fQ |Vvl\2 v1 + Vg ( )

3. Identification of the leading terms

Before expanding Vv, with respect to the distance e, we first state a result with its detailed proofs seen

in [15].
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Theorem 3.1. Let Q be a bounded domain in R™, n > 2, with a C1* (0 < a < 1) boundary portion T C 9Q.
Let w € HY(Q)NCYQUT) be the solution of

{Aw =divf, in Q,

w =0, on I,
where £ € CY(Q;R™). Then for any domain Q' CC QUT,
[wllcr.eqy < ClllwllL= (@) + [fla.@);
where C' = C(n,a,Q’, Q).

Here, the Holder semi-norm of £ = (f1, f2, -+, f») is defined by

[flo.g := max sup |fiz) = fily)|
T dsisngye  lr—yl*

Remark 3.2. Theorem 3.1 actually improves the classical C*® estimates [17] in the setting with partially
zero boundary condition, which plays a key role in the iteration scheme with respect to the energy.

We now demonstrate that Vg is the main term of Vuy.

Theorem 3.3. Assume as above. Let vy be the weak solution of (2.12). Then, for a sufficiently small e > 0,

Voo = Vg + 016”7 ([e(', ()| + 67 ellerop)).  in D, (3.1)
and

Vol Lo @\ar) < Cli@llora(ony,
where ug is defined by (2.3).
Remark 3.4. Since ¢ € C1(dD) and (0) = 0, we can further refine the result (3.1) as follows:
Vg = Vg + O(1)]¢llcrap)-

Proof of Theorem 3.3. From hypotheses (A1)-(A2), we deduce that for 0 < s < ———L —§7+a

8y max {1\~ T+a }
[Vio]a,0,) < C (|80(Z/a h(z'))5™ e + ||<P||Cl(aD)5_1> st (3.2)
To simplify the notation, we use [|¢||c1 to denote |¢[/c1(opy in the following. Define
W 1= Vg — Up. (3.3)
Step 1. Proof of

IVwol| (@) < Cligllor (3.4)
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From (3.3), we see that wq solves

{Awo = —le(v’&O), in Qv (35)

wy = 0, on 0f).

Picking the test function wy in equation (3.5) and integrating by parts, it follows from (2.3) and Opnto = 0

in QR that
/|VU}0|2 = — / VﬂQVUJQ - /Vx/ﬂovwlum - / woﬁnaoyn
Q

2\Qg On |2’ |=R,
h(z")<zp<e+hi(z')

<[ Vol L2\ am [ VwollL2@@ar) + I Vartiol| L2 (p) IVarwoll L2 ()

+ / Cliellonomwol

|2’ |=R,
h(z') <z, <e+hi(z')

<Cllellcr lwoll 20,

where in last line we use the Sobolev trace embedding theorem as follows:

/ |wo| < C / | Vw2 da

la’|=R, 12489753
h(z")<zn<e+hi(z')

=

Thus,

[Vwo|l 20y < Clligllor

That is, (3.4) holds.
Step 2. Proof of

[ 1Vwolds < 055 (jol )P + 87 ) (36)
Qs(z")

where ¢ is defined by (2.4). For 0 < t < s < R, let n be a smooth cutoff function such that n = 1 if
|/ — 2| <t,n=0if [t/ =2/ >s5,0<n<1ift < |2/ — 2| < s, and |V < 2. Observe that wy also
satisfies

_A’wo = diV(VﬂQ - (Vﬂ())ﬂg(z,/))7 in QQR, (3 7)
wo =0, on I‘QiR, .
where
_ 1 _
(Vig)a, (=) = OREa] Viig(z)dx.

Qs(2)

Taking the test function wgn? in (3.7) and integrating by parts, we obtain the following iteration formula:
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C
/ |Vw0|2d1: S (S — t)2 / |1U0|2d1' + C / |Vﬁo - (Vﬂo)gs(zl)\Qda:.
Qi (2) Qs(z") Qs (2")

For |2/| < R, 6(z') < s < %max{aw;a, |2’|}, we have 6(5/) < d(x') < Co(2') in Q4(2"). Since wy = 0 on
I'z, we deduce that

lwo|? < Co? / |Vwol?, (3.8)
Qs(2") Q,(z")

and due to (3.2), we have

/ Vg — (VﬁO)QS(z’)Fd‘T

Q,(z)
< Cs™ TR (|p(2 h(2) 2 + 074 || 20). (3.9)
Denote
F(t):= / |Vwol?.
Qi (2)
From (3.8)—(3.9), we derive
C(S 2 3+ 2
P < (52;) FG)+ 06 ol 1P+t o), (3.10)
where ¢ and C' are universal constants.
Pick k = 452+€¥+>} +1and t; =6+ 2c¢id, i =0,1,2,--- , k. Then, (3.10), together with s = ¢;41 and

t =t;, leads to

F(t:) < 1 F(tign) + C(i + 1) (o2, h(=))P + 675 g2 )

A~ =

It follows from k iterations and (3.4) that for a sufficiently small € > 0,
F(t) < O™ (Jo(#', h(=)? + 67 ]2 ) -

Thus, (3.6) is proved.
Step 3. Proof of

[Vwo| < O35 (e, h(x')] +675 [ellcron)),  in Qr. (3.11)
We first make a change of variables in Qs(2’) as follows:
o — o = (57/,
Tn = 0Yn,

which turns it into @)1 of nearly unit size, where, for 0 < r <1,
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1 1
gh(éy’ +2) <yn < ‘i —hi(8y +2'), [v] < r} ,

r = R"
Q {ye 575

with its top and bottom boundaries denoted, respectively, by

Ej:{yERn Yn

_ € 1 / / /
—5+5h1(6y +2), |y|<7‘}7

and

1
¥, = {y ER" |y, = gh(éy' +2'), ly'] < r} .
For y € @1, write
Wo(y'syn) = w(0y' +2",0yn), Vo', yn) = 1o (6y" + 2, 0yn).

From (3.5), we see that W satisfies

AWy = —div(VVp), in Qq,
Wy =0, on Eli.

Step 3.1. We first utilize De Giorgi-Nash approach to establish the L>° estimate of W as follows:

Wollz@i/2) < CUWollz2(@u) + [VVola@u)- (3.12)

For 6 > 1, N > k > 0, we define a function H € Cl([k oo)) such that H(t) =t% — kP for t € [k N] and

H is linear for ¢t € [N, 00). Let ¢ = Wy +k and v = fk |H'(s)|ds. Pick the test function n%v, where

the smooth cut-off function 7 satisfies that for % <r < ro <1,n=1for |y| <7y, n=0for |y| > ry, and
V| < =

In light of the fact that G(s) < G'(s)s and VW, = Vi when v = G(¢) > 0, it follows from integration
by parts and Young’s inequality that

/QG%NWM<C/WMG’1ﬁ+C/

Q1

Set k = ||[VVo|l£a(q,) for ¢ > n. From the definition of G and the Holder inequality, we have

IV H ()1 22(q,) < CIVRH ($)YlI72(q,) + ClinH (@ )¢H2 ETR (3.13)

By virtue of the interpolation inequality, we obtain that for any 7 > 0,

InH W)l o, < TInB G any o+ O InH )0 220 (3.14)

where 7 € (2,q) for n = 2 and 7 = n for n > 2. Since nH(¢)) € H(Q1), it follows from the Sobolev
inequality that

InH @)l C(nVH)| 2@ + 1HW)VnllL2(q,))- (3.15)

2(Q)

Substituting (3.13)—(3.14) into (3.15), we obtain
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[nH ()

nH' (Y)Y 2(qQy))

2

e / VP (H ()0 + H2 (1))
Q1

i < ! i ~aw
I, s, SCOIMH W o, + O

For a small constant 7 > 0, we have

2

InH@, 25, o, <C | [ r @R+ [ [waPa @pr + #2w) )|
Q1 Q1

Il 2n,
L2 (Q

where C'= C(n, q). Further, by letting N tend to infinity, we obtain

=

Bl an <C / 24 |Vn?)p??
(|73 ”Lm(Ql)_ 6 (0" + [Vn|*)y
o)

Denote x = ="5. Recalling the definition of 7, we have

cp

o —T1

Bt
1l L26x(q,,) < ( ) ¥l 26 (q.,)-

1

Thus, we iterate by 8 = x’ and r; = 3 + 52+, i=0,1,---,
o\ b
H1/1||L2X7:+1(QTH1) < (m) ||¢|‘L2X"’(Q”) < (CX)= Yl L2(qu)-
By letting ¢ — oo, we obtain
[l Lo (@, ) < CllYlL2(qQu)s

where C' = C(n,q,Q1). In view of the definition of ¢, we have

IWo (@12 < CUWollz2(@n) + IV Vollzagoy))- (3.16)
By replacing Wy by —Wj, (3.16) also holds. Consequently,

Wolle=(@.,2) < CUIWoll2(@) + IVVollLa@u))-

Observe that W, also solves
AW, = div(VVo — (VV)o, )-

Arguing as before, we obtain

[WollLe(@,,2) <CUIWollz2@u) + IVVo = (VVO) @i lla(ay))
<C([WollLz(@.) + [VVola,qu)-

Step 3.2. By making use of Theorem 3.1, the Poincaré inequality and (3.12), we have
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[VWollz (@, ,0) < CUIVWOlL2(@)) + [VVoa,:)-

Then rescaling back to the original region Q5(z’), we derive

Cqn e
||Vw0||Loc(Qa/4(z/)) S g (51 2 ||Vw0||L2(Q§(Z/)) + (51+ [VUO]%Q(;(Z/)) . (317)

Substituting (3.2) and (3.6) into (3.17), we obtain that (3.11) holds. On the other hand, it follows from the
standard interior estimates and boundary estimates for the Laplace equation that

[Vvoll Lo @\0r) < Cllellcreon).-
Thus, Theorem 3.3 is proved. 0O
Applying Theorem 3.3, we have

Lemma 3.5. Assume as above. Let vi € H'(Q) be a weak solution of (2.5). Then, for a sufficiently small
e >0,

Vo, = Vi+O0(1)§ =,  inQg, (3.18)
and
Vo]l Lee@\0r) < C.
4. Expansion of the blow-up factor Q]
In this section our major goal is to give an expansion of Q[p] with respect to € as follows.
Lemma 4.1. Assume as above. Then, for a sufficiently small € > 0,
Qlel =Q"l¢l + O llgllor omye "),
where Q*[p] and Qp] are defined by (2.7) and (2.13), respectively.

Proof. Recalling the definitions of Q[y] and Q*[¢] and integrating by parts, we have

o 87}1

.
[ Ov}

Qlel= | 5, ¢@), Q= | 5 e@),
oD oD
where v; and v} satisfy (2.5) and (2.6), respectively. Thus,
* o a(vl - UT)
R ]

Observe that the unit outward normal v to 0D is given by

/ —
V= (Vo (), —1) for x € Qpg.

1+ [Veh(a)?

It follows from (A2) that fori=1,--- ,n—1,




X. Hao, Z. Zhao / J. Math. Anal. Appl. 501 (2021) 125201 13

il <Cla'|*, |val <1, inQg. (4.1)

For 0 < r < R, denote

|="|<r |z’ |<r

1
C, = {x eR™| |2'| <, 3 min h(z') <z, <&+ 2 max hl(x')}.

We next divide into two steps to estimate the difference between Q[y] and Q*[¢)].
Step 2.1. Note that v; — v} solves

A(vy —v7) =0, in D\ (D;UDs),
vy —vy =1—v}, on dD;\ D3,
vi —vf=v1—1, on D7\ (D1U{0}),

vy —v] =0, on 0D.

We first estimate |v; —vj| on (D1 UD7T)\Cev, where 0 < v < 1/2 to be determined later. For z € D1\ D,
it follows from the definition of v} that

lv1 —vf| = o] (2/,2p — ) — v (2/,2,)| < Ce. (4.2)
From (3.18), we see that for z € dD; \ (D1 UCev),
vy —vf| < Cel=(Fa)y, (4.3)
Introduce an auxiliary function @* such that @* =1 on D7 \ {0}, @* = 0 on 9D, and

Ln — h(l'/) : * —x%
= @) iy e Wleenay <

—k

where QF := Q* N {|2'| <7}, 0 <r < 2R. From (A1)-(A2), we derive that for x € QF,

C Ce
Vae(u—u")| < —, |Oh(u—u")| < . 4.4
| (u u )‘ = |I‘/| ‘ (u u )| |$l|1+a(€+|$,|l+a) ( )
Applying Theorem 3.3 to (2.6), it follows that for z € Q7
* —% C
V(o] —u")| < Eah (4.5)

|0 (v1 = v1)| <[0n(v1 — @)| + |On (@ — w")| + |00 (v} — u”)]
1

1

This, in combination with v; — v} = 0 on dD, reads that

(01 = v} (@, 2n)| =[(01 = v]) (@, 2n) = (01 = v]) (2", A(2")))]

<C(et=(Hy 4 gom), (4.6)
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Making use of (4.2)—(4.3) and (4.6) and choosing v = we derive

_1
2+

lvy —v}| < Cer¥a,  on 8(D\(D1UD{UC62%&)),

which in combination with the maximum principle yields that

jor —vf| < Ce¥*a, i D\ (DiUD;UC_ 1 ). (4.7)
In view of (4.7), it follows from the standard interior and boundary estimates that Wl(%a) <y< ﬁ,
V(v —o7)] < Ce+®¥ == ondD \C U
£ [e3
Therefore,

O(vy — oY)

out| .__
A= v

dD\C 1

- p(@)| < CllgllL=(opye T 77w (4.8)

PRl
Step 2.2. We now estimate the remainder as follows:

O(vy —vf)

A =
v

oDNC 1 _

e2t+a v

o(x)

B O(wy — wg) /
- [ e ()
oDbDNC 1 . obnC 1
e24a Y c24a Y

=: A, + Ay,

where wy; = v1 —u and w} = v{ —u*. A direct application of Theorem 3.3 yields that

Ao < C / lellerop) < Cllellos @pe=s D=, (4.9)
oDNC 1

-]

As for A, combining (4.1) and (4.4), we have

ads| [ Yoaw-wwe|+| [ oa-ame

opnc” 4 ° opnc” 4 .
22*’7‘3‘7’Y e2ta v
<Cligllcr apye = D=1, (4.10)

Consequently, by taking 4 = % and using (4.8)—(4.10), we obtain

* (n—1—a)a
1Q[¢] — Q*[¢]l < Cllellcrapye T .

That is, Lemma 4.1 holds. O
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5. Proofs of Theorem 2.1 and Theorem 2.2

5.1. Proof of Theorem 2.1

Fix v = W Decompose the energy fQ |V ]? as follows:
/\Vm? = / |Vop |2 + / |V |2 + / |Vu]? =: T+ 11 +TII1.
Q Q5 Qr\Q,_~ Q\Qr

Step 1. For the first term I, in light of the definition of u, it follows from Theorem 3.3 that

I:/|8nﬂ|2+ / \8$/ﬂ|2+2/Vﬂ-V(v1—a)+ / |V (vy — u)?
QE:V SZE;{ SZE;{

Qefy

dx’ |Ing|, n =2,
= o(1 5.1
/ e+ hi(z) — h(z') +0() {5(712)7’ n>3. (5.1)

|z | <e¥ -

As for the second term II, it can be split as follows

IIl = / |V’U1|2,

(QrR\Q A\ (QR\Q5)

II, = / [Voi|?,
Qp\5

I3 = / IV (v1 —v})]? +2 / Vol - V(v — 7).
R\ QR\2Z5

In view of (3.18) and the fact that the thickness of (Qr \ Q2.4) \ (2% \ Q%) is €, we have

g, n>1+2(1+a),
dx’
I, <Ce < clellng, n=14+2(1+a), 5.2
b= - / |xl|2(1+a) N |(n+5)|a2+10a+4 ( ) ( )
<2’ |<R g 2@+a+a)? | p<1+2(14+ ).

From (4.5), we obtain that for n = 2,

I, — / V|2 + 2 / Vit V(v — @) + / IV (v} —a@*)[?
STRLR aplar, aplar,

dl’l .
_ / e hn OMnel (5.3)

e7<|z1|<R

for n > 3,

I, = / |V |? + 2 / Va* - V(vy —a*) + / |V (vy —u*)|?

ooz, oplar, ap\ar,
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_ dz' o .
B / m+ / (IV (v —a*))* + |[Vara*]?)
e’<|z’|<R o
+2/Vﬂ* . V(U’f —17,*) +O(1)€(’n—2)7y. (5.4)
Qx

For 7 < |2/| < R, we utilize the change of variable

{x/ P/ |z'|1+o‘y',

Ty = |2 [T Y,

to rescale )./ 1|z 1+a \ Q. and Q\*z'|+|z'\1+a \Ql*z’\ into two nearly unit-size squares (or cylinders) @ and
@7, respectively. Let

Vi(y) = oi(2 + |2y [ y), i Q,
and

Vi(y) =i (2" + |21y 12 ), in Q.
Since 0 < V4, Vi* < 1, we see from the standard elliptic estimate that

Villere@uy <€, and [[V{*[cr.e(qr) < C.
Applying an interpolation with (4.7), we derive
042
IV(Vi — V})| < Cezia (1) < Ceralara,
a?
Hence, rescaling it back to v1 — v} and in light of e2G+a)0+o7 < || < R, we have
|V(v1 — UT)($)| < Ce@ra)dta) |z/|—1—a < C&-2(2+&)(1+a)7 S QTZ/‘+|Z/‘1+0¢ \Q\z’|~

Consequently,

o2
|V(v1 —v7)| < Ce2@Feizar, in D\ (D UD;UC 2 ). (5.5)

e2(2+a)(1+a)?

Combining (4.5) and (5.5), we obtain that

o2
[I15]| <CezFartFre), (5.6)
Thus, it follows from (5.2)—(5.4) and (5.6) that for n = 2,

d$1
II = _
hi(z1) — h(z1)

eV <|z1|<R

+O(1)|Inel; (5.7)

for n > 3,



X. Hao, Z. Zhao / J. Math. Anal. Appl. 501 (2021) 125201 17

_ U*—ﬂ*z /ﬁ*Q
n- [ et [ (Ve )R )

ev<|z'|<R Q%

g7, n=3, -
)T, s 4, (5:8)

+2 [ va*r- V(i — @)+ 0(1) {
/

For the term III, (5.5), together with the fact that |[Vui| is bounded in Di \ (D1 U Qg) and Dy \ Df and
the volume of D\ (D1 UQg) and Dy \ D7 is of order O(e), leads to that

111 = / |Voi|? + O(1)e

D\(DIUDTUQR)

_ / Vo2 42 / Vol - V(o —v)

D\(DIUDTUQR) D\(DlLJD{UQR)

+ / V(o1 — v})2 4 0(1)e
D\(DIUDTUQR)

O2
= / |Vui2 + O(1)e 2eFaraa) (5.9)
2-\03

From (5.1) and (5.7)—(5.9), we see

!|Vv12: / Wﬁlh(fw+ / €+h1(i§§,—h($')

ev<|z’'|[<R |z'|<e™

O(1)|lne|, n=2,

M +0M)°
R ey >4

where
My = / |Vv1‘|2+2/va*~V(v1‘—a*)
Q*\Qp Qr

+ / (IV (v = a*)|* + [0 a*]?).

Qf

Step 2. For n = 2,

/ dry n / edxy
€+h1—h (hl—h)(€+h1—h)

lz1|<R eT<|z1|<R
1 1 1 24+3a
= . — + O(1)e @Fay+ay
/ €+)\|IE1|1+0‘ / (5+h1h 5+>\|$1|1+a> ( )
lzi|[<R lz1|<R
R R

—2/ ! +O(1)/ "
7] e+ Astte €+ Aslte
0 0
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B

or 14+ 0(1)eT+e, a >0,
:mg_ﬁ 1 “!‘O(l)&liﬁ
14+ 0(1)et+a, 0<a<p;

Ing|, a=4,

for n > 3,

/ dx’ / edr’
hi—h (hi —h)(e+hi1—h)

|z’|<R |z’|<e¥

= / |8, 0%|? + O(1)e" =277,

Consequently, Theorem 2.1 is proved by combining Step 1 and Step 2.
5.2. Proof of Theorem 2.2

Recalling decomposition (2.14), it follows from Theorem 2.1, Theorem 3.3, Lemma 3.5 and Lemma 4.1
that Theorem 2.2 holds.

6. The interior asymptotics for the perfect conductivity problem

In the following, we mainly deal with the asymptotic expansions for the electric field in the thin gap
between two inclusions. The corresponding assumptions for the case of two adjacent inclusions can be made
similarly. We would like to emphasize the following differences in comparison with previous assumptions.
Let D} and D3 be two C*“-subdomains of a bounded open set D C R™ (n > 2) with C1 boundary,
where 0 < o < 1. Assume that D} and D3 touch only at one point and they are far away from 0D. By
a translation and rotation of the coordinates, if necessary, we let their intersection point be located at the
origin, and

D; c {(«',z,) € R"|z,, >0}, D;cC{(z',2,) € R"|x, <0}
Translating Dy, i = 1,2, by £5 along z,-axis, respectively, we denote
* / € * / €
Dl::D1+(07§)a D2::D2+(Oa§)7

where € > 0 is a sufficiently small constant.
The perfect conductivity problem with two adjacent inclusions is modeled as follows:

Au =0, in Q,
u=C, ondD;, i=1,2,
- . (6.1)
fop, 541, =0, i=12,
u =, on 0D,

where the free constants C; and Cs are determined later by the third line of (6.1). Similarly as above, we
assume that there exists a small constant R > 0 independent of €, such that the portions of 9Dy and 9D,
near the origin can be written as

T = % +hi(z) and =z, = _% + ha(a"), a' € By,
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where h;, i = 1,2 satisfy

(H1) hy(a') — ho(2') = N2'|*Te, if 2’ € B,

(H2) |V hi(2')| < kil2’|®, if 2’ € Blp, i =1,2,

(H3) ||hillcre(sy,) + Ihalloresy,) < Ko,

where A and k;,7 = 1, 2, are three positive constants independent of €. Note that we get rid of the remainder

O(|2'|**+*+8) in assumption (HI1) compared with the preceding condition (A1).
With slight abuse of notations, we also use the preceding notations to define

Q:=D\(D1UDy), Q" :=D\(DjUDs),
and
Q, ::{xER" { —%+h2(x’) <n < %+h1(x’), 2| <t}, 0<t<2R,
and
5(x') =e+hi(z") — hao(2)), (2/,2,) € Qar. (6.2)

Similarly as before, we introduce a scalar auxiliary functions u € C1®(R") satisfying that 4 = 1 on 9Dy,
=0 on 0D UOdDy and

Ty — ho(2') + §

u(w) = in Qor, [afcre <C. 6.3
W) = ) — oty ™ e Nilore@an < (6.3)
Before stating our main result, we first define
ovg ovs g ovy
el = - 4
td / Ov ov / Ov / ov’ (6:4)
oDy} o aD3 8D

:—IC/ v1 —HJQ (6.5)

ovy 61}2 5‘1}’5/81}{
/ / Ov o’ (6.6)

oDy oDy oD
where K = (1+2—§:1-¢1-_ and UZ ) 1= 07 17 2, Verify
(% @

Avf =0, in %, Avf =0, inQ*,
vg =0, on DT UODs, vi =65, ondD;\{0}, i=1,2, (6.7)
v = (), on 0D, v; =0, ondD,

respectively. We would like to point out that the definition of &* is only valid under the case of n > 3.
Denote
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g2+a n =2,

a2(1—a) 5
S(2+a)(1+a)2

2@+ (1+a)? n =3,

7:5 = 2 . (68)

£3@Ta)1Fa)? mm{1+a72—a}7 n =4,
a2

€2@Fa)TFa) | n > 5.

Our main result in this section is presented as follows:

Theorem 6.1. Assume as above, conditions (H1)-(H3) hold. For ¢ € C1*(dD), let u € H*(D) N C*(Q) be
the solution of (6.1). Then for a sufficiently small € > 0 and x € Qg, if Q*[p] # 0,

(1) forn =2,
Vi — Q;[f] (1 - /al“gf + 0(@)) eT2E Vi 4 O(1)5 174 (6.9)

(1) form >3,
Vu = ng] (14 O(7.))Vi + O(1)5~ ta, (6.10)

where § is defined by (6.2), u is defined by (6.3), Q*[p], ©* and &* are defined by (6.4)—(6.6), respec-
tively, and M* is defined by (7.15), and 7. is defined by (6.8).

Remark 6.2. We here remark that for n > 3, the lower bound obtained by Chen, Li and Xu in Section
3.3 of [15] is not rigorous since they didn’t capture the explicit blow-up factor Q*[¢] as in the asymptotic
(6.10). So our asymptotic result (6.10) gives a perfect answer to the optimality of the blow-up rate in
dimensions greater than or equal to three. For the purpose of demonstrating the validity of assumption
condition Q*[p] # 0, we provide some special examples in terms of the domain and the boundary data,
which were previously given in [8]. Specifically, let Q* := D \ (D U D}) be a bounded open set in R™
with C1% boundary, which is symmetric with respect to ,-variable, that is, (z/,z,) € Q* if and only if
(2, —z,) € Q. For (2/,z,) € (OD)* := {(2/,x,,)| x, > 0}, let ¢ € C1:*(OD) satisfy the following condition:

1
Coaa(T',Tp) == 5(c,o(gz:’, Tn) — p(x', —x,)) <0 (or >0).
5 5
For example, take o = %, @ =z on 8D and then p,qq = x7 > 0 on (0D)T. Denote

* 1 * *
(v5)oda(’, 2n) = 5(”0 (@', 20) — o5 (2, —2n)).
In light of symmetry, the strong maximum principle and the Hopf Lemma, we have

/ gur [ ov
ov ov’

oD oD

Thus,

wr 1 [ O] dvg ovg
el = / ov ov / ov
oD

oD; oD}
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_/6@}‘ /3(vé)odd_ / (V5 odd
o Ov v ov

oD; oD

oD
:2/(91){ / 8(?}8)0(1,1
ov o

oD

oD

Observe that (v§)eaq is harmonic with (v3)eqd(z’,0) = 0 and (v§)odd = Poda < 0 (or > 0) but not identically
zero on (9D)T. Then it follows from the strong maximum principle and the Hopf Lemma that |, oD; W #*
0. Consequently, Q*[¢] # 0.

Remark 6.3. In comparison with the asymptotic results of C*“-inclusions in [28,31,39], the results of C'1:*-
inclusions in this paper together with the blow-up analysis for perfect conductors of a bow-tie structure in
[24] show that the singularities of the field will enhance with the deterioration of smoothness of inclusions.

7. The proof of Theorem 6.1

Similarly as in (2.11), we split the solution u of (6.1) as follows:

2
u = ZCﬂ}i + v, in§, (7.1)
i=1
where v;, i = 0, 1, 2, solve
Avg =0, in €, Av; =0, in €,
Vo = 0, on 8D1 U 8D2, v = 5ij7 on E)Dj7 Z,] = ]., 2, (72)
vo = p(x), on 0D, v; = 0, on 0D,

respectively. Similarly as in [8], we denote

90 e [T i1
ov

aij =

Then from the third line of (6.1) and (7.1), we know

a11C1 + a12Cy = by,
a21C1 + a2Cs = bo,

which in combination with Cramer’s rule yields that

Cr— Cy = bi(az + az) — ba(aus + a1z) (7.3)

a11a22 — 12021

Making use of the Green’s formula, we obtain that a1 = a1,

81}1
s a21 + @22 = @12 + a2 = —

oD oD

v,
ov’

a11 + @12 = a1 + a1 = —

Since
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a1l aiz2| _ |G11 Q11 + a12
a21  G22 a1 a21 +a|’
it follows from (7.3)—(7.4) that
Q
C1 — C2 = pu(e) (gp],
where
Elia, n =2,
n\€) =
pn(€) { . >3
and
. 81)0 3’[12 8@0 81)1
Qlel 7/ Ov o / ov ov’ (75)
D, oD D> oD
. 61}1 (91)2 8’[12 31}1
o=—{m@ [ 52) [52+ (o) [ 22) [ 52 (7.6
oD, aD oD, aD

Thus, in view of the decomposition (7.1), we have

Vu = %pn(a)Vvl + CoV(v1 + v2) + V. (7.7)

Due to the fact that v = C; on dD; and ||u||g1(q) < C (independent of ¢), from the trace embedding
theorem we see

|Cy| + |Ce| < C.

Since Avg = 0 in Q with vg = 0 on 9Dy U D2, and A(vy + vy — 1) = 0 in Q with v1 +v3 — 1 = 0 on
0Dy U 9Da, it follows from Theorem 1.1 in [27] and the standard elliptic theory that

[VvollLe() < Cy [[V(v1 + 2|y < C.

On the other hand, applying Theorem 3.3 again, we obtain that Lemma 3.5 also holds for the solution vy
of (7.2), that is, Vu; = Vu + 0(1)5_14+a in Qg. Then combining these facts, (7.7) becomes

Vu = %pn(E)Vﬂ +O0(1)pn(e)s~ =, (7.8)

where u is defined by (6.3).
A direct application of Lemma 4.1 yields that

Corollary 7.1. Assume as in Theorem 2.2. Then, for a sufficiently smalle > 0,1 =1,2,
81}0 o 8’08 _a 8?)2' - 011;“ _a
B = / By + O(1)ez+a, / 9 = / £y + O(1)ez+a, (7.9)
oD aD

0D; oD}

i

Consequently,
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Qle] = Q*[¢] + O(1)e=+e, (7.10)

where v} and v;, i = 0,1,2, are defined by (6.7) and (7.2), respectively, Q*[p] and Qlp] are defined by (6.4)
and (7.5), respectively.

The proof of Corollary 7.1 is almost the same to Step 2.1 in the proof of Lemma 4.1 with a slight
modification and thus omitted here.

Recalling the decomposition (7.8) and in light of the asymptotic results (7.9)—(7.10), we need to establish
the asymptotic expansion of the blow-up factor © defined by (7.6) for the purpose of proving Theorem 6.1.
In order to calculate ©, it suffices to compute the energy fQ |Vop |2 = faDl % by using integration by parts.

Analogously as in Theorem 2.1, we obtain

Lemma 7.2. Assume as above, conditions (H1)-(H3) hold. Let vy be the solution of (7.2). Then, for a
sufficiently small e > 0,

(i) forn=2,
/|w1|2 — Ke 5 + Ap +O(1)|Ine], (7.11)
Q
(#) formn >3,
a?(1-a)
cTara)ata? n=3,
o2 :
/Ivvll2 =/|Wi‘|2 +0(1) § catraarap mintire2mal o,y (7.12)
@ @ 52(2+57>2<1+a>, n>5,
where K = —2Xa— and Ag is defined by (7.14).

(1+a)AT+a
Proof. Denote Q0 := Q* N {|2'| <r}, 0 <r < 2R. Similar to Step 1 in the proof of Theorem 2.1, we have

Q/ Vol = / m* / th(;;a_hQ(x/)

ev<|z'|<R |z | <e¥

O(1)|lne|, n=2,

g7, n=3, (7.13)
Mg +0(1 -
R ( ) {6(1+oz)’y7 n>4

— ?

where

M = / |w;|2+2/va*.wv;—a*)
g

Q\Q5, R
+ / (IV (v —a*)|* + [0 a*]?).
()

The case of n > 3 is the same to Step 2 in the proof of Theorem 2.1 and thus omitted here. We now
consider the case of n = 2. Since
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/ Wx/hz(?ﬁl) " / e+ h1($cf9)61— ha(z1)

e7<|z1|<R |z1|<e¥
o dl‘l i dl’l
N Az |te €+ Az |tHe
eV <|z1|<R |z1]|<ey
+oo
- 1+a 1+a 1+a 1+a
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then from (7.13), we have

/|V’01‘2 = ICE_HLQ + Ag +O(1)‘11’1€|,

where

(7.14)
That is, (7.11) holds. O
7.1. The proof of Theorem 6.1

Proof of (6.9). For n = 2, recalling the definitions of v; and vy and making use of the Green’s formulas,

we have
Ovy _ [Ow _ [ Ou [0
ov ov ov ov’
BDl 6D2 3D1 8D
which implies that
B 6v1 8 81}2 (9’[)1
0= pQ(E)/ By / B / B By
oD, aD oD, aD
2
- 8’01 1)1 + 1)2 8’01
e [ ) [T e | [
oD, oD oD

Then in view of (7.9), we have
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Thus,

@*
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which indicates that
Qly] _ [« 1 L O(enta). (7.16)

© e* 1 —%pg(s)

Then combining with (7.8) and (7.16), we obtain that (6.9) holds.
Proof of (6.10). For n > 3, we know that p,(¢) = 1. Then recalling the definitions of © and &* above, it
follows from (7.9) that

0 =6"+0(1)ezs. (7.17)

We now claim that &* # 0. In fact, we see from the Hopf Lemma that

ovyf ovy ovs ovs
>0, , < U, ‘ < 0.
Ov lapy\{o} Ov lap Ov lapy\{o} Ov lap
Then, we have
. ovy [ 0v; ovy [ 0vy
& = / ov / ov + / ov / ov > 0.
aD; oD aD; aD

Therefore, it follows from (7.8), (7.10), (7.12) and (7.17) that (6.10) holds.
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