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Rational 
Learning and teaching resource are available on the Web - both in terms of digital learning 
content and people resources (e.g. other learners, experts, tutors). They can be used to 
facilitate teaching and learning tasks. The remaining challenge is to develop, deploy and 
evaluate Social information retrieval (SIR) methods, techniques and systems that provide 
learners and teachers with guidance in potentially overwhelming variety of choices. 

The aim of the SIRTEL’09 workshop is to look onward beyond recent achievements to discuss 
specific topics, emerging research issues, new trends and endeavors in SIR for TEL. The 
workshop will bring together researchers and practitioners to present, and more importantly, 
to discuss the current status of research in SIR and TEL and its implications for science and 
teaching.  

Topics of Interest 

 Recommender systems and collaborative filtering in educational settings 
 Defining the scope, purpose and objects of social information retrieval in TEL 
 Novel ways of generating input for recommenders (explicit and implicit methods) 
 Ranking of search results to support individualised learning needs 
 Integrating SIR services in existing educational platforms 
 Folksonomies, tagging and other collaboration-based information retrieval systems 
 Social navigation processes and metaphors for searching information related to teaching 

and learning 
 Social networks and interactions in learning communities to facilitate information 

sharing and retrieval 
 Approaches to TEL metadata reflecting social ties and collaborative experiences in the 

field of education 
 Pedagogic decisions, recommender systems and how to contextualise recommender 

system to support learning processes. 
 Interoperability of SIR systems for TEL  
 Visualisation techniques in learning and teaching  
 Semantic annotation and tagging for social information retrieval purposes 
 Evaluating the performance of SIR systems in educational applications 
 Measuring the effectiveness of SIR systems in supporting learning and teaching 
 Evaluation the user satisfaction with SIR systems in supporting learning and teaching 
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LearnWeb2.0: Resource Sharing in Social Media

Fabian Abel, Ivana Marenzi, Wolfgang Nejdl, Sergej Zerr

L3S Research Center, Leibniz University Hannover, Germany
{marenzi,zerr,abel,nejdl}@l3s.de

1 Introduction
Today’s popular resource sharing systems such as YouTube, Flickr, or Delicious
provide diverse types of content and do not focus on a particular domain such
as education. Petrides et al. point out that there is a need for platforms, which
allow for sharing of educational resources [1]. These platforms should permit the
storage of resources of different formats [2]. Typically, though, different Web 2.0
infrastructures focus only on particular media types, e.g. videos in YouTube,
pictures in Flickr, and bookmarks in Delicious, even if these resources belong to
one and the same learning context. In this paper, we close this gap and present
LearnWeb2.0, an elearning and competence development environment for shar-
ing educational multimedia-based resources which are spread across the Web.

2 LearnWeb2.0 – System Description
LearnWeb2.0 is fully embedded into the network of existing popular Web 2.0 sys-
tems. Therewith, we are able to seamlessly integrate LearnWeb2.0 into the users’
every day interactions with these systems [3]. Currently, LearnWeb2.0 integrates
ten different Web 2.0 services such as YouTube, SlideShare, and Bloggers and
provides various innovative features: (i) A personal learning space offering a rich
set of functions and a seamless overview of the entire set of learning resources
distributed across the various Web 2.0 repositories, (ii) sharing through stand-
ing queries, where users are notified whenever a new learning resource matches
the query, (iii) collaborative aggregation of different learning resources via an
intuitive drag-and-drop interface, (iv) integration of the user’s social networks
from different Web 2.0 services (Facebook, Delicious, Last.fm, and Flickr), and
(v) provision of a (controlled) natural language interface, which enables users to
control access to shared resources.

The LearnWeb2.0 Web platform provides a uniform interface to search for
resources that are distributed across the ten integrated Web 2.0 services. Users
can bookmark resources and collaboratively organize these bookmarks in groups
as depicted in Fig. 1.a, which shows a group of educational resources about “MS
Access”. Further, via the LearnWeb2.0 browser plug-in (Fig. 1.b) users can sim-
ply drag-and-drop images, videos, text snippets, etc. from their desktop or from
some Web site on the plug-in’s icon to upload the resource to their favorite,
appropriate Web 2.0 service and add it to LearnWeb2.0. Results of a question-
naire [3] and a user study that is currently conducted at Leibniz University
Hannover confirm the ability of LearnWeb2.0 to support learners and educators
in sharing, discovering, and managing Web 2.0 learning resources.



Fig. 1. (a) LearnWeb2.0 Web platform and (b) the LearnWeb2.0 browser plug-in, which
allows resource upload via drag-and-drop.

3 Demonstration Overview

In this demonstration we will primarily show how LearnWeb2.0 works and how a
user can employ it to efficiently develop her competences on the topic of interest.
First, we demonstrate the personal learning space which integrates all Web 2.0
resources accessible to the user and enables retrieval, sharing and management
of these resources. Next, we show how the aggregation of the user’s social net-
work can be exploited for collaborative competence development. Further, we
demonstrate how educational resources already available at user’s desktop can
be uploaded using the drag-and-drop functionality of the LearnWeb2.0 browser
plug-in. Finally, we demonstrate collaborative aggregation, annotation, rating
and commenting resources to support efficient resource finding.
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Antonella Carbonaro 
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Abstract. The paper presents an ontological approach for enabling personalized 
searching framework facilitating the user access to desired contents. Through 
the ontologies the system will express key entities and relationships describing 
resources in a formal machine-processable representation. An ontology-based 
knowledge  representation  could  be  used  for  content  analysis  and  concept 
recognition,  for  reasoning  processes  and  for  enabling  user-friendly  and 
intelligent content retrieval. 

Keywords: Ontology, Semantic Web Applications, collaboration in information 
searching, personalized searching framework.

1   Introduction

Technological advances in information and communication systems have challenged 
educational  institutions  to  adopt  the  opportunities  of  distributed  knowledge 
acquisition and delivery. Among the most recent trends, the availability of wireless 
communication standards and of mobile devices gives rise for a new landscape of 
learning as a networked, situated, contextual and life-long activities. In this scenario, 
new  perspectives  on  learning  and  teaching  processes  must  be  developed  and 
supported, relating learning models, learning methods, didactics,  team organization 
and situational behavior models. 

In  a  distributed  learning  environment,  we  usually  have  a  large  number  of 
educational resources (web pages,  lectures,  journal  papers,  learning objects,  social 
networks, …) stored in many distributed and different repositories on the Internet. 
Without guidance, students will probably have great difficulties in finding the reading 
material relevant for a particular learning task. This problem is becoming particularly 
important  in  Web-based  education  where  the  variety  of  learners  taking  the  same 
course is much greater. Vice versa, the courses produced using adaptive hypermedia 
or intelligent tutoring system technologies are able to dynamically select the most 
relevant learning material  from their knowledge bases for each individual student. 
Nevertheless, generally, these systems can’t directly benefit from existing repositories 
of learning material. 

The Web is increasingly becoming important than ever, moving toward a social 
place and producing new applications with surprising regularity: there has been a shift 
from just existing on the Web to participating on the Web. Community applications 
and online social networks have become very popular recently, both in personal/social 
and professional/organizational domains [1]. Most of these collaborative applications 
provide common features such as content creation and sharing, content-based tools 
for  discussions,  user-to-user  connections  and  networks  of  users  sharing  common 



interest,  reflecting  today's  Web  2.0  rich  Internet  application-development 
methodologies.

The Semantic Web offers a generic infrastructure for interchange, integration and 
creative reuse of structured data, which can help to cross some of the boundaries that 
Web 2.0  is  facing.  Currently,  Web 2.0  offers  poor  query  possibilities  apart  from 
searching  by  keywords  or  tags.  There  has  been  a  great  deal  of  interest  in  the 
development of semantic-based systems to facilitate  knowledge representation and 
extraction  and  content  integration  [2],  [3].  Semantic-based  approach  to  retrieving 
relevant material can be useful to address issues like trying to determine the type or 
the quality of the information suggested from a personalized environment.  In  this 
context, standard keyword search has a very limited effectiveness. For example, it 
cannot filter for the type of information, the level of information or the quality of 
information. 

By exploiting each other’s achievements the Semantic Web and Web 2.0 together 
have a better opportunity to realize the full potential of the web [4].

Potentially,  one  of  the  biggest  application  areas  of  social  networks  might  be 
personalized  searching  framework  (e.g.,  [5],[6]).  Whereas  today’s  search  engines 
provide  largely  anonymous  information,  new  framework  might  highlight  or 
recommend web pages created by recognized or familiar individuals. The integration 
of search engines and social networks can lead to more effective information seeking 
[7].  In fact, the system we want to propose can find application in any context in 
which the group collaboration is a requisite, and we believe that a Web-based learning 
system is an ideal application domain.

Additionally, we can consider semantic information representation as an important 
step towards a wide efficient manipulation and retrieval of information [8], [9], [10]. 
In the digital library community a flat list of attribute/value pairs is often assumed to 
be available. In the Semantic Web community, annotations are often assumed to be an 
instance of an ontology. Through the ontologies the system will express key entities 
and  relationships  describing  resources  in  a  formal  machine-processable 
representation.  An  ontology-based  knowledge  representation  could  be  used  for 
content analysis and object recognition, for reasoning processes and for enabling user-
friendly and intelligent multimedia content search and retrieval. 

In  this  work  we  explore  the  possibilities  of  synchronous,  semantic-based 
collaboration  for  search  tasks.  We describe  a  search  system  wherein  searchers 
collaborate intentionally with each other in small, focused search groups. Developed 
framework (SWS2 – Semantic Web Search 2.0 - project) goes beyond implementation 
of ad hoc user interface. It also identifies information that one group member searches 
and  uses  it  in  realtime to  improve the  effectiveness  of  all  group  members  while 
allowing  semantic  coverage  of  the  involved  domain.  The  semantic  approach  is 
exploited introducing an ontology space covering domain knowledge and resource 
models based on word sense representation. 

There  are  many scenarios  in  which  small  groups  of  users  collaborate  on  Web 
search tasks to find information, such as school students or colleagues jointly writing 
a  report  or  a  research,  or  arranging  joint  travel.  Although  most  search  tools  are 
designed  for  individual  use,  some  collaborative  search  tools  have  recently  been 
developed to support such collaborative search task [11]. These tools tend to offer two 
classes  of  support:  i)  awareness  features  (e.g.,  sharing  and  browsing  of  group 
members’ query histories, and/or comments on results and on web pages rating), ii) 
division of labor features (e.g., to manually split result lists among group members, 
and/or algorithmic techniques for modifying group members’ search results based on 
others’ actions)  [12].  Collaborative  search  tools  are  relatively  novel  and  thus  not 
widely available.



2   Personalized Searching Framework 

One of the areas in which information retrieval is likely to see great interest in the 
future is synchronous collaborative search. This concerns the common scenario where 
two or more people working together on some shared task, initiate a search activity to 
satisfy  some  shared  information  need.  Conventionally,  this  need  is  satisfied  by 
independent and uncoordinated searching on one or more search engines, leading to 
inefficiency, redundancy and repetition as searchers separately encounter, access and 
possibly  re-examine  the  same  documents.  Information  searching  can  be  more 
effective as a collaboration than as a solitary activity taking advantage of breadth of 
experience to improve the quality of results obtained by the users [13]. Community-
based  recommendation  systems  [14],  [15] or  user  interfaces that  allow  multiple 
people to compose queries [12] or examine search results [16] represent various forms 
of collaboration in search. 

Traditional  approaches  to  personalization  include  both  content-based  and  user-
based  techniques.  If,  on one hand,  a  content-based approach allows to define  and 
maintain an accurate user profile (for example, the user may provides the system with 
a list of keywords reflecting him/her initial interests and the profiles could be stored in 
form of  weighted keyword vectors and updated on the basis of explicit  relevance 
feedback), which is particularly valuable whenever a user encounters new content, on 
the  other  hand  it  has  the  limitation  of  concerning  only  the  significant  features 
describing the content of an item. Differently, in a user-based approach, resources are 
processed according to the rating of other users of the system with similar interests. 
Since  there  is  no  analysis  of  the  item  content,  these  information  management 
techniques can deal with any kind of item, being not just limited to textual content. In 
such  a  way, users  can  receive  items  with  content  that  is  different  from that  one 
received in the past. On the other hand, since a user-based technique works well if 
several users evaluate each one of them, new items cannot be handled until some 
users have taken the time to evaluate them and new users cannot receive references 
until the system has acquired some information about the new user in order to make 
personalized predictions. These limitations often refer to as the sparsity and start-up 
problems.  By  adopting  a  hybrid  approach,  a  personalization  system  is  able  to 
effectively filter relevant resources from a wide heterogeneous environment like the 
Web, taking advantage of common interests of the users and also maintaining the 
benefits provided by content analysis. A hybrid approach maintains another drawback: 
the difficulty to capture semantic knowledge of the application domain, i.e. concepts, 
relationships  among  different  concepts,  inherent  properties  associated  with  the 
concepts, axioms or other rules, etc [17].

In  this  context,  standard  keyword  search  is  of  very  limited  effectiveness.  For 
example, it does not allow users and the system to search, handle or read concepts of 
interest, and it doesn’t consider synonymy and hyponymy that could reveal hidden 
similarities potentially leading to better retrieval. The advantages of a concept-based 
document  and  user  representations  can  be  summarized  as  follows:  (i)  ambiguous 
terms inside a resource are disambiguated, allowing their correct interpretation and, 
consequently, a  better  precision  in  the  user  model  construction  (e.g.,  if  a  user  is 
interested in computer science resources, a document containing the word ‘bank’ as it 
is  meant  in  the  financial  context  could  not  be  relevant);  (ii)  synonymous  words 
belonging to the same meaning can contribute to the resource model definition (for 
example,  both  ‘mouse’  and  ‘display’  brings  evidences  for  computer  science 
documents,  improving  the  coverage  of  the  document  retrieval);  (iii)  synonymous 
words belonging to the same meaning can contribute to the user model matching, 



which is  required in recommendation process (for  example,  if  two users have the 
same interests,  but  these are expressed using different terms, they will  considered 
overlapping);  (iv)  finally,  classification,  recommendation  and  sharing  phases  take 
advantage of the word senses in order to classify, retrieve and suggest documents with 
high semantic relevance with respect to the user and resource models. 

For example, the system could support Computer Science last-year students during 
their activities in courseware like Bio Computing, Internet Programming or Machine 
Learning. In fact, for these kinds of courses it is necessary an active involvement of 
the student in the acquisition of the didactical material that should integrate the lecture 
notes specified and released by the teacher. Basically, the level of integration depends 
both  on  the  student’s  prior  knowledge  in  that  particular  subject  and  on  the 
comprehension level he wants to acquire. Furthermore, for the mentioned courses, it 
is  necessary  to  continuously update the  acquired knowledge by integrating recent 
information available from any remote digital library.

2.1   Use case analysis 

A  first  level  of  system  analysis  can  be  achieved  through  its  functional 
requirements. Such functional requirements are described by the interaction between 
users  and the systems itself.  Therefore,  users may be interested in semantic-based 
search or collaborative semantic-based search.
We define an interaction between users as a collaborative search session managed by 
the system using specialized components: in particular, the system should cover both 
user manager and sessions between users manager roles.

2.2 System modules

In the following we list the components able to handle user data: 
i) User Interface Controller: it  coordinates the information flow between interface 

control and other system components and allows to perform data presentation for 
the GUI visualization.  

ii) Semantic  searcher:  it  implements  semantic-based  searches  extracting  concepts 
related to introduced keywords using a thesaurus and searching in the underling 
ontology corresponding documents.     

iii)  Interest coupler: it performs intersection between user interest matching relevant 
terms extracted from semantic searcher.  

iv)  User Manager: it deals with user. For example through the User Manager, it is 
possible to register new users or to search for their information. Moreover, it is 
able to associate mail boxes to user to enhance communication.   

v) Session Manager: it manages collaborative search sessions allowing user insertion 
and search terms shared between users. It allows to maintain consistency between 
session views and creates message boxes for the specific session whose content is 
available to all the participants.

2.3 Data analysis 

i) OWL 
The  ontology  developed  to  test  implemented  framework  maintains  relation 

between courses, lessons, teachers and course material. Ontology is a representation 



model in a given domain that can be used for the purposes of information integration, 
retrieval and exchange. The ontology usage is widely spread in not only the artificial 
intelligent  and  knowledge  representation  communities,  but  most  of  information 
technology areas. In particular, ontology has become common in the Semantic Web 
community in order to share, reuse and process domain information between humane 
and machine. Most importantly, it enables formal analysis of domain knowledge, for 
example, context reasoning becomes possible by explicitly defining context ontology.

There  are  several  possible  approaches  in  developing  a  concept  hierarchy.  For 
example,  a  top-down  development  process  starts  with  the  definition  of  the  most 
general concepts in the domain and subsequent specialization of the concepts, while a 
bottom-up development process starts with the definition of the most specific classes, 
the  leaves  of  the  hierarchy,  with  subsequent  grouping  of  these  classes  into  more 
general concepts. The hybrid development consists in a combination of the top-down 
and  bottom-up  processes.  Due  to  our  personal  view  of  the  domain  we  took  the 
combination approach. Once we have defined the classes and the class hierarchy we 
described the internal structure of concepts defining the properties of classes. Over the 
evolving ontology we perform diagnostics to determine the conformance to common 
ontology-modeling practices and to check for logical correctness of the ontology.

ii) User Data 
It maintains data of the users handled by the system.

iii)  Session Data 
It maintains data corresponding to collaborative search sessions. 

2.4 Developed system interaction 

The developed system proposes three different interaction between the users.
i) Search interaction 

This  interaction  starts  when  a  user  performs  a  search  proposing  one  or  more 
keywords.  The  Semantic  searcher  module  returns a  list   containing  relevant 
documents and recommends terms for the possible following searches. Therefore, the 
User Interface Controller is able to find similar user with similar interest in performed 
searches using Interest Coupler module. 

ii) Collaborative search session interaction
A user can decide to contact another user, proposed by the system similar to his 

interests,  to start collaborative search session.  The request produces an Invitation 
message in the message box of the target user. Concurrently, a listening permanent 
loop allows to User Interface Controller to advise target user. In the case of positive 
response, the User Interface Controller creates a new collaborative search session and 
a Session Join request is sent. 

iii) Interaction during a collaborative search session
The user could modify the list of search terms adding or removing some keyword. 

The  request,  managed  by  the  User  Interface  Controller,  is  forwarded  to  Session 
Manager that updates search terms, replacing term list and requiring GUI updates. 
The  same  interaction  can  be  used  to  implement  a  session  chat,  allowing  more 
collaboration value to the system.  



2.5 System GUI

The search home page is showed in Figure 1. Box A allows to the user to insert his 
nickname to use during SIG sessions dynamically showed in box B. 

Fig. 1. SWS2 home page Fig. 2. Collaborative search session

If a user participate to collaborative search  sessions, the system proposes in his 
search result page a new box containing similar users (Figure 2, box A). This button 
also allows to send Invitation message to target user; a background function verify the 
presence of new Invitation messages and, eventually, notify them to the user. 

Figure  3 box A shows communication facilities  offered to system users,  while 
Figure  3 box  B shows  terms  actually  used  to  search  session.  Using  components 
showed in box B1 the user may add search terms, while using the component showed 
in box B2 the user may remove session search terms. The button showed in box B3 is 
twofold:  on  one  hand,  it  allows  users  to  accept  the  lists  of  terms  created by  the 
system. On the other,  through such button, it  is possible to  perform the described 
semantic searches.

3. Considerations

Golovchinsky et al.  [7] distinguish among the various forms of computer-supported 
collaboration  for  information  seeking,  classifying  such  systems  along  four 
dimensions: intent, depth of mediation, concurrency, and location. 

The intent could be explicit or implicit. In our framework two or more people set 
out  to  find  information  on  a  topic  based  on  a declared  understanding  of  the 
information  need,  which might  evolve  over  time.  So,  our  framework  implements 
explicit information seeking scenarios. 



Fig. 3. Collaborative search terms specification

The depth of mediation is the level at which collaboration occurs in the system. Our 
system implements algorithm mediation at the search engine level explicitly consider 
ongoing collaboration and coordinate users activities during the search session. 

People  can  collaborate  synchronously  or  asynchronously.  In  our  system  the 
collaboration is synchronous involving the ability of people to influence each other in 
real time.

Finally, collaboration may be co-located (same place at the same time) or, as in our 
framework, distributed, increasing opportunities for collaboration but decreasing the 
fidelity of possible communications.

An  important  step  in  the  searching process  is  the  examination  of  the  results 
retrieved. In order to test developed framework we have collected over 50 different 
documents concerning  actual  domain.  We  have  extracted  several  concepts  used 
during the annotation phase and performed tests to verify searching functionalities.  It 
is  currently  difficult  to  replicate  or  make  objective  comparisons  in  personalized 
retrieval researches, so to evaluate search results we have considered the order used 
by the framework to present retrieved results. During this step, the searcher browses 
through  the  results  to  make  judgments  about  their  relevance  and  to  extract 
information from those found to be relevant. Because information is costly (in terms 
of time) to download, displays of result lists should be optimized to make the process 
of  browsing  more  effective.  We have  also  evaluated  the  effect  that  the  proposed 
framework  has  on collaboration  and exploration effectiveness.  Using implemented 
tools, searchers found relevant documents more efficiently and effectively than when 
working  individually  and  they  found  relevant  documents  that  otherwise  went 
undiscovered.  

The  work  described  in  this  paper  represents  some  initial  steps  in  exploring 
semantic-based search retrieval collaboration within a focused team of searchers.  It 
could be considered as one possible instance of a more general concept. While the 
initial results are encouraging, much remains to be explored. For example, most of the 
current  research  on  sensemaking  has  been  at  the  individual  level,  with  little 
understanding of how sensemaking occurs in collaborative search tools.
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Abstract. Social tags offer a novel aspect to study learning resources, its 
metadata and how users interact with them. This paper investigates the impact 
of social tagging on the discovery of digital learning resources in a multilingual 
context. The main hypothesis is that the self-organisation aspect of a social 
tagging system helps users discover learning resources more efficiently and that 
the user-generated tags make the system, which operates in a multilingual 
context, more flexible and robust. 

Keywords: Learning resource metadata, tags, self-organisation, discovery, 
social information retrieval.  

1   Introduction 

Since the late 1990’s, digital repositories for learning purposes have gained ground. 
Such repositories with metadata and/or educational content have been set up on 
regional, national and international levels to offer digital learning resources for 
teachers and learners from K-12 to tertiary and vocational education [1, 2]. Sharing, 
using and reusing the content are the main drivers of the learning object economy [3]. 
Participants of this economy are educational institutions, digital libraries & learning 
object repositories (LOR) and their diverse stake-holders such as managers, content 
providers, policy makers, educators and learners, each with their own needs, 
requirements and agendas. Users and the usage in the field of learning resource 
repositories and digital libraries have been studied by different means, such as using 
Web metrics [4, 5, 6], attention metadata [7], data mining techniques [8] and mixed 
and qualitative methods [9, 10, 11].  

Social tags offer an interesting aspect to study learning resources, its metadata and 
how users interact with them. Tags, as opposed to conventional metadata description 
such as Learning Object Metadata (LOM) [12], are free, non-hierarchical keywords 
that end users associate with a digital artefact, for example a learning resource. Tags 
are formed by a triple of (user,item,tag). Tags and the resulting networks, 
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folksonomies, are commonly modelled as tri-partite hypergraphs [13, 14]. This 
ternary relational structure gives rise to the (item,user) relationship, which can be 
regarded as a parameter of the interaction between a user and a learning resource in 
question. By looking at the (user,tag) relation, tags can be regarded as part of user 
models that reflects user’s interests and intentions. The full relational structure 
emphasises also the (item,tag) relations that allow tags to be part of describing the 
item that they are related to, in this case the learning resource. Additionally, the 
(item,tag) relation can also be extended to the whole metadata (e.g. LOM) that is used 
to describe the item, creating an additional relationship (tag,LOM). Figure 1 
represents these relationships between a user, a learning resource, its metadata (LOM) 
and tags. The main interest in this study is to understand these relationships and their 
ramifications in Technology Enhanced Learning (TEL) and more specifically, for 
digital learning resources. In [15] a review of related work is given. 

 

 
Fig. 1. Relational structures that emerge when a social tagging tool is introduced as a feature to 
a conventional Learning Object Repository (LOR). 

2. Self-organisation and social tagging 

Learning Object Repositories (LOR) and digital libraries can be regarded as socio-
technological systems with complex combinations of people, content artefacts and 
technologies. A social tagging and bookmarking tool as a feature on a conventional 
LOR potentially adds a number of dynamical mechanisms in such system. The act of 
a user adding a tag to a resource, for example, can be regarded as a lower-level 
interaction on the portal that is executed on the basis of purely local information, e.g. 
the user has discovered a resource that is relevant to his information seeking task. 
This individual behaviour, however, also modifies its environment. The tag(s) added 
by the user now appear in the resource-related tagclouds and on the global tagcloud 
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creating patterns on the system level. This, in turn, has potent to modify the behaviour 
of other individuals, as they might be inclined to use the tag as a navigational aid or 
prompt for their own resource discovery process. Such phenomena is explained as 
stigmergy, it provides a general mechanism that relates individual and colony-level 
behaviours in the literature of social insects, first introduced by P. Grassé in 1959 
[16], and for example, in Swarm Intelligence [17]. Swarm Intelligence is based on the 
idea that the design of adaptive, decentralised and robust artificial systems could be 
inspired by social insects (for self-organising applications in general, see [18]). 
Implementations of these ideas in technology enhanced learning exist, e.g. a 
collaborative filtering [19, 20], designing lifelong learning networks [21], self-
organising wayfinding support for lifelong learners [22], sequencing 
recommendations [23], and self-organising navigational support [24]. The grounding 
of these works relies in complexity theory [25, 26]. 

By studying the behaviour of social insects such as ants, termites or certain wasps, 
the scientists have elicited three characteristics behind their success in carrying out 
complex tasks such as building a nest or finding a shortest route to a food source [27]. 
These are:  
• Self-organisation (activities are neither centrally controlled nor locally 

supervised);  
• Flexibility (the colony can adapt to a changing environment);  
• Robustness (even when one or more individuals fail, the group can still perform 

its tasks). 
Self-organisation represents the idea that even if individuals follow simple rules, 

the resulting group behaviour can be surprising complex and effective. Self-
organisagtion is explained as “a set of dynamical mechanisms whereby structures 
appear at the global level of a system from interactions among its lower-level 
components. The rules specifying these interactions are executed on the basis of 
purely local information, without reference to the global pattern, which is an emergent 
property of the system rather than a property imposed upon the system by an external 
ordering influence.” [17, p.9]. According to the authors, the four basic ingredients of 
self-organisation are the following: 
1. Positive feedback: simple behavioural “rules of thumb” that promote the creation 

of structures. An example of this is “recruitment” is by ants, i.e. when other ants 
start following a trail to a food source thanks to indirect interactions among 
insects. 

2. Negative feedback counterbalances positive feedback and helps to stabilise the 
collective pattern. In the example of wayfinding among ants, this can be food 
source exhaustion, or competition between food sources.  

3. Self-organisation (SO) relies on the amplification of fluctuations (e.g. random 
walks, errors). Randomness is often crucial since it enables the discovery of new 
solutions. An example of this is an ant that gets lost and finds a new, unexploited 
food sources. 

4. Multiple interactions. SO generally requires a minimal density of mutually 
tolerant individuals who are able to make use of the results of their own activities 
as well as of others’ activities. E.g. trail networks can self-organise and be used 
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collectively if individuals use others’ pheromone (a chemical substance that can 
be sensed by other ants).  

3   Studies on self-organisation in the context of multilingual 
educational resource discovery 

A series of studies [28, 29, 30, 31] has been conducted on a learning resource portal 
currently known as the Learning Resource Exchange, hereafter referred to as portal. 
The portal was developed by European Schoolnet and its partners in the MELT and 
Calibrate projects. A version of the LRE federation of repositories [32] was made 
available to a restricted number of schools with more than 30 000 open educational 
resources and nearly 90 000 assets from 19 content providers in Europe and 
elsewhere. These resources exist in different languages and conform to different 
national and local curricula. A common Learning Resource Exchange Application 
Profile [33] is used by content providers which make the use of classification 
keywords from the LRE Thesaurus mandatory [34]. This Thesaurus currently exists in 
17 languages. The portal offers a social tagging tool, which allows users to add tags to 
resources so that they can easily find them later and share them with other users. 
 

 
Fig. 2. The Learning Resource Exchange portal is available in different languages. 

Figure 2 shows the front page of the portal. It offers different categories of 
searches: “Explicit search” (text based and advanced search) and “Browse by 
category” that take advantage of multilingual metadata. “Community browsing”, on 
the other hand, takes advantage of the other users’ behaviour.  

In the following part, first a study on self-organisation aspects of a social tagging 
system is introduced. Then, the other two important aspects behind the success of 
social insects are studies, namely how the user-generated tags make the system more 
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flexible and robust. This part of the paper presents a trilogy of studies using empirical, 
behavioural data captured from log-files and users’ attention metadata trails. 

3.1 Self-organisation 

Attention metadata (e.g. how do users search, what do users click on, what do they 
bookmark) was collected from users on the portal and a model on users’ search-play-
annotation behaviour was created, the logging schema is explained in details in [30].  
 
The following observations were gathered:  
• Users follow a simple rule: “Search resources using your preferred search method. 

When a resource is relevant, bookmark it with tag(s)”. When a user discovers 
resources and provides annotations at the individual level, they are regarded as 
lower-level interactions that are executed on the basis of purely local information. 
These comprise 16% of all the actions on the portal (Figure 3).  

• This individual behaviour modifies the environment and creates spatiotemporal 
structures such as the Community browsing features, which are global patterns on 
the system level. These are tagclouds (e.g. global, resource-specific and personal 
ones) and lists of “most bookmarked resources”. On average, 21% of users’ search 
actions take advantage of these spatiotemporal structures. 

• Tagclouds are an example of the spatiotemporal structures which emerge as a 
result of self-organisation. When a tagcloud, for example, influences the behaviour 
of other individuals in discovering new resources and further tagging and rating 
them, this is considered as a sign of stigmergy. Bookmarks and ratings indicated in 
green boxes in Figure 3 show how 33% of all annotations were initiated through 
these structures creating an ongoing feedback loop in a self-organised system. 

• When other users start using these spatiotemporal structures as a social navigation 
aid, it can be understood as positive feedback to the system. This prompts 
convergence in the behaviour: it increases the frequency of use of the same 
resources and tags, and creates the emergence of patterns (e.g. “most bookmarked 
resources” and “top-used tags”). On average 29% of the all plays and 33% of 
annotations are generated through these structures.  

• Negative feedback is given to the system when a user, for example, does not find a 
relevant resource using a tag and thus chooses to use some other retrieval method. 
This is a control mechanism that counterbalances positive feedback in the system.  

• Amplification of fluctuations is a counter-measure against too much positive 
feedback, which can lead to 'suboptimal convergence' and kill innovation, result of 
which could be no new emerging behaviours. Discovery and annotations of new 
resources that have no previous annotations through “Explicit search” and 
“Browse by category” introduce new items to spatiotemporal structures, 67% of 
all annotations were produced this way. These annotations act as seeds from which 
new structures can nucleate and grow.  

• Multiple interactions (e.g. on search behaviour, clicks, annotations) from users, 
both authenticated and non-authenticated, are recorded on the back-end of the 
LOR using attention metadata schema designed for social discovery processes. 
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Individuals are able to make use of the results of their own activities (e.g. 2% of 
plays are generated by authenticated users as they replay the resources that they 
bookmarked), however, these emerging structures are also made available 
collectively to all the users which increases their use manifold (on average 28% of 
plays are generated through these structures).   

 
 

 
Fig. 3.  The search-play-annotate model of user behaviour on a learning resource portal 
depicting the characteristics of self-organisation. 

Lastly, we studied whether Social Information Retrieval strategies made users 
more efficient when discovering relevant learning resources. By Social Information 
Retrieval strategies we mean all the Community browsing features, and it also 
comprises the retrieved resources that contain user-generated Interest indicators. 
These are Interest indicators such as a rating on a scale 1 to 5 (1=”of no use” to 
5=”very useful”) or a bookmark with tags (called Favourites).  

According the ideas of self-organisation, ants, for example, are attracted to the 
shorter path to a food source because of its higher concentration of “pheromone”, a 
chemical that ants use to mark the path. Following the same logic, the users who are 
attracted by the annotations of other users should find the relevant resources with less 
effort. In [30] a measure for user’s efficiency in finding relevant resources was 
defined. We showed that by taking advantage of the given SIR methods on the portal, 
the users spent less effort in finding relevant resources. The average efficiency ratio 
went down from 4.4:1 to 2.8:1, meaning that with SIR methods, 2.8 searches were 
needed to find one relevant resource. However, we were not able to show that by 
using Community browsing methods users were to discover more relevant cross-
boundary resources. By cross-boundary discovery we mean that the user and the 
learning resource discovered come from different countries, and/or that the content is 
in a language other than the user’s mother tongue.    

Following the idea of self-organisation and stigmergy, learning resources and their 
metadata on the one hand, and social tagging and its products, tags on the other hand, 
do not only create new ways to discover learning resources, but also create a learning 
resource metadata ecology. The term “metadata ecology” is used to mean the 
interrelation of conventional metadata and social tags, and their interaction with the 
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environment, which can be understood as the repository in the large sense (resources, 
their metadata, interfaces and underlying technology) and its community of users. In 
the following Section, the other two important factors in social insects success are 
studies, namely flexibility and robustness. 

3.2 More flexible and robust system 

[27] describe flexibility of social insects as the capacity of a colony to adapt to a 
changing environment, and robustness meaning that even when one or more 
individuals fail, the group can still perform its task. Similarly, we are interested in 
these properties for the users of the learning resource portal on the one hand, and for 
the learning resource metadata ecology on the other hand, i.e. how tags can make the 
system of a learning resource portal more flexible and robust.  

Flexibility and robustness regarding users 
 

Studying the same portal we documented different user behaviour while interacting 
with the self-organised model such as ours. In this study [29], over a period of six 
months, empirical data from more than 200 users was gathered. We found that 33% of 
the users contributed tags, whereas 32% of users never contributed tags themselves, 
but used them for retrieval. Moreover, 35% of users did not interact with tags at all 
(Figure 3). Chi-Square test for these differences is significant (p< 0.001). We thus 
have seen that 59% users used the new emerging structures to discover resources, 
indicating that due to self-organisation on the portal, more flexible ways to access 
resources have been created. We can also argue that it is a robust system, as even if 
only 33% of users contribute tags, they are used by 59% of users for retrieval 
purposes.  

For the resource discovery, we were interested whether all the tags were used in a 
similar way. Out of more than 3800 distinct tags, our logging analyses show that only 
11% of the tags were clicked on and that they generated 2631 clicks. On average, 
each tag received 6.9 clicks; however, in reality, 20% of the top clicked tags 
generated 79.6% of the clickstream.  

This led to study how the supply of tags in the system matches with the demand, 
i.e. how flexibly can the portal’s offer to adapt to a chancing environment. A measure 
for “attractive tags” was introduced which compares the amount of clickstream on a 
tag against how many times it had been added to the system by teachers (i.e. supply). 
If the number is above one (1), it means that the tag has generated more clickstream 
than supply. This means that the tag is “attractive”. If the number equals to one, it 
means that there is an equal amount of demand and supply, and below one indicates 
that there is supply, but no demand. We found that 21% of tags were “attractive” and 
24% had an equal demand and supply. 55% of tags received less clicks than there 
were supply. Language-wise, within the “attractive” and “equal” tags, 28% are in 
another language than English. The flexibility of the tags to adapt to a chancing 
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environment by accommodating users’ demand was demonstrated in showing that 
45% of tags attracted more or equal amount of demand than there was supply.  

 
 

 
Fig. 4. Different users interact differently with the social tagging system  (n=234). 

Flexibility and robustness regarding metadata ecology 
  

Moreover, we also studied the flexibility and robustness of the system from the point 
of view of interplay between social tags and conventional metadata, i.e. relationship 
(tag,LOM) [31]. Flexibility in this case can be regarded as the capacity of the 
metadata to adapt to a changing environment, and robustness can be interpreted 
meaning that even if one or more metadata elements of LOM fail, thanks to tags, the 
system can still perform its task, i.e. support teachers in discovering learning 
resources.  

As the portal is made available to teachers from European countries and its 
interface is made available in multiple languages, it is normal that users tag in 
multiple languages. The tagging behaviour in a multilingual context is studied in [28]. 
Similarly to the previous study, we also found that users tag in multiple languages. In 
this study we found that 29% of the tags were in English, although a very few users 
had English as mother tongue. A medium correlation (r=0.57) was found between the 
language of the content and language of tags.  
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 Fig. 5. Attractive tags, i.e. the tags that proportionally received more clicks from users as 
opposed to tags that were added by users. The “wish list” of the users of an international 
learning resource portal. 

We ran a database query against all the tags and the multilingual Thesaurus terms. 
We found that 11.3% of distinct user-generated tags exist in the LRE multilingual 
Thesaurus. We call these “Thesaurus tags”, as they are end-user generated, but they 
also exist in the Thesaurus. The number of times “Thesaurus tags” were applied rises 
to 30.6% of all tags (i.e. the same tag added to many resources). On average, these 
tags were reused 11.8 times compared to other tags which were reused on average 2.4 
times. It is interesting that, especially in a multilingual context, such a high 
percentage of overlap exists between natural language and controlled vocabularies. In 
[35] authors report that the folksonomy set overlapped with the indexer set on average 
19.5%.  

These “Thesaurus tags” by users can be used to improve the semantic 
interoperability of tags. First, they have a potential to be used as a “bridge” between 
existing descriptors and tags, and thus enhance the semantic interoperability within 
and across languages.  

 

 
Fig. 5. Learning resource “Change of State” with tags (e.g. “kemia”) and indexing terms 
“sciences” and “physical sciences” from the multilingual Thesaurus. 

One example is the resource “Change of State” in Figure 5, which has tags by end-
users as well as the classification terms by the expert indexer. Table 1, on the other 
hand, shows the Thesaurus “descriptor 195” representing the concept of “chemistry” 
with its language equivalences. As we can now observe, the tag “kemia” is actually a 
“Thesaurus tag”.  Thanks to the multilingual Thesaurus, we can first of all recognise 
the similarity between a “Thesaurus tag” and the descriptor, and then assign 
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properties to these tags from the Thesaurus, e.g. the tag “kemia” is related to the 
concept of “descriptor 195” and its language is Finnish. A similar idea of connecting 
tags to existing ontologies has been presented in [36], although the difference is that 
in our case, we use the resource and its existing descriptors as a proxy for the 
semantic link between the descriptor and tag, and that this process can be automated 
to take place at the back-end without being intrusive to the user. 

The information gained from the link between the “Thesaurus tag” and descriptor 
can be used in various ways. It can be used, for example, in the tagcloud to show 
different translations of the tag “kemia”. As for the retrieval purposes, the system 
could infer that other resources indexed with the “descriptor 195” are also relevant. 
Here, the user will get a chance to retrieve learning resources in multiple languages, 
thanks to the inter-language connection that the multilingual Thesaurus offers. 
Moreover, “Thesaurus tags” open up new options to navigate across multilingual 
resources, for example, a thematic multilingual tagcloud could be created by 
displaying all the tags that are added to resources which contain a given Thesaurus 
descriptor (e.g. tagcloud on physical sciences).  

Table 1. Language equivalences for the Thesaurus “descriptor 195”, including also one user-
generated "Thesaurus tag" kemia.  

Descriptor ID Language equivalences  
195 Chemie fr 
 chemistry  en 
 kemi sv 
 kemia (Thesaurus tag) fi 
 kémia hu 

 
Secondly, the “Thesaurus tags” can be suitable descriptors to be added to the 

original LOM description of the learning resource, particularly in cases where the 
original indexing has been poor or limited. In our example of “Change of State”, we 
know from the Thesaurus hierarchies that the “descriptor 195” is a narrower term of 
the existing indexing term “physical sciences”. As the “Thesaurus tag” narrows down 
the current classification of the learning resource in question, we can automatically 
add it as a new classification term for the resource. 

Thirdly, the area of intra-language equivalence within the multilingual Thesaurus 
could be improved with tags, as in our evaluations they have been identified as a good 
source for non-descriptors [37]. A non-descriptor provides the intra-language 
equivalence that facilitates access to resources that are indexed by using the thesaurus 
terms that do not translate well to the language that the end-user uses. For example, 
the tag “efl” (= “English as foreign language”) could be expressed in thesauri terms as 
“English language” + “foreign language”. When the user types a text search “efl”, not 
only tagged resources would be retrieved, but also the ones with the above 
descriptors. In this way the gap between natural language and controlled language 
could be reduced. The same could apply also for gathering better scope-notes, which 
deal with the meaning of terms and help the user to understand the term better. 
Especially in a multilingual context, where some differences occur from one 
language/culture to another, this feature is useful to understand cultural differences.  
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Flexibility and robustness regarding crossing contexts  
 

Previous studies have shown that the reuse of learning resources is low [e.g. 6].  
Barriers to reuse have been studied in [11], where the authors argue that a “repository-
centric perspective” of learning resource repositories create a barrier for the use and 
reuse of learning resources, as repositories are often introduced as a stand-alone tool 
to users. To improve the reuse, [6] show that improving even one of the steps in the 
reuse chain would improve the probability of reuse and therefore, the amount of reuse 
within the platform. The interplay between learning resource repositories is 
considered as a step in the reuse chain, and this study focuses on the mechanisms that 
could create such interplay. 

We studied the relationship of (tag, item) and how it can be used to create interplay 
between different contexts [31]. The research challenge was to demonstrate whether 
the end user generated tags can create cross-references between separate pieces of 
content that reside in heterogeneous content platforms in a multilingual context. We 
focused on tag-based interest structure on learning resources that teachers have tagged 
on a number of different educational platforms or tools. [38] argue that tag-based 
interest structures in social tagging systems are less segmented than item-based 
interest structures, which are typically used for social recommendation purposes.  

To study the possibility of interplay more than 20 000 tag applications between 
five different educational resource platforms were collected (Calibrate, LeMill, OER 
Commons, LRE and delicious.com). We then analysed all the tag-item pairs from the 
datasets to find the overlap between tags in different services. The entire dataset 
comprises 21269 tag applications (Table 2).  We found that 666 of the distinct tags 
(7.4% of all distinct tags) overlap at least in two out of five different tagging systems. 
They result in 6452 tag applications, which covers 30% of all the posts in our dataset. 
Using this tag-based interest structure, we can create an aggregated “cross-platform 
tagcloud”. It filters 7.4% of all distinct tags and creates man-made bridges across two 
or more platforms taking advantage of the tag-based interest structure in an 
educational context. 

Table 2. Tags shared among five different tagging tools in an educational context. 

Tags appear  Distinct tags Applications % tag applications 
Total in 2 or more 
platforms 666 6452 30.3% 
All tags 5 services 9036 21269  

 
The idea of allowing users to access resources originating from different platforms 

through tags is complimentary to other forms of sharing learning resources and their 
metadata between repositories [32, 39]. Our proposal of a “cross-platform tagcloud”, 
though, introduces three new aspects. First, it builds on the social interactions among 
users in terms of co-construction of knowledge as tags, and secondly, it uses them as a 
way to offer interplay between learning resources platforms. Lastly, it introduces the 
idea of accessing both institutional resources (usually subject to some quality control 
within a closed information retrieval system) and private collections of resources from 
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various sources. Such ideas are novel in the area of learning object repositories, where 
the de facto way of sharing resources is based on federating and harvesting metadata. 
Instead of accessing the entire set of “conventional” metadata, which can amount to 
thousands of resources (e.g. the LRE alone makes more than 35 000 resources 
available), “man-made” filters, i.e. tags, bridge between platforms and guide the 
user’s choice of resources.  

4 Conclusion and future work 

In this study we have focused on three different aspects of self-organisation and 
stigmergy on a learning resource platform with a social tagging feature. We have been 
able to show that the self-organisation aspect of a social tagging system helps users 
discover learning resources more efficiently. We also showed that both users and the 
metadata ecology benefited from the flexibility and robustness of such system. 

Thanks to the triple (user,item,tag) when represented in a “cross-platform 
tagcloud”, we have been able to show that content which comes from heterogeneous 
repositories that typically do not cross-reference each other via link-structures, has 
such cross-references. Therefore, the link-structures from our aggregated tagcloud 
opens more sophisticated avenues for resource discovery across contexts (e.g. 
repository, language, country, curriculum). Future work focusing on using these 
underlying connections to create measures of resources’ importance will offer plenty 
of research challenges. Similarly to the Page-Rank algorithm [40], tags, creating 
underlying connections between seemingly random pieces of content in different 
languages (from repositories in different countries), rely on humans’ subjective idea 
of their importance for a given information-seeking task. Using this new, emerging 
link-structure, and involving tags as “anchor texts”, could offer totally new ways to 
“organise the world's learning resources and make them universally accessible and 
useful”, similar to what Google claims its mission statement is for world’s 
information. Moreover, resource’s potential for crossing across different contexts 
could be detected from the same link-structure. Resources-specific tags, for example, 
that appear in many different languages could indicate that the resource is being used 
in different language contexts and thus has potential to be used across contexts. 
Similarly, resources with users from a number of different countries could indicate 
that these resources are being used in different country and curriculum contexts. 
Conversely, resources that have tags associated to them only in one language or only 
by users from the same country as the resource is, could be disregarded and given less 
importance for the across-context discovery. 
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Abstract. Experience sharing to support software engineering is an im-
portant, yet difficult task. This paper presents an integration of the Task
Pattern concept to support social software engineering. Task Pattern
provide information objects and code examples to support software en-
gineering tasks in a community of developers. They are generated based
on information resulting from task-centric software development tools,
e.g. the Tasktop system. As centrally organized and automatically ex-
tended information source they give a valuable insight into the process
and product of software development tasks.

Key words: task pattern, social software engineering, social informa-
tion retrieval

1 Introduction

Software development can be considered as a specific type of knowledge work
[11]. Characteristics like weakly-structured processes, high degree of personal
decision involvement and only partial knowledge of the outcome are valid. These
aspects complicate adequate support of development processes. In this paper
we introduce a concept to support task-centric social software engineering in a
team, using the concept of Task Patterns [9]. Task Patterns collect information
artefacts created and used by developers when executing software development
tasks of similar kind. These artefacts are organized with respect to their meaning
for the described task class. With our approach we extend tools like Tasktop Pro
for Eclipse [12] which support users in executing their tasks by functionalities for
Task Pattern creation and enhancement for experience sharing. This is done by
a structured re-use of the information collected by these tools for Task Patterns
shared within a community.

This paper is structured as follows. First, we introduce our view on social
software engineering and the possible fields of application for social information
retrieval in software engineering projects. Second, task-centric software devel-
opment and the Task Pattern concept are presented as foundation for the idea
of using task-centric software engineering to support experience transfer. Third,
Task Patterns for software engineering are presented as means for transferring
personal experience in a collaborative development environment.
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2 Conceptual Background

In this section we introduce the concept of social software engineering and show
how social information retrieval (SIR) can be applied in software engineering
projects.

2.1 Social Software Engineering

Software engineering - especially in Open Source - is carried out in (large) teams.
The times when developers worked alone on their code seem definitely to be over.
Surely this is not a trend of the recent years, as Gerald M. Weinberg stated in
1971 that software engineering is a social user-centered activity where communi-
cation plays a key function [15] and that is supported by computers. Computer
supported cooperative work (CSCW) is an interdisciplinary field of research fo-
cussing on the connection of collaborative work and technical support for it.
As Ellis et al. define it CSCW looks at how groups work and seeks to discover
how technology (especially computers) can help them work [3, p. 39]. So CSCW
is part of the research conducted in the area of Computer Mediated Commu-
nication (CMC). CMC researches how people and groups communicate using
web technologies and services like e-mail, blogs or bulletin boards. Restricting
this collaborative work in groups to the domain of software engineering leads to
the research area of collaborative (or social) software engineering. Regional and
temporal distribution of software development teams require specific techniques
for communication and coordination, especially with respect to the domain of
knowledge sharing. Collaborative development environments (CDEs) are pro-
viding optimal support for coordinating activities and communication in the
software engineering process conducted in teams [1].

2.2 Social Information Retrieval in Software Engineering projects

Social Information Retrieval (SIR) deals with obtaining information by utilizing
social processes. Information can be externalized artefacts as well as personal ex-
pertise, so SIR can allow the retrieval of stored data or domain experts. There are
different techniques and methods for SIR [14]; techniques include collaborative
filtering, subjective relevance judgements and social bookmarking. Methods for
SIR comprise recommender systems, social navigation and social search. A mix
of the methods and techniques yield an added value for the users of services.
In software engineering projects the SIR needs structures to retrieve abstract
information like documents and API desciptions as well as more concrete in-
formation like source code or best practise examples which fit the engineering
requirements and guidelines of the specific team. A CDE can offer a social book-
marking approach allowing developers to bookmark important project-related
documents and include these information in the ranking of search results. [6]
show how methods and techniques of SIR can be successfully applied in the
context of software requirements engineering.
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With Task Pattern for software enginnering projects we propose a new type of
SIR technique: building patterns from task execution. We will store and analyse
tasks of developers, abstract from their specific context and create a Task Pattern
from multiple task executions. This Task Pattern will be stored in a central Task
Pattern Repository and can be accessed by every developer.

3 Tasks and Task Pattern to support organization and
execution of tasks

Tasks have proven as effective and efficient means to structure knowledge work.
A recent approach is task-centric software development, indicated by e.g. one
million downloads of the task-centric development support tool MyLyn [12].
Still, task concepts in knowledge work and also software development are mainly
utilized as mechanism to support a user in executing his tasks by organizing
information objects. The Task Pattern concept has been proposed to re-use task
execution knowledge to share experience and support the retrieval of structured
information in a community.

3.1 Task-centric Software Engineering

Task-centric Software Development is the organization of programming activities
based on tasks using e.g. a task management system. One respective application
is MyLyn [5], an extension for the Eclipse IDE which observes the lines of code
a user works on for a specific task. MyLyn is based on the following assumption:
The longer a user works on a specific element of the code in a task context,
the higher is its relevance for the task. Empirical studies [13] prove that this
assumption holds. Thus the software code can be organized in terms of tasks. If
a developer interrupts a coding task and has to come back to it later, MyLyn
filters the code resources based on the earlier observed relevant lines of code thus
increasing the speed of resource access.

MyLyn allows to share the relevant code parts for tasks in a given project
in a community. This allows a community to understand certain lines of code as
product of a coding task. This is a good first step, but lacks additional informa-
tion. The process which lead to the product needs to be transferred additionally
to provide more understanding, following Floyds process-product complemen-
tary view on software development [4]. Code examples might be worthless for
a novice who can not access information describing involved technologies and
frameworks. This information most probably has been used during the process
of coding. This implicitly has been taken up by the developers of MyLyn, as
they recently introduced Tasktop. Tasktop extends MyLyn beyond the observa-
tion of code relevant for a task: it observes the interaction with different kinds
of information objects like e-mails, documents and web-resources as well. The
data collected by MyLyn and Tasktop seems to be a valuable basis for task
support beyond the individual organization. Both is integrated in Tasktop Pro
for Eclipse. A structure to organize the data respectively can be Task Patterns
which are introduced in the following.
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3.2 Task Patterns to share work experience

Task Patterns are a structure to support individual task execution and to realize
tool-supported experience sharing in knowledge work. They hint to working ac-
tivities and information objects necessary to execute a specific class of tasks. For
a user Task Patterns recommend work activities based on Abstraction Services.
These Services support users in identifying subtasks, information objects or per-
sons to collaborate with for a specific purpose in a given task class. They are
capable to describe aspects of a task on different abstraction levels as described
in [10].

Task Patterns are not centrally organized but originate from abstractions
of different degrees on user task executions. These executions are explicit in
task-centric information system[2] which can be extended by Task Pattern func-
tionality. As such an interplay between a user task and the respective Task
Pattern realizes an enhancement life-cycle [7]: by connecting task and Task Pat-
tern and enriching the task by the abstracted pattern data each pattern re-use
in the community enhances the pattern, as described in [10]. As such the Task
Pattern is a structure for a knowledge worker to learn how to execute a task,
meanwhile the structure is implicitly enriched by the knowledge worker himself.
The resulting pattern is a community effort as it structures knowledge from real
task executions in the community in a re-usable way. In the following we explain
the concept of Task Patterns with Abstraction Services to support software en-
gineering activities.

4 Task Patterns for Software Engineering

Software development tasks in general result in the creation of program code as
product of the tasks. To create the respective program code developers often need
to look up different information or learn specific techniques by using different
information objects like API descriptions, wikis, development handbooks etc.

4.1 Structure and life-cycle of Task Pattern in Software Engineering

As described, task-centric software development uses tools like Tasktop Pro to
automatically structure code and resources by means of tasks. We re-use this
information for Task Patterns which mesh up the different types of information:
code examples which stand for the product and abstract descriptions which help
to understand the process which lead to the product. Currently these informa-
tion types are not centrally organized, as code is spread across the development
project source files and other resources need to be accessed via folder structure
for files and bookmarks for web-resources. This leads to tedious information-
retrieval activities by the developer and a retrieval process which often uses
external data-sources like e.g. google code or development forums.

Next to Abstraction Services for information objects like documents, book-
marks or persons which help to structure documents or serve as expert finder, a
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Code Abstraction Service serves as central collector for code examples. A Code
Abstraction Service basically collects program code which was created to solve
tasks described by the Task Pattern. It allows the user to identify relevant pas-
sages which can be re-used to execute a new task. Thus it serves as a cheat-sheet
to highlight code solving a certain problem in the context of a program.

As different types of information are included in a Task Pattern, a developer
can decide to what extent which type of support is necessary. Experts might get
support by code examples meanwhile novices need to understand the context
and design process itself and have to refer to abstract information. By combining
both, Task Patterns allow developers to balance their information requirements.

The creation of a Task Pattern and the life-cycle of integrated Task Pat-
tern use and Task Pattern enhancement is shown in figure 1. After finishing
a development task which has been organized using Tasktop the user decides
to transform the information into a Task Pattern. To create a Task Pattern a
user only has to name a Task Pattern and decide which elements observed by
Tasktop are to be wrapped up by Abstraction Services. Abstraction Services
allow to structure similar kinds of information and to describe their purpose for
the task (Abstraction layer in figure 1). The program code created during the
execution of a task gets included in a Code Abstraction Service. The resulting
Task Pattern is stored in a public Task Pattern Repository. This repository can
be accessed by all developers which can make use of the pattern and enhance it
by their respective activities.

DocumentsCode

Tasktop Task

knowledge intense
activities

Task Pattern
Repository

create
task pattern refine

task pattern

Real Task

use
task pattern

Real Task

DocumentsCode

Tasktop Task

knowledge intense
activities

Abstraction Layer
abstracts personal context, creates reusable task pattern, refines stored task pattern

Fig. 1. Realization of a life-cycle
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4.2 An example of Task Pattern in software engineering

The following example shows the application of Task Pattern. We assume that
there is a community-embedded collaborative development environment (CCDE)
that supports informal communication amongst developers and serves as project
management tool for multiple different projects at the same time (cf. [8]). Fur-
thermore we assume that the CCDE hosts multiple projects that connect with
the social photo sharing site Flickr (http://www.flickr.com). So various de-
velopers from different projects try to upload photos to and display photos from
Flickr using different programming languages. All developers are structuring
their daily work using Tasktop and make use of the possibility to create, en-
hance and use patterns in the context of their local tasks. This already has
resulted in a pattern on accessing and displaying Flickr photos. The pattern in-
cludes software code from 5 different tasks of this kind, realizing photo display
in different user interfaces. An additional excerpt from the Flickr API and a
“how-to” document are attached as well as a short e-mail discussion on caching
of photo sets to increase the accessibility.

A developer wants to display Flickr photos. He queries the Task Pattern
repository and identifies the described pattern based on its name. He attaches
this pattern to his new task. Using Abstraction Services, the developer accesses
the code examples but has problems in understanding specific parts of the im-
plemented code. He refers to the attached documents which enable him to un-
derstand and re-use parts of the given code. Additionally he asks a colleague on
a specific visualization technique including filters and receives a document on
this. The document gets included in his tasktop system, as all his activities are
tracked by the system. Due to the connection between task and Task Pattern the
developer easily can attach the additional information to the pattern. The Code
created by him gets automatically attached to the Code Abstraction Service.

4.3 Integrating Task Patterns into the IDE

As a realization we propose the extension of Tasktop Pro for Eclipse by interac-
tion functionalities with Task Patterns and Abstraction Services as visible in the
mockup fig. 2. A Task Pattern gives access to the Abstraction Services which
provide access to documents, web resources, e-mails and example code (1). The
example code can be used by an additional code view to browse the program
code collected by the Abstraction Service during all different execution processes
(2). The task list has to be extended by a mechanism to attach Task Pattern to
tasks and the task list must show the attached Pattern with Abstraction Services
to the activated tasks. This application is currently under development at the
University of Paderborn.

5 Discussion

Task Patterns in Software Engineering have been introduced as structure which
re-uses task information to realize experience sharing. Thereby Task Pattern
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Fig. 2. Example for Code Abstraction Service in Eclipse

extend the scope of task-centric software development tools from an organiza-
tional and analytical scope towards a tool supported awareness of the execution
process. This supports software development as social process, providing shared
understanding of problems and awareness of different problem solving types.

The re-use of the Task Pattern concept shows its applicability to different,
more specialized domains of knowledge work. The domain of software engineering
shows a specific benefit: one can assume that the product of most tasks is code.
This allows the easy identification of information resources which represent the
process of problem understanding and solving including the resulting code as
product. Thus, one can provide a combination of resources to support the process
of problem based learning and the examples of working products. The re-use of a
tool like Tasktop Pro especially allows the extensive automation of the involved
Task Pattern life-cycle [10]. Task Patterns for software engineering focus on
support of the individual solution of discrete, individual programming tasks.
With embedding Task Patterns for software engineering in a CCDE developers
can make use of social processes of recommendation and tagging and thus share
experience on similar, re-occurring tasks in a structured form which integrates
support for the understanding of the development process as well as for the
generated product.

The presented integration of the Task Pattern approach for social software
engineering is currently under development at the University of Paderborn within
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the scope of a master’s thesis. The results will be evaluated and used to enhance
the social experience within software engineering projects and help users to find
help from others.
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Abstract   

This paper offers an excerpt of a chapter that will appear later in the First Hand-
book on Recommender Systems. It focuses on the field of Technology enhanced 
learning (TEL) that aims to design, develop and test socio-technical innovations 
that support and enhance learning practices of both individuals and organisa-
tions. TEL is therefore an application domain that generally covers technologies 
that support all forms of teaching and learning activities. Since information re-
trieval (in terms of searching for relevant learning resources to support teachers 
or learners) is a pivotal activity in TEL, the deployment of recommender systems 
has attracted increased interest. This chapter attempts to provide an introduction 
to recommender systems for TEL settings, as well as to highlight their particulari-
ties compared to recommender systems for other application domains.  

 



2   Nikos Manouselis1, Hendrik Drachsler2, Riina Vuorikari2,3, Hans Hummel2, Rob Koper2 

 
 

Introduction  

As in any other field where there is a massive increase in product variety, in Tech-
nology Enhanced Learning (TEL) there is also a need for better findability of 
(mainly digital) learning resources. For instance, during the past few years, nu-
merous repositories with digital learning resources have been set up (Tzikopoulos 
et al., 2007). A prominent European example is European Schoolnet’s Learning 
Resource Exchange (http://lreforschools.eun.org) that federates more than 43,000 
learning resources from 25 different content providers in Europe and beyond. The 
US examples are repositories such as MERLOT (http:// www.merlot.org) that has 
more than 20,000 learning resources (and about 70,000 registered users) and OER 
Commons (http://www.oercommons.org) with about 18,000 resources. Apart from 
learning content, learning resources may also include learning paths (that can help 
them navigate through appropriate learning resources) or relevant peer-learners 
(with whom collaborative learning activities can take place). 
 
In this plethora of online learning resources available, and considering the various 
opportunities for interacting with such resources that often occur in both formal 
and non-formal settings, all user groups of TEL systems can benefit from services 
that help them identify suitable learning resources from a potentially overwhelm-
ing variety of choices. As a consequence, the concept of recommender systems 
has already appeared in the TEL-domain. Latest efforts to identify relevant re-
search in this field, and to bring together researchers working on similar topics, 
have been the annual workshop series of Social Information Retrieval for Tech-
nology Enhanced Learning (SIRTEL), and a Special Issue on Social Information 
Retrieval for TEL in the Journal of Digital Information (Duval et al., 2009). These 
efforts resulted in a number of interesting conclusions, the main ones being that: 
 
a) There is a large number of recommender systems that have been deployed (or 

that are currently under deployment) in TEL settings; 
b) The information retrieval goals that TEL recommenders try to achieve are of-

ten different to the ones identified in other systems (e.g. product recommend-
ers); 

c) There is a need to identify the particularities of TEL recommender systems, in 
order to elaborate on methods for their systematic design, development and 
evaluation. 

 
In this direction, the present chapter attempts to provide an introduction to issues 
related to the deployment of recommender systems in TEL settings, keeping in 
mind the particularities of this application domain. The main contributions of this 
chapter are the following:  
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• Discuss the background of recommender systems in TEL, particularly in rela-
tion to the particularities of TEL context. 

• Reflect on user tasks that are supported in TEL settings, and how they compare 
to typical user tasks in other recommender systems. 

• Review related work coming from adaptive educational hypermedia (AEH) 
systems and the learning networks (LN) concept. 

• Assess the current status of development of TEL recommender systems. 
• Provide an outline of particularities and requirements related to the evaluation 

of TEL recommender systems that can provide a basis for their further applica-
tion and research in educational applications. 

Background 

TEL as context  

Technology Enhanced Learning and the analysis of the data it generates take place 
in different types of educational settings which are called macro-context  (Vuori-
kari & Berendt, 2009). It generally has significant influence on what user actions 
are possible and how they can be interpreted. Examples of these dimensions of 
macro-context include dimensions such as educational level, formal and informal 
learning, delivery setting and different user roles.  
 
Examples of the educational level are K-12 education, Higher Education (HE), 
Vocational Education and Training (VET) and workplace training. A formal set-
ting for learning includes learning offers from educational institutions (e.g. univer-
sities, schools) within a curriculum or syllabus framework, and is characterised as 
highly structured, leading to a specific accreditation and involving domain experts 
to guarantee quality. This traditionally occurs in teacher-directed environments 
with person-to-person interactions, in a live and synchronous manner.  
 
An informal setting, on the other hand, is described in the literature as a learning 
phase of so-called lifelong learners who are not participating in any formal learn-
ing and are responsible for their own learning pace and path (Colley, Hodkinson & 
Malcom, 2002; Longworth, 2003). The learning process depends to a large extent 
on individual preferences or choices and is often self-directed (Brockett & Hiem-
stra, 1991). The resources for informal learning might come from sources such as 
expert communities, work context, training or even friends might offer an oppor-
tunity for an informal competence development.  
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The TEL involvement can be characterised by the provision of blended learning 
opportunities to purely distant educational ones (Moore, 2003). Blended learning 
combines traditional face-to-face learning with computer-supported learning 
(Graham, 2005). Distance education, on the other hand, can be delivered using 
TEL environments in either synchronous or asynchronous ways. Traditionally, 
distance learning was more related to self-paced learning and learning-materials 
interactions that typically occurred in an asynchronous way (Graham, 2005). 
However, live streaming and virtual, personal learning environments (e.g. Web 
2.0) have facilitated the development of synchronous distance learning services in 
formal educational settings. 
 
Lastly, different actors and needs can be identified in TEL. A distinction can be 
made between the teacher-directed interaction and learner-directed learning proc-
esses. This has ramifications concerning the intended users of TEL environments. 
This thesis, for example, considers teachers as main users of the system. 
 
While macro-context has large implications for interpretation and design, its as-
pects are fairly agreed-upon, and it is comparatively easy to measure. Micro-
context is a more contested notion and more difficult to measure. However, while 
macro-context is domain-specific, concepts for micro-context range over more di-
verse fields.  

TEL Recommendation goals 

In the past, the development of recommender systems has been related to a num-
ber of relevant user tasks that the recommender system supports within some par-
ticular application content. More specifically, Herlocker et al. (2004) have related 
popular (or less popular) user tasks with recommendation goals: 
 
• Annotation in Context. Providing recommendations while the user is carry-

ing out some other tasks. E.g. Web-recommenders that provide predictions 
about existing links in the user’s typical browsing environment.  

• Find Good Items. The core recommendation task, recommending users with 
a number of suggested items. E.g. systems where good items are recom-
mended, often without explaining why these ones are chosen (e.g. showing 
predicted rating values).  

• Find All Good Items. Providing recommendations in domains where infor-
mation completeness is a critical factor (e.g. health or legal cases). It concerns 
recommending users with an exhaustive list of all relevant items.  

• Recommend Sequence. Very relevant in systems where users are “consum-
ing” items in a sequence (i.e. one after the other), such as personalised radio 
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and TV applications. It concerns the recommendation of a whole sequence of 
items, instead of simply a subset of relevant ones. 

• Just Browsing. Relevant in cases where recommendation is not supporting 
relevant or “equally good” items, but is trying to expand the search coverage 
with novel or serendipitous suggestions. It provides a recommended list of 
good items or some annotation in context, but the rationale for the recommen-
dation is different. 

• Find Credible Recommender. Relevant in the early stages of getting famil-
iarised with a recommender system, when users want to explore and validate 
the credibility of the system. Good items or annotations in content can be pro-
vided, but the rationale of recommendation may differ (e.g. providing very 
few novel or serendipitous suggestions that could surprise the users).  

 
Generally speaking, most of the above identified recommendation goals and user 
tasks are valid in the case of TEL recommender systems as well. For example, a 
recommender system supporting learners to achieve a specific learning goal, “pro-
viding annotation in context” or “recommending a sequence” of learning resources 
are relevant tasks. However, in comparison to the typical item recommendation 
scenario, there are several particularities to be considered regarding what kind of 
learning is desired, e.g. learning a new concept or reinforce existing knowledge 
may require different type of learning resources. Moreover, for learners with no 
prior knowledge in a specific domain, relevant pedagogical rules such as Vygot-
sky’s “zone of proximal development” should be applied, e.g. ‘recommended 
learning objects should have a level slightly above learners’ current competence 
level’,  (Vygotsky 1978).  
 
Different from buying products, learning is an effort that often takes more time 
and interactions compared to a commercial transaction. Learners rarely achieve a 
final end state after a fixed time. Instead of buying a product and then owning it, 
learners achieve different levels of competences that have various levels in differ-
ent domains. In such scenarios, what is important is identifying the relevant learn-
ing goals and supporting learners in achieving them. On the other hand, depending 
on the context, some particular user task may be prioritised. This could call for 
recommendations whose time span is longer than the one of product recommenda-
tions, or recommendations of similar learning resources, since recapitulation and 
reiteration are central tasks of the learning process (McCalla 2004).  
 
As for teacher-centred learning context, different tasks need to be supported. 
These tasks can be broadly distinguished into the ones related to the preparation of 
lessons, the delivery of the lesson (i.e. the actual teaching), and the ones related to 
the evaluation. For instance, to prepare a lesson the teacher has certain educational 
goals to fulfil and needs to match the delivery methods to the profile of the learn-
ers (e.g. their previous knowledge). Lesson preparation can include a variety of in-
formation seeking tasks, such as finding content to motivate the learners, to recall 
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existing knowledge, to illustrate, visualise and represent new concepts and infor-
mation. The delivery can be supported in using different pedagogical methods (ei-
ther supported with TEL or not), whose effectiveness is evaluated according to the 
goals set. A TEL recommender system could support one or more of these tasks, 
leading to a variety of recommendation goals. 
 
Thus, although the previously identified user tasks and recommendation goals can 
be considered valid in a TEL context, there are several particularities and com-
plexities. This means that simply transferring a recommender system from an ex-
isting (e.g. commercial) content to TEL may not accurately meet the needs of the 
targeted users. In TEL, careful analysis of the targeted users and their supported 
tasks should be carried out, before a recommendation goal is defined and a re-
commender system is deployed. This means that the TEL recommendation goals 
can be rather complex: for example, a typical TEL recommender system could 
suggest a number of alternative learning paths throughout a variety of learning re-
sources, either in the form of learning sequences or hierarchies of interacting 
learning resources. This should take place in a pedagogically meaningful way that 
will reflect the individual learning goals and targeted competence levels of the 
user, depending on proficiency levels, specific interests and the intended applica-
tion context.  
 
Therefore, the task analysis of TEL recommender systems has to consider a num-
ber of context variables such as user attributes, domain characteristics, and intelli-
gent methods that can be engaged to provide personalised recommendations. Ex-
tensive work on these topics has been carried out in the past, in the area of 
adaptive educational hypermedia systems. 

Related Work 

Web systems generally suffer from the inability to satisfy the heterogeneous needs 
of many users. To address this challenge, a particular strand of research that has 
been called adaptive web systems (or adaptive hypermedia) tried to overcome the 
shortcomings of traditional ‘one-size-fits-all’ approaches by exploring ways in 
which Web-based could adapt their behaviour to the goals, tasks, interests, and 
other characteristics of interested users (Brusilovsky & Nejdl, 2004). A particular 
category of adaptive systems has been the one dealing with educational applica-
tions, called adaptive educational hypermedia (AEH) systems. Since one can say 
that AEH systems address issues of high relevance to TEL recommender systems, 
this section provides a brief overview of related work, trying to identify common-
alities and differences that could be of relevance for TEL recommenders. 
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Adaptive Educational Hypermedia  

Adaptive web systems belong to the class of user-adaptive software systems 
(Schneider-Hufschmidt et al., 1993). According to (Oppermann, 1994) a system is 
called adaptive "if it is able to change its own characteristics automatically accord-
ing to the user’s needs". Adaptive systems consider the way the user interacts with 
the system and modify the interface presentation or the system behaviour accord-
ingly (Weibenzahl, 2003). Jameson (2001) adds an important characteristic: “A 
user-adaptive system is an interactive system which adapts its behaviour to each 
individual user on the basis of nontrivial inferences from information about that 
user”.  
 
Adaptive systems help users find relevant items in a usually large information 
space, by essentially engaging three main adaptation technologies (Brusilovsky & 
Nejdl, 2004): adaptive content selection, adaptive navigation support, and adaptive 
presentation. The first of these three technologies comes from the field of adaptive 
information retrieval (IR) (Baudisch, 2001) and is associated with a search-based 
access to information. When the user searches for relevant information, the system 
can adaptively select and prioritise the most relevant items. The second technol-
ogy was introduced by adaptive hypermedia systems (Brusilovsky, 1996) and is 
associated with a browsing-based access to information. When the user navigates 
from one item to another, the system can manipulate the links (e.g., hide, sort, an-
notate) to guide the user adaptively to most relevant information items. The third 
technology has its roots in the research on adaptive explanation and adaptive pres-
entation in intelligent systems (Moore and Swartout, 1989; Paris, 1988). It deals 
with presentation, not access to information. When the user gets to a particular 
page, the system can present its content adaptively. 
 
As Brusilovksy (2001) describes, educational hypermedia was one of the first ap-
plication areas of adaptive systems. A number of pioneer adaptive educational hy-
permedia systems were developed between 1990 and 1996, which he roughly di-
vided into two research streams. The systems of one of these streams were created 
by researchers in the area of intelligent tutoring systems (ITS) who were trying to 
extend traditional student modelling and adaptation approaches developed in this 
field to ITS with hypermedia components (Beaumont, 1994; Brusilovsky, Pesin, 
& Zyryanov, 1993; Gonschorek, & Herzog, 1995; Pérez, Lopistéguy, Gutiérrez, & 
Usandizaga, 1995). The systems of the other stream were developed by research-
ers working on educational hypermedia in an attempt to make their systems adapt 
to individual students (De Bra, 1996; de La Passardiere, & Dufresne, 1992; Hohl, 
Böcker, & Gunzenhäuser, 1996; Kay, & Kummerfeld, 1994). AEH research has 
often followed a top- down approach, greatly depending on expert knowledge and 
involvement in order to identify and model TEL context variables. For example, 
Cristea (2005) describes a number of expertise-demanding tasks when AEH con-
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tent is authored: initially creating the resources, labelling them, combining them 
into what is known as a domain model; then, constructing and maintaining the 
user model in a static or dynamic way, since it is crucial for achieving successful 
adaptation in AEH. Generally speaking, in AEH a large amount of user-related in-
formation (characterising needs and desires) has to be encoded in the content crea-
tion phase. This can take place in formal educational settings when the context 
variables are usually known, and there is a large amount of AEH research (e.g. 
dealing with learner and domain models) that can be considered and reused within 
TEL recommender research. On the other hand, in non-formal settings less expert-
demanding approaches need to be explored. 

Learning Networks  

Another strand of work includes research where the context variables are extracted 
from the contributions of the users. A category of such systems includes learning 
networks, which connect distributed learners and providers in certain domains 
(Koper & Tattersall, 2004; Koper et al., 2005). The design and development of 
learning networks is highly flexible, learner-centric and evolving from the bottom 
upwards, going beyond formal course and programme-centric models that are im-
posed from the top downwards. A learning network is populated with many learn-
ers and learning activities provided by different stakeholders. Each user is allowed 
to add, edit, delete or evaluate learning resources at any time.  

 

  

Figure 1: Starting phase of a learning net-
work with a first learner moving through 
possible learning activities.  

Figure 2: Advanced phase of a learning net-
work, showing emerged learning paths 
caused by the collective behaviour of all 
learners in the network. 

 
The concept of learning networks (Koper, Rusman, Sloep, 2005) provides meth-
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ods and technical infrastructures for distributed lifelong learners to support their 
personal competence development. It takes advantages of the possibilities of the 
Web 2.0 developments and describes the new dynamics of learning in the net-
worked knowledge society. A learning network is learner-centred and its devel-
opment emerges from the bottom-up through the participation of the learners. 
Emergence is the central idea of the learning network concept. Emergence appears 
when an interacting system of individual actors and resources self-organises to 
shape higher-level patterns of behavior (Gordon, 1999; Johnson, 2001; Waldrop, 
1992).  

 
We can imagine users (e.g. learners) interacting with learning activities in a learn-
ing network while their progress is being recorded. Indirect measures like time or 
learning outcomes, and direct measures like ratings and tags given by users allow 
identify paths in a learning network which are faster to complete or more attrac-
tive than others (e.g. Drachsler at al., 2009; Vuorikari & Koper, 2009). This in-
formation can be fed back to other learners in the learning network, providing col-
lective knowledge of the ‘swarm of learners’ in the learning network. Most 
learning environments are designed only top-down as oftentimes their structure, 
learning activities and learning routes are predefined by an educational institution. 
Learning networks, on the other hand, take advantage of the user-generated con-
tent that is created, shared, rated and adjusted by using Web 2.0 technologies. In 
the field of TEL several European projects address these bottom-up approaches of 
creating and sharing knowledge. A large EU-initiative that addresses the creation 
of informal learning networks is the TENcompetence project (Wilson et al., 2008).  
 
Another category of systems that formulate and define their context variables fol-
lowing a bottom-up approach, are Mash-Up Personal Learning Environments 
(MUPPLE) (Wild et al., 2008). First such approaches were created by (Liber, 
2000; Liber & Johnson, 2008; Wild et al., 2008; Wilson, 2005). The iCamp EU 
initiative explicitly addresses the integration of Web2.0 sources into MUPPLE, by 
creating a flexible environment that allows learners to create their own environ-
ments for certain learning activities. MUPPLEs are a kind of instance of the learn-
ing network concept and therefore share several characteristics with it. They also 
support informal learning as they require no institutional background and focus on 
the learner instead of institutional needs like student management or assessments. 
The learners do not participate in formal courses and neither receive any certifica-
tion for their competence development. A common problem for MUPPLEs is the 
amount of data that is gathered already in a short time frame and the unstructured 
way it is collected. This can make the process of user and domain modelling de-
manding and unstructured. On the other hand, this is often the case in recom-
mender systems as well, when user and item interactions are explored, e.g. in or-
der to identify user and item similarities. 
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Similarities and differences  

Many of the AEH systems address formal learning (e.g. Aroyo et al. 2003; De Bra 
et al. 2002; Kravcik et al. 2004), have equally fine-granulated knowledge domains 
and can therefore offer personalised recommendations to the learners. They take 
advantage of technologies like metadata and ontologies to define the relationships, 
conditions, and dependencies of learning resources and learner models. These sys-
tems are mainly used in ‘closed-corpus’ applications (Brusilovsky & Henze, 2007) 
where the learning resources can be described by an educational designer through 
semantic relationships and is therefore a formal learning offer. As mentioned be-
fore, in formal educational settings (such as universities) there are usually well-
structured formal relationships like predefined learning plans (curriculum) with 
locations, student/teacher profiles, and accreditation procedures. All this metadata 
can be used to recommend courses or personalise learning through the adaptation 
of the learning resources or the learning environment to the students (Baldoni et 
al. 2007). One interesting direction in this research is the work on adaptive se-
quencing which takes into account individual characteristics and preferences for 
sequencing learning resources (Karampiperis & Sampson, 2005). In AEH there 
are many design activities needed before the runtime and also during the mainte-
nance of the learning environment. In addition, the knowledge domains in the 
learning environment need to be described in detail. These aspects make adaptive 
sequencing and other adaptive hypermedia techniques less applicable for TEL rec-
ommendation, where informal learning networks emerge without any highly 
structured domain model representation. 
 
In informal learning networks, mining techniques need to be used in order to cre-
ate some representation of the user or domain model. For instance, prior knowl-
edge in informal learning is a rather diffuse parameter because it relies on infor-
mation given by the learners without any standardisation. To handle the dynamic 
and diffuse characteristic of prior knowledge, and to bridge the absence of a 
knowledge domain model, probabilistic techniques like latent semantic analysis  
are promising (van Bruggen et al., 2004). The absence of maintenance and struc-
ture in informal learning is also called the ‘open corpus problem’. The open cor-
pus problem applies when an unlimited set of documents is given that cannot be 
manually structured and indexed with domain concepts and metadata from a 
community (Brusilovsky and Henze 2007). The open corpus problem also applies 
to informal learning networks. Therefore, bottom-up recommendation techniques 
like collaborative filtering are more appropriate because they require nearly no 
maintenance and improve through the emergent behaviour of the community. 
Drachsler, Hummel and Koper (2008) analysed how various types of collaborative 
filtering techniques can be used to support learners in informal learning networks. 
Following their conclusions we have to consider the different environmental con-
ditions of informal learning, such as the lack of maintenance and less formal struc-
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tured learning objects, in order to provide an appropriated navigation support to 
recommender systems. Learning networks are mainly structured by tags and rat-
ings given by their users, being therefore in contrast with the institutionalised Vir-
tual Learning Environments (VLEs) like Moodle or Blackboard that are used to 
better manage learning activities and distribute learning resources to learners.  
 
Besides the already mentioned differences for prior knowledge in informal learn-
ing, there are also differences in the data sets which are derived from environ-
mental conditions. Normally, the numbers of ratings obtained in recommender 
systems is usually very small compared to the number of ratings that have to be 
predicted. Effective prediction by ratings based on small amounts is very essential 
for recommender systems and has an effect on the selection of a specific recom-
mendation technique. Formal learning can rely on regular evaluations of experts or 
students upon multiple criteria (e.g., pedagogical quality, technical quality, ease of 
use) (Manouselis et al., 2007), but in informal learning environments such evalua-
tion procedures are unstructured and few. Formal learning environments like uni-
versities often have integrated evaluation procedures for a regular quality evalua-
tion to report to their funding body. With these integrated evaluation procedures 
more dense data sets can be expected. As a conclusion, the data sets in informal 
learning context are characterised by the “Sparsity problem” caused by sparse rat-
ings in the data set. Multi-criteria ratings could be beneficial for informal learning 
to overcome the “Sparsity problem” of the data sets. These multi-criteria ratings 
have to be reasonable for the community of lifelong learners. The community 
could rate learning resources on various levels, such as required prior knowledge 
level (novice to expert), the presentation style of learning resources, and even the 
level of attractiveness, because keeping students satisfied and motivated is a vital 
criteria in informal learning. These explicit rating procedures should be supported 
with several indirect measures, such as “Amount of learners using the learning re-
source”, “Amount of adjustments of a learning resources”, in order to measure 
how up-to-date the learning resource is.  
 
Informal learning is therefore different from well-structured domains, like formal 
learning. Recommender systems for informal learning have no official mainte-
nance by an institution, mostly rely on its community and most of the time do not 
contain well-defined metadata structures. Moreover, where formal learning is 
characteristically top-down designed and develop learning offers (closed-corpus), 
informal learning offers are emerging from the bottom-up through the communi-
ties (open-corpus). Therefore, it will be difficult to transfer and apply recom-
mender systems even from formal to non-formal settings (and vice-versa), since 
user tasks and recommendation goals are often substantially different.  
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Survey of TEL Recommender Systems  

In the TEL-domain a number of recommender systems have been introduced in 
order to propose learning resources to users. Such systems could potentially play 
an important educational role, considering the variety of learning resources that 
are published online and the benefits of collaboration between tutors and learners 
(Recker & Wiley, 2000; Recker & Wiley, 2001; Kumar, al., 2005). The following 
tables provides a selection of some typical approaches, as well as an assessment of 
their status of development and evaluation. 

 
One of the first attempts to develop a collaborative filtering system for learning 
resources has been the Altered Vista system (Recker & Walker, 2003; Recker et 
al., 2003; Walker et al., 2004). The aim of this study was to explore how to collect 
user-provided evaluations of learning resources, and then to propagate them in the 
form of word-of-mouth recommendations about the qualities of the resources. The 
team working on Altered Vista explored several relevant issues, such as the design 
of its interface (Recker & Wiley, 2000), the development of non-authoritative 
metadata to store user-provided evaluations (Recker & Wiley, 2001), the design of 
the system and the review scheme it uses (Recker & Walker, 2003), as well as re-
sults from pilot and empirical studies from using the system to recommend to the 
members of a community both interesting resources and people with similar tastes 
and beliefs (Recker et a., 2003; Walker et al., 2004). 
 
Another system that has been proposed for the recommendation of learning re-
sources is the RACOFI (Rule-Applying Collaborative Filtering) Composer system 
(Anderson et al., 2003; Lemire et al., 2005; Lemire, 2005). RACOFI combines 
two recommendation approaches by integrating a collaborative filtering engine, 
that works with ratings that users provide for learning resources, with an inference 
rule engine that is mining association rules between the learning resources and us-
ing them for recommendation. RACOFI studies have not yet assessed the peda-
gogical value of the recommender, nor do they report some evaluation of the sys-
tem by users. The RACOFI technology is supporting the commercial site 
inDiscover (http://www.indiscover.net) for music tracks recommendation. In addi-
tion, other researchers have reported adopting RACOFI’s approach in their own 
systems as well (Fiaidhi, 2004).  
 
The QSIA (Questions Sharing and Interactive Assignments) for learning resources 
sharing, assessing and recommendation has been developed by Rafaeli et al. 
(2004; 2005). This system is used in the context of online communities, in order to 
harness the social perspective in learning and to promote collaboration, online 
recommendation, and further formation of learner communities. Instead of devel-
oping a typical automated recommender system, Rafaeli et al. chose to base QSIA 
on a mostly user-controlled recommendation process. That is, the user can decide 
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whether to assume control on who advises (friends) or to use a collaborative filter-
ing service. The system has been implemented and used in the context of several 
learning situations, such as knowledge sharing among faculty and teaching assis-
tants, high school teachers and among students, but no evaluation results have 
been reported so far (Rafaeli et al., 2004; 2005).  
 
In this strand of systems for collaborative filtering of learning resources, the 
CYCLADES system (Avancini & Straccia, 2005) has proposed an environment 
where users search, access, and evaluate (rate) digital resources available in re-
positories found through the Open Archives Initiative (OAI, 
http://www.openarchives.org). Informally, OAI is an agreement between several 
digital archives providers in order to offer some minimum level of interoperability 
between them. Thus, such a system can offer recommendations over resources that 
are stored in different archives and accessed through an open scheme. The rec-
ommendations offered by CYCLADES have been evaluated through a pilot study 
with about 60 users, which focused on testing the performance (predictive accu-
racy) of several collaborative filtering algorithms.  
 
A related system is the CoFind prototype (Dron et al., 2000a; Dron et al., 2000b). 
It also used digital resources that are freely available on the Web but it followed a 
new approach by applying for the first time folksonomies (tags) for recommenda-
tions. The CoFind developers stated that predictions according to preferences were 
inadequate in a learning context and therefore more user driven bottom-up catego-
ries like folksonomies are important. A typical, neighbourhood-based set of col-
laborative filtering algorithms have been tried in order to support learning object 
recommendation by Manouselis et al. (2007). The innovative aspect of this study 
is that the engaged algorithms have been multi-attribute ones, allowing the rec-
ommendation service to consider multi-dimensional ratings that users provider on 
learning resources. 
 
A different approach to learning resources’ recommendation has been followed by 
Shen & Shen (2004). They have developed a recommender system for learning 
objects that is based on sequencing rules that help users be guided through the 
concepts of an ontology of topics. The rules are fired when gaps in the competen-
cies of the learners are identified, and then appropriate resources are proposed to 
the learners. A pilot study with the students of a Network Education college has 
taken place, providing feedback regarding the users’ opinion about the system. 
 
Tang and McCalla proposed an evolving e-learning system, open into new learn-
ing resources that may be found online, which includes a hybrid recommendation 
service (Tang & McCalla 2003; 2004a; 2004b; 2004c; 2005). Their system is 
mainly used for storing and sharing research papers and glossary terms among 
university students and industry practitioners. Resources are described (tagged) 
according to their content and technical aspects, but learners also provide feedback 
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about them in the form of ratings. Recommendation takes place both by engaging 
a Clustering Module (using data clustering techniques to group learners with simi-
lar interests) and a Collaborative Filtering Module (using classic collaborative fil-
tering techniques to identify learners with similar interests in each cluster). The 
authors studied several techniques to enhance the performance of their system, 
such as the usage of artificial (simulated) learners (Tang & McCalla, 2004c). They 
have also performed an evaluation study of the system with real learners (Tang & 
McCalla, 2005). 
 
A rather simple recommender system without taking into account any preferences 
or profile information of the learners was applied by Janssen et al. (2005). How-
ever, they conducted a large experiment with a control group and an experimental 
group. They found positive effects on the effectiveness (completion rates of learn-
ing objects) though not on efficiency (time taken to complete the learning re-
sources) for the experimental group as compared to the control group. 
 
Nadolski et al. (2009) created a simulation environment for different combination 
of recommendation algorithms in hybrid recommender system in order to compare 
them against each other regarding their impact on learners in informal learning 
networks. They compared various cost intensive ontology based recommendation 
strategies with light-weight collaborative filtering strategies. Therefore, they cre-
ated treatment groups for the simulation through combining the recommendation 
techniques in various ways. Nadolski et al. tested which combination of recom-
mendation techniques in recommendation strategies had a higher effect on the 
learning outcomes of the learners in a learning network. They concluded that the 
light-weight collaborative filtering recommendation strategies are not as accurate 
as the ontology-based strategies but worth-while for informal learning networks 
when considering the environmental conditions like the lack of maintenance in 
learning networks. Nadolski et al. study confirmed that providing recommenda-
tions leads towards more effective, more satisfied, and faster goal achievement 
than no recommendation. Furthermore, their study reveals that a light-weight col-
laborative filtering recommendation technique including a rating mechanism is a 
good alternative to maintain intensive top-down ontology recommendation tech-
niques. 
 
Moreover, the ISIS system adopts a hybrid approach for recommending learning 
resources is the one recently proposed by Hummel et al. (2006). The authors build 
upon a previous simulation study by Koper (2005) in order to propose a system 
that combines social-based (using data from other learners) with information-
based (using metadata from learner profiles and learning activities) in a hybrid re-
commender system. They also designed an experiment with real learners. 
Drachsler (accepted) recently reported the experimental results the ISIS experi-
ment. They found a positive significant effect on efficiency (time taken to com-
plete the learning objects) of the learners after a runtime of four months. It is a 
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very good example of a system that is following the latest trends in learning speci-
fications for representing learner profiles and learning activities.  
 
The same group recently developed a recommender system called ReMashed 
(Drachsler et. al, 2009a,b) that addresses learners in informal learning networks. 
They created a mash-up environment that combines sources of users from differ-
ent Web2.0 services like flickr, delicious.com or Sildeshare. Again they applied a 
hybrid recommender system that takes advantage of the tag and rating data of the 
combined Web2.0 sources. The tags that are already given to the Web2.0 sources 
are used for the cold-start of the recommender system. The users of ReMashed are 
able to rate the emerging data of all users in the system. The ratings are used for 
classic collaborative filtering recommendations based on the Duine prediction en-
gine (Van Setten, M., 2005).  
 
The same approach is followed by the proposed Learning Object Recommenda-
tion Model (LORM) that also follows a hybrid recommendation algorithmic ap-
proach and that describes resources upon multiple attributes, but has not yet re-
ported to be implemented in an actual system (Tsai et al., 2006). 
 
Finally, there have been some recent proposals for systems or algorithms that 
could be used to support recommendation of learning resources. These included 
and a case-based reasoning recommender that Gomez-Albarran & Jimenez-Diaz 
(2009) recently proposed. 
 
Nevertheless, despite the increasing number of systems proposed for recommend-
ing learning resources, a closer look to the current status of their development and 
evaluation reveals the lack of systematic evaluation studies in the context of real-
life applications. As Table 1 indicates:  
 
• More than half of the proposed systems (10 out of 16) still remain at a design 

or prototyping stage of development; 
• Only 7 systems have been evaluated through trials that involved human users. 

 
Another interesting observation is that very often, experimental investigation of 
the recommendation algorithms does not take place. This is a common evaluation 
practice in systems examined for other domains (e.g. Breese et al., 1998; 
Deshpande & Karypis, 2004; Papagelis & Plexousakis, 2005; Herlocker et al., 
2002), which indicate that careful testing and parameterisation has to be carried 
out before a recommender system is finally deployed in a real setting. One of the 
main reasons is that the performance of recommendation algorithms seems to be 
dependent on the particularities of the application context, therefore, it is advised 
to experimentally analyse various design choices for a recommender system, be-
fore its actual deployment. 
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Table 1. Implemented TEL systems reported in literature  

System Status Evaluator focus Evaluation roles 

Altered Vista  

(Recker & Walker, 2000; Recker & 

Wiley, 2000; Recker & Walker, 2003; 

Recker et al., 2003; Walker et al., 2003) 

Full system 
Interface,  

Algorithm,  
System usage 

Human users 

RACOFI  

(Anderson et al., 2003;  

Lemire et al., 2005) 
Prototype Algorithm System designers 

QSAI  

(Rafaeli et al., 2004;  

Rafaeli et al., 2005) 
Full system - - 

CYCLADES  

(Avancini & Straccia, 2005) Full system Algorithm System designers 

CoFind 

(Dron et al. 200 a,b) Prototype System usage Human users 

Learning object sequencing  

(Shen & Shen, 2004) Prototype System usage Human users 

Evolving e-learning system  

(Tang & McCalla, 2003; 2004a; 2004b; 

2004c; 2005) 
Full system Algorithm,  

System usage 
Simulated users,  

Human users 

ISIS - Hybrid Personalised Recom-

mender System  

(Drachsler et al., 2009) 
Prototype Algorithm,  

System usage Human users 

Multi-Attribute  

Recommendation Service  

(Manouselis et al., 2007) 
Prototype Algorithm System designers 

Learning Object  

Recommendation Model  

(Tsai et al., 2006) 
Design - - 

RecoSearch  

(Fiaidhi, 2004) 
Design - - 

Simulation environment 

(Nadolski et al., 2009) 
Full system Algorithm Simulated users 
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ReMashed 

(Drachsler et al., 2009a,b) 
Full system Algorithm,  

System usage Human users 

CBR Recommender Interface  
(Gomez-Albarran & Jimenez-Diaz, 2009) 

Prototype - - 

A2M Recommending System  

(Santos, 2008) 
Prototype - - 

Moodle Recommender System 

(Janssen et al., 2005) 
Prototype Algorithm,  

System usage Human users 

Conclusions and further work 

This papers provides an excerpt of a chapter that will appear later in the First 
Handbook on Recommender Systems. It offers an introduction to the issues re-
lated to the deployment of recommender systems in the TEL settings emphasising 
the particularities of this application domain. To our knowledge, this is the first 
study attempting to systematically cover the design and deployment of recom-
mender systems in the TEL settings. Nevertheless, it can only provide a brief 
overview of related issues, leaving several aspects to be further explored and re-
searched.  
 
The paper first discussed the context in which TEL recommenders are deployed, 
and reflected on related user tasks and recommendation goals. A review of related 
work coming from the research strands of Adaptive Educational Hypermedia and 
Learning networks has been provided, with a particular emphasis on how it ap-
plies to TEL recommenders for formal and informal learning settings. Then, a sur-
vey of TEL recommenders proposed in the literature was presented with a critical 
view on the actual implementation of systems. This paper has left out the part with 
a particular emphasis on the evaluation and the discussion on evaluation require-
ments and issues for TEL recommender systems. 
 
The main research challenge for the future is the one of the systematic develop-
ment and evaluation of TEL recommender systems. In addition, for the various 
groups of researchers involved in TEL, a number of topics are of high research in-
terest. For example, the recommendation support for learners in formal and infor-
mal learning that takes advantage of contextualised recommender systems has be-
come an important one. These recommender systems, also called context-aware 
recommender Systems (Lemire et al, 2005), use for example geographical location 
of a user to recommend relevant resources. Such contextualisation becomes im-
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portant in situations where multilingual educational resources are recommended 
from a federation of repositories from a number of countries with different learn-
ing standards and/or institutions with different curricula (Vuorikari & Ochoa, 
2009). Additionally, context awareness could include pedagogical aspects like 
prior knowledge, learning goals or study time to embed pedagogical reasoning 
into collaborative filtering driven recommendations.  
 
Another promising approach is the use of multi-criteria input for recommender 
system in TEL. Users (learners and teachers) can not only rate learning resource 
based on the level of complexity, curriculum alignment or how much time is re-
quired to cover the learning material, but input also could be inferred from differ-
ent implicit sources. Such multidimensional input can potentially have a high im-
pact on the suitability of recommendations. A related problem is the lack of TEL 
specific data sets for informal and formal learning. Different to the recommender 
system world, where many data sets are available (e.g. MovieLens, BookCrossing, 
Jester Collaborative Filtering Dataset), the TEL community is still working with 
rather small home-made data sets, which are rarely public available. 

Acknowledgements 

Research of N. Manouselis was funded with support by the European Commission 
and more specifically, the project ECP-2006-EDU-410012 ‘Organic.Edunet: A 
Multilingual Federation of Learning Repositories with Quality Content for the 
Awareness and Education of European Youth about Organic Agriculture and 
Agroecology’ of the eContentplus Programme. Research of H. Drachsler was 
funded with support by the European Commission and more specifically, the pro-
ject IST 027087 ‘TENCompetence’ of the FP6 Programme. Riina Vuorikari 
thanks the HS-säätiö for the stipend.  

References 

Anderson M., Ball M., Boley H., Greene S., Howse N., Lemire D., McGrath S., “RACOFI: A 
Rule-Applying Collaborative Filtering System”, In Proc. IEEE/WIC COLA'03, Halifax, Can-
ada, October 2003.  

Aroyo, L., Mizoguchi, R., & Tzolov, C. (2003). OntoAIMS: Ontological Approach to Course-
ware Authoring. Paper presented at the conference International Conference on Computers in 
Education (ICCE 2003), . 2-5 December 2003, Hong Kong, China. 

Avancini H., Straccia U., “User recommendation for collaborative and personalised digital ar-
chives”, International Journal of Web Based Communities, 1(2), 163-175, 2005. 

Baldoni, M., Baroglio, C., Brunkhorst, I., Marengo, E., Patti, V.: Reasoning-Based Curriculum 
Sequencing and Validation: Integration in a Service-Oriented Architecture. EC-TEL, Vol. 
4753. LNCS  Springer, Crete, Greece (2007) 426 



A sneak preview to the chapter “Recommender Systems in Technology Enhanced Learning”   19 

Baudisch P. (2001) “Dynamic Information Filtering”, PhD Thesis, GMD Forschungszentrum In-
formationstechnik GmbH, Sankt Augustin. 

Belkin, N. J. and Croft, W. B. (1992) ‘Information Filtering and Information Retrieval: Two 
Sides of the Same Coin?’ Communications of the ACM 35(12), 29-38. 

Billsus, D. and Pazzani,M. (2000) ‘User Modeling for Adaptive News Access’. User-Modeling 
and User-Adapted Interaction 10(2^3), 147-180. 

Breese, J. S., Heckerman, D. and Kadie, C. (1998) ‘Empirical analysis of predictive algorithms 
for collaborative ¢ltering’. In: Proceedings of the 14th Annual Conference on Uncertainty in 
Arti¢cial Intelligence, pp. 43-52. 

Brockett, R. G., & Hiemstra, R. (1991). Self-direction in adult learning: perspectives on theory, 
research and practice. London: Routledge.  

Brusilovsky, P., Pesin, L., & Zyryanov, M. (1993). Towards an adaptive hypermedia component 
for an intelligent learning environment. In Bass, L.J., Gornostaev, J., & Unger, C. (Ed.), Hu-
man-Computer Interaction (Lecture Notes in Computer Science, Vol. 753). Berlin: Springer-
Verlag. 348-358. 

Brusilovsky, P. (1996) “Methods and techniques of adaptive hypermedia”, User Modeling and 
User-Adapted Interaction, 6(2–3), 87–129. 

Brusilovsky, P. and Eklund, J. (1998) “A study of user-model based link annotation in educa-
tional hypermedia”, Journal of Universal Computer Science, special issue on assessment is-
sues for educational software, 4(4), 429–448. 

Brusilovsky, P. (2001) “Adaptive hypermedia” User Modeling and User-Adapted Interaction, 
11(1-2), 87–110. 

Brusilovsky, P., Karagiannidis, C., and Sampson, D. G. (2001) “The benefits of layered evalua-
tion of adaptive applications and services”, In Weibelzahl, S., Chin, D. N., and Weber, G. 
(Eds.), Empirical Evaluation of Adaptive Systems. Proceedings of workshop at the Eighth In-
ternational Conference on User Modeling, UM2001, pages 1–8, Freiburg. 

Brusilovsky P., Nejdl W., (2004) “Adaptive Hypermedia and Adaptive Web”, Practical Hand-
book of Internet Computing, CRC Press LLC, to be published. 

Brusilovsky, P., & Henze, N. (2007). Open Corpus Adaptive Educational Hypermedia. In P. 
Brusilovsky, A. Kobsa & W. Nejdl (Eds.), The Adaptive Web: Methods and Strategies of 
Web Personalization. (Lecture Notes in Computer Science ed., Vol. 4321, pp. 671-696). Ber-
lin Heidelberg New York: Springer. 

Burke, R. (1999) “Integrating Knowledge-based and Collaborative-filtering Recommender Sys-
tems”, In: Proceedings AAAI-99 Workshop (AIEC99), Orlando, FL. 

Burke R. (2002) “Hybrid Recommender Systems: Survey and Experiments”, User Modeling and 
User-Adapted Interaction 12: 331-370. 

Chin, D. N. (2001) “Empirical evaluation of user models and user-adapted systems.”, User Mod-
eling and User-Adapted Interaction, 11(1-2), 181–194. 

Colley, H., Hodkinson, P., & Malcolm, J. (2002b). non-formal learning: mapping the conceptual 
terrain. a consultation report [Electronic Version]. Retrieved 01.05.2008 from 
http://www.infed.org/archives/e-texts/colley_informal_learning.htm. 

Cristea, A. (2005). Authoring of Adaptive Hypermedia. Educational Technology & Society, 8 
(3), 6-8.   

De Bra, P. M. E. (1996). Teaching Hypertext and Hypermedia through the Web. Journal of Uni-
versal Computer Science, 2 (12), 797-804, available online at 
http://www.iicm.edu/jucs_2_12/teaching_hypertext_and_hypermedia. 

De Bra, P., Aerts, A., Smits, D., & Stash, N. (2002). AHA! Version 2.0, More Adaptation Flexi-
bility for Authors. Paper presented at the conference World Conference on e-Learning in 
Corporate, Goverment, Healthcare & Higher Education. 15-19 October 2002, Montreal, Can-
ada. 

De La Passardiere, B., & Dufresne, A. (1992). Adaptive navigational tools for educational hy-
permedia. In I. Tomek (Ed.), ICCAL'92, 4-th International Conference on Computers and 
Learning (pp. 555-567). Berlin: Springer-Verlag. 



20   Nikos Manouselis1, Hendrik Drachsler2, Riina Vuorikari2,3, Hans Hummel2, Rob Koper2 

 
 

Deshpande, M., & Karypis, G. (2004). Selective Markov models for predicting Web page ac-
cesses. Transactions on Internet Technology (TOIT), 4(2), 163-184. 

Dix, A. J., Finlay, J. E., Abowd, G. D., and Beale, R. (1998). Human-Computer Interaction. Har-
low, England: Prentice Hall. 

Dolog P., Henze N., Nejdl W., and Sintek M. (2003) “Towards the Adaptive Semantic Web”. 1st 
Workshop on Principles and Practice of Semantic Web Reasoning (PPSWR'03), Dec. 8, 
2003, Mumbai, India. 

Drachsler H., Hummel H.G.K., Koper R., "Recommendations for learners are different: Apply-
ing memory-based recommender system techniques to lifelong learning", in Proc. of the 
Workshop on Social Information Retrieval in Technology Enhanced Learning (SIRTEL 
2007), Crete, Greece, 2007. 

Drachsler, H., Hummel, H. G. K., & Koper, R. (2008). Personal recommender systems for learn-
ers in lifelong learning: requirements, techniques and model. International Journal of Learn-
ing Technology, 3(4), 404-423. 

Drachsler, H., Hummel, H.G.K., Koper, R.: Using Simulations to Evaluate the Effects of Re-
commender Systems for Learners in Informal Learning Networks. . In: Vuorikari, R., Kies-
linger, B., Klamma, R., Duval, E. (eds.): SIRTEL workshop at the 3rd EC-TEL conference. 
CEUR Workshop Proceedings VOL-382, Maastricht, The Netherlands. (2008) 

Drachsler, H., Hummel, H. G. K., Van den Berg, B., Eshuis, J., Berlanga, A., Nadolski, R., Wa-
terink, W., Boers, N., & Koper, R. (2009). Effects of the ISIS Recommender System for 
navigation support in self-organized learning networks. Journal of Educational Technology 
and Society. 

Drachsler, H., Pecceu, D., Arts, T., Hutten, E., Rutledge, L., Van Rosmalen, P., Hummel, 
H.G.K., Koper, R.: ReMashed - Recommendations for Mash-Up Personal Learning Envi-
ronments. In: Cress, U., Dimitrova, V., Specht, M. (eds.): Learning in the Synergy of Multi-
ple Disciplines, EC-TEL 2009 Vol. 5794. Springer Nice, France (2009a) 

Drachsler, H., Pecceu, D., Arts, T., Hutten, E., Rutledge, L., Van Rosmalen, P., Hummel, 
H.G.K., Koper, R.: ReMashed - An Usability Study of a Recommender System for Mash-Ups 
for Learning. 1st Workshop on Mashups for Learning at the International Conference on In-
teractive Computer Aided Learning, Villach, Austria. (2009b) 

Dron, J., Mitchell, R., Boyne, C., & Siviter, P. (2000a). CoFIND: steps towards a self-organising 
learning environment. Proceedings of WebNet 2000 (pp. 146-151), San Antonio, Texas, 
USA: AACE. 

Dron, J., Mitchell, R., Siviter, P., & Boyne, C. (2000b). CoFIND-an experiment in n-dimensional 
collaborative filtering. Journal of Network and Computer Applications, 23(2), 131-142. 

Duval E., Vuorikari R., Manouselis N. (Eds.), Special Issue on Social Information Retrieval in 
Technology Enhanced Learning, Journal of Digital Information (JoDI), 2009. 

Eklund, J. (1999) “A Study of Adaptive Link Annotation in Educational Hypermedia”, PhD the-
sis, University of Sydney. 

Fiaidhi J., “RecoSearch: A Model for Collaboratively Filtering Java Learning Objects”, Interna-
tional Journal of Instructional Technology and Distance Learning, 1(7), 35-50, 2004. 

Foltz P.W. , and Dumais S.T. (1992) “Personalized information delivery: An analysis of infor-
mation filtering methods”, Communications of the ACM, 35(12):51-60, December 1992. 

Gomez-Albarran M., Jimenez-Diaz G., “Recommendation and Students’Authoring in Reposito-
ries of Learning Objects: A Case-Based Reasoning Approach”, International Journal of 
Emerging Technologies in Learning (iJET), 4(1), 35-40, 2009. 

Gordon, D.: Ants at Work: How an Insect Society is Organized. Free Press, New York (1999) 
Graham (2005) Blended learning systems: definitions, current trends and future directions. In 

Bonk, C. J. & Graham, C. R. (Eds.) Handbook of blended learning: Global Perspectives, local 
designs. San Francisco, CA: Pfeiffer Publishing. 

Gonschorek, M., & Herzog, C. (1995). Using hypertext for an adaptive helpsystem in an intelligent 
tutoring system. In J. Greer (Eds.), Artificial Intelligence in Education, Proceedings of AI-



A sneak preview to the chapter “Recommender Systems in Technology Enhanced Learning”   21 

ED'95, 7th World Conference on Artificial Intelligence in Education, 16-19 August 1995. Wash-
ington, DC, AACE. - pp. 274-2 

Guttman, Robert H. (1998) ‘Merchant Differentiation through Integrative Negotiation in Agent-
mediated Electronic Commerce’. Master’s Thesis, School of Architecture and Planning, Pro-
gram in Media Arts and Sciences, Massachusetts Institute of Technology. 

Herlocker, J., Konstan, J., and Riedl, J. 2002. An empirical analysis of design choices in neigh-
borhood-based collaborative filtering algorithms. Information Retrieval 5, 4, 287–310. 

Herlocker J.L., Konstan J.A., Terveen L.G., Riedl J.T. (2004) “Evaluating Collaborative Filter-
ing Recommender Systems”, ACM Transactions on Information Systems, Vol. 22, No. 1, 
January 2004, Pages 5–53. 

Hill, W., Stead, L., Rosenstein, M. and Furnas, G. (1995) ‘Recommending and evaluating 
choices in a virtual community of use’. In: CHI ’95: Conference Proceedings on Human Fac-
tors in Computing Systems, Denver, CO, pp. 194-201. 

Hohl, H., Böcker, H.-D., & Gunzenhäuser, R. (1996). Hypadapter: An adaptive hypertext system 
for exploratory learning and programming. User Modeling and User-Adapted Interaction, 6 
(2-3), 131-156. 

Hummel, H.G.K., Van den Berg, B., Berlanga, A.J., Drachsler, H., Janssen, J., Nadolski, R.J., 
Koper, E.J.R.: Combining Social- and Information-based Approaches for Personalised Rec-
ommendation on Sequencing Learning Activities. International Journal of Learning Technol-
ogy (2007) 

Höök, K. (2000) “Steps to take before intelligent user interfaces become real”, Interacting With 
Computers, 12(4), 409–426. 

Jameson, A. (2001) “Systems That Adapt to Their Users: An Integrative Perspective”, Saar-
brücken: Sarland University. 

Janssen, J., Tattersall, C., Waterink, W., Van den Berg, B., Van Es, R., Bolman, C., et al. (2005). 
Self-organising navigational support in lifelong learning: how predecessors can lead the way. 
Computers & Education, 49, 781-793. 

Johnson, S.: Emergence. Scribner, New York (2001) 
Karagiannidis, C. and Sampson, D. G. (2000) “Layered evaluation of adaptive applications and 

services”, In Brusilovsky, P. and Stock, C. S. O. (Eds.), Proceedings of International Confer-
ence on Adaptive Hypermedia and Adaptive Web-Based Systems, AH2000, Trento, Italy, 
pages 343–346. Berlin: Springer. 

Karampiperis, P., & Sampson, D. (2005). Adaptive Learning Resources Sequencing in Educa-
tional Hypermedia Systems. Educational Technology & Society, 8(4), 128-147. 

Kay, J., & Kummerfeld, R. J. (1994). An individualised course for the C programming language. 
Proceedings of Second International WWW Conference, 17-20 October, 1994. Chicago, USA 

Konstan (Ed.) (2004) Special Issue on ‘Recommender Systems: Algorithms and Evaluation”, 
ACM Transactions on Information Systems. 

Koper, E.J.R. and Tattersall, C. (2004) ‘New directions for lifelong learning using network 
technologies’, British Journal of Educational Technology, Vol. 35, No. 6, pp.689–700. 

Koper, R. (2005). Increasing Learner Retention in a Simulated learning network using Indirect 
Social Interaction. Journal of Artificial Societies and Social Simulation, 8(2), 18. 

Koper, R., Rusman, E., Sloep, P.: Effective Learning Networks. Lifelong Learning in Europe 1, 
18-27, (2005) 

Kravcik, M., Specht, M., & Oppermann, R. (2004). Evaluation of WINDS Authoring Environ-
ment: Springer. 

Krulwich, B. (1997) ‘Lifestyle Finder: Intelligent User Profiling Using Large-Scale Demo-
graphic Data’. Artificial Intelligence Magazine 18 (2), 37-45. 

Kumar V., Nesbit J., Han K., “Rating Learning Object Quality with Distributed Bayesian Belief 
Networks: The Why and the How”, in Proc. of the Fifth IEEE International Conference on 
Advanced Learning Technologies (ICALT'05), 2005. 

Lemire, D. (2005). Scale and Translation Invariant Collaborative Filtering Systems. Journal of 
Information Retrieval, 8,1,pp 129-150    



22   Nikos Manouselis1, Hendrik Drachsler2, Riina Vuorikari2,3, Hans Hummel2, Rob Koper2 

 
 

Lemire, D., Boley, H., McGrath, S., & Ball, M. (2005). Collaborative Filtering and Inference 
Rules for Context-Aware Learning Object Recommendation. International Journal of Interac-
tive Technology and Smart Education, 2(3). 

Liber, O., Johnson, M.: Personal Learning Environments. Interactive Learning Environments 16 
(2008) 1-2 

Liber, O.: Colloquia - a conversation manager. Campus-Wide Information Systems 17 (2000) 
56-61.Longworth, N. (2003). Lifelong learning in action - Transforming education in the 21st 
century. London: Kogan Page. 

Longworth, N.: Lifelong learning in action - Transforming education in the 21st century. Kogan 
Page, London (2003)  

Manouselis N., Vuorikari R., Van Assche F., "Simulated Analysis of MAUT Collaborative Fil-
tering for Learning Object Recommendation", in Proc. of the Workshop on Social Informa-
tion Retrieval in Technology Enhanced Learning (SIRTEL 2007), Crete, Greece, 2007. 

McCalla, G. (2004) ‘The ecological approach to the design of e-learning environments: purpose-
based capture and use of information about learners’, Electronic Version, Journal of Interac-
tive Media in Education, Vol. 7 

Moore J.D., Swartout W.R., (1989) “Pointing: A way toward explanation dialogue”, In Eight Na-
tional Conference on Artificial Intelligence, pages 457–464. 

Moore, M.G., & Anderson, W. E (Ed.) (2003).Handbook of distance education. Mahwah, NJ: 
Lawrence Erlbaum  

Nadolski, R., Van den Berg, B., Berlanga, A., Drachsler, H., Hummel, H., Koper, R.,& Sloep, P. 
(2009). Simulating light-weight Personalised Recommender Systems in learning networks: A 
case for Pedagogy-Oriented and Rating based Hybrid Recommendation Strategies. Journal of 
Artificial Societies and Social Simulation (JASSS). 

O'Mahony, M. P. & Smyth, B. (2007). A recommender system for on-line course enrolment: an 
initial study. In Proceedings of the 2007 ACM Conference on Recommender Systems (Min-
neapolis, MN, USA, October 19 - 20, 2007). RecSys '07. ACM, New York, NY, 133-136.  

Oppermann, R. (1994) “Adaptively supported adaptability”, International Journal of Human 
Computer Studies, 40(3), 455–472. 

Papagelis, M., Plexousakis, D., and Kutsuras, T. 2005. Alleviating the sparsity problem of col-
laborative filtering using trust inferences. In Proceedings of the 3rd International Conference 
on Trust Management. LNCS. Springer-Verlag, Rocquencourt, France. 

Paramythis, A., Totter, A., and Stephanidis, C. (2001) “A modular approach to the evaluation of 
adaptive user interfaces”, In Weibelzahl, S., Chin, D. N., and Weber, G. (Eds.), Empirical 
Evaluation of Adaptive Systems. Proceedings of workshop at the Eighth International Con-
ference on User Modeling, UM2001, pages 9–24, Freiburg. 

Paris C (1988) “Tailoring object description to a user’s level of expertise”, Computational Lin-
guistics, 14(3):64–78. 

Pazzani, M. J. (1999) ‘A Framework for Collaborative, Content-Based and Demographic Filter-
ing’. Artificial Intelligence Review, 13 (5/6), 393-408. 

Pérez, T., Gutiérrez, J., & Lopistéguy, P. (1995). An adaptive hypermedia system. In J. Greer 
(Eds.), Artificial Intelligence in Education, Proceedings of AI-ED'95, 7th World Confer-
ence on Artificial Intelligence in Education, 16-19 August 1995. Washington, DC, AACE. - 
pp. 351-358. 

Rafaeli, S., Barak, M., Dan-Gur, Y., & Toch, E. (2004). QSIA: a web-based environment for 
learning, assessing and knowledge sharing in communities. Computers & Education, 43(3), 
273-289. 

Rafaeli, S., Dan-Gur, Y., & Barak, M. (2005). Social Recommender Systems: Recommenda-
tions in Support of E-Learning. International Journal of Distance Education Technologies, 
3(2), 29-45. 



A sneak preview to the chapter “Recommender Systems in Technology Enhanced Learning”   23 

Recker M.M., Wiley D.A., “A non-authoritative educational metadata ontology for filtering and 
recommending learning objects”, Journal of Interactive Learning Environments, 9(3), 255-
271, December 2001. 

Recker M.M., Wiley D.A., “An interface for collaborative filtering of educational resources”, in 
Proc. of the 2000 International Conference on Artificial Intelligence, Las Vegas, USA, 26-29 
June 2000. 

Recker, M., Walker, A., “Supporting 'word-of-mouth' social networks via collaborative informa-
tion filtering”, Journal of Interactive Learning Research, 14(1), pp. 79-98, 2003. 

Recker, M., Walker, A., Lawless, K., “What do you recommend? Implementation and analyses 
of collaborative filtering of Web resources for education”, Instructional Science, 31(4/5), 
229-316, 2003. 

Resnick, P. and Varian, H. R. (1997) “Recommender Systems”. Communications of the ACM, 
40 (3), 56-58. 

Resnick, P., Iacovou, N., Suchak, M., Bergstrom, P. and Riedl, J. (1994) ‘GroupLens: An Open 
Architecture for Collaborative Filtering of Netnews’. In: Proceedings of the Conference on 
Computer Supported Cooperative Work, Chapel Hill, NC, pp. 175-186. 

Rich, E. (1979) ‘User Modeling via Stereotypes’. Cognitive Science 3, 329-354. 
Santos O.C., “A recommender system to provide adaptive and inclusive standard-based support 

along the elearning life cycle”, in Proc. of the 2008 ACM Conference on Recommender Sys-
tems, 319-322, Lausanne, Switzerland, 2008.  

Schafer, J. B., Konstan, J. and Riedl, J. (1999) “Recommender Systems in E-Commerce”. In: EC 
’99: Proceedings of the First ACM Conference on Electronic Commerce, Denver, CO, pp. 
158-166. 

Schmitt, S. and Bergmann, R. (1999) ‘Applying case-based reasoning technology for product se-
lection and customization in electronic commerce environments.’ 12th Bled Electronic 
Commerce Conference. Bled, Slovenia, June 7-9, 1999. 

Schneider-Hufschmidt M., Kuhme T., and Malinowski U. (eds.) (1993) “Adaptive user inter-
faces: Principles and practice”. Human Factors in Information Technology. North-Holland, 
Amsterdam. 

Schwab, I., Kobsa, A. and Koychev, I. (2001) ‘Learning User Interests through PositiveExam-
ples Using Content Analysis and Collaborative Filtering’. Internal Memo, GMD, St. 
Augustin, Germany. 

Shardanand, U. and Maes, P. (1995) ‘Social Information Filtering: Algorithms for Automating 
‘‘Word ofMouth’’ ’. In: CHI ’95: Conference Proceedings on Human Factors in Computing-
Systems, Denver, CO, pp. 210-217. 

Shen L., Shen R., “Learning Content Recommendation Service based on Simple Sequencing 
Specification”, in Liu W. et al., (Eds.), ICWL 2004, LNCS 3143, 363-370, 2004. 

Shuell, T. J. (1992). Designing instructional computing systems for meaningfullearning. In 
M.Jones & P.H.Winne (Eds.), Adaptive learning environments(pp. 19-54): Berlin: Springer-
Verlag. 

Surowiecki, J.: The wisdom of crowds: why the many are smarter than the few and how collec-
tive wisdom shapes business, economies, societies, and nations. Anchor New York (2005) 

Tang T., McCalla G. “Smart Recommendation for an Evolving E-Learning System”, in Proc. of 
the Workshop on Technologies for Electronic Documents for Supporting Learning, Interna-
tional Conference on Artificial Intelligence in Education (AIED 2003), Sydney, Australia, 
July 20-24, 2003. 

Tang T.Y., McCalla G.I., “Beyond Learners’ Interest: Personalized Paper Recommendation 
Based on Their Pedagogical Features for an E-Learning System”, in Proc. of the 8th Pacific 
Rim International Conference on Artificial Intelligence (PRICAI 2004), Auckland, New Zea-
land, August 9-13, 2004b. 

Tang T.Y., McCalla G.I., “On the Pedagogically Guided Paper Recommendation for an Evolving 
Web-Based Learning System”, in Proc. of the 17th International FLAIRS Conference, Miami 
Beach, Florida, May 17-19, 2004a. 



24   Nikos Manouselis1, Hendrik Drachsler2, Riina Vuorikari2,3, Hans Hummel2, Rob Koper2 

 
 

Tang T.Y., McCalla G.I., “Smart Recommendation for an Evolving E-Learning System: Archi-
tecture and Experiment”, International Journal on E-Learning, 4 (1), 105-129, 2005. 

Tang T.Y., McCalla G.I., “Utilizing Artificial Learner on the Cold-Start Pedagogical-Value 
based Paper Recommendation”, in Proc. of AH 2004: International Conference on Adaptive 
Hypermedia and Adaptive Web-Based Systems, Eindhoven, The Netherlands, August 23-26, 
2004c. 

Terveen, L. and Hill, W. (2001) ‘Human-Computer Collaboration in Recommender Systems’. In: 
J. Carroll (ed.): Human Computer Interaction in the New Millenium. New York: Addison-
Wesley, 487-509. 

Totterdell, P. A. and Boyle, E. (1990) “The evaluation of adaptive systems”, In Browne, D., Tot-
terdell, P., and Norman, M. (Eds.), Adaptive User Interfaces, pages 161–194. London: Aca-
demic Press. 

Towle, B. and Quinn, C. (2000) ‘Knowledge Based Recommender Systems Using Explicit User 
Models’. In Knowledge-Based Electronic Markets, Papers from the AAAI Workshop, AAAI 
Technical Report WS-00-04. pp. 74-77. Menlo Park, CA: AAAI Press. 

Tsai K.H., Chiu T.K., Lee M.C., Wang T.I., “A Learning Objects Recommendation Model based 
on the Preference and Ontological Approaches”, in Proc. Of of the 6th International Confer-
ence on Advanced Learnrning Technologies (ICALT’06), IEEE Computer Society, Los 
Alamitos, California,IEEE Computer Society Press, 2006. 

Tzikopoulos A., Manouselis N., Vuorikari R., "An Overview of Learning Object Repositories", 
in P. Northrup (Ed.) Learning Objects for Instruction: Design and Evaluation, Hershey, PA: 
Idea Group Publishing, 29-55, 2007. 

van Bruggen, J., Sloep, P., van Rosmalen, P., Brouns, F., Vogten, H., Koper, R., & Tattersall, C. 
(2004). Latent semantic analysis as a tool for learner positioning in learning networks for life-
long learning. 35(6), 729-738.Van Setten, M. (2005) ‘Supporting people in finding informa-
tion. Hybrid recommender systems and goal-based structuring’, Telematica Instituut Fun-
damental Research Series No. 016 (TI/FRS/016), Enschede, The Netherlands. 

Vuorikari R., Kieslinger B., Klamma R., Duval E., Proc. of the Workshop on Social Information 
Retrieval in Technology Enhanced Learning (SIRTEL 2008), 
http://ariadne.cs.kuleuven.be/sirtel/.  

Vuorikari R., Manouselis N., Duval E., Proc. of the Workshop on Social Information Retrieval in 
Technology Enhanced Learning (SIRTEL 2007), http://infolab-dev.aua.gr/sirtel2007/. 

Vuorikari, R., & Berendt, B. Study on contexts in tracking usage and attention metadata in multi-
lingual Technology Enhanced Learning. In S. Fischer, E. Maehle, & R. Reischuk (Eds.), Im 
Focus das Leben, Lecture Notes in Informatics (LNI), Vol. 154. pp. 181, 1654-1663, 2009. 

Vuorikari, R., & Koper, R. Ecology of social search for learning resources. Campus-Wide In-
formation Systems, 26(4), 272-286, 2009. 

Vuorikari, R., Ochoa, X. Exploratory Analysis of the Main Characteristics of Tags and Tagging 
of Educational Resources in a Multi-lingual Context. In Journal of Digital Information, Vol 
10, No 2, 2009. 

Vygotsky, L. S. (1978). Mind in Society: The Development of Higher Psychological Processes: 
Harvard University Press. 

Waldrop, M.: Complexity: The Emerging Science at the Edge of Chaos. Simon & Schuster, New 
York (1992) 

Walker, A., Recker, M., Lawless, K., Wiley, D., “Collaborative information filtering: A review 
and an educational application”, International Journal of Artificial Intelligence and Educa-
tion, 14, 1-26, 2004. 

Wasserman, S., & Faust, K. (1999). Social Network Analysis: methods and applications: Cam-
bridge University Press. 

Weibelzahl, S. (2001) “Evaluation of adaptive systems”, In Bauer, M., Gmytrasiewicz, P. J., and 
Vassileva, J. (Eds.), User Modeling: Proceedings of the Eighth International Conference, 
UM2001, pages 292–294. Berlin: Springer. 



A sneak preview to the chapter “Recommender Systems in Technology Enhanced Learning”   25 

Weibelzahl, S. (2003) “Evaluation of Adaptive Systems” PhD Dissertation. University of Trier, 
Germany. 

Weibelzahl, S. and Weber, G. (2001) “A database of empirical evaluations of adaptive systems”, 
In Klinkenberg, R., Rüping, S., Fick, A., Henze, N., Herzog, C., Molitor, R., and Schröder, 
O. (Eds.), Proceedings of Workshop Lernen – Lehren – Wissen – Adaptivität (LLWA 01); 
research report in computer science nr. 763, pages 302–306. University of Dortmund. 

Weibelzahl, S., and Paramythis A. (Eds.) (2003) 2nd Workshop on “Empirical Evaluation of 
Adaptive Systems”, International Conference on User Modeling, UM2003, Johnstown. 

Weibelzahl, S., Chin, D. N., and Weber, G. (Eds.) (2001) 1st Workshop on “Empirical Evalua-
tion of Adaptive Systems”, Workshop at the Eighth International Conference on User Model-
ing, UM2001, Freiburg. 

Weibelzahl, S., Paramythis A and Totter A. (2003) “A Layered Framework for the Evaluation of 
Interactive Adaptive Systems”, 2nd Workshop on “Empirical Evaluation of Adaptive Sys-
tems”, International Conference on User Modeling, UM2003, Johnstown. 

Wild, F., Moedritscher, F., Sigurdarson, S.E.: Designing for Change: Mash-Up Personal Learn-
ing Environments. eLearning Papers 9 (2008) 

Wilson, S., Sharples, P., Griffith, D.: Distributing education services to personal and institutional 
systems using Widgets In: Wild, F., Kalz, M., Palmer, M. (eds.): Mash-Up Personal Learning 
Environments, Proceedings of teh 1st MUPPLE workshop, Vol. VOL-388. CEUR-
Proceedings, Maastricht, The Netherlands (2008). 

Worthen, B., Sanders, J., and Fitzpatrick, J. (1997). Program Evaluation (2nd ed.). New York: 
Longman. 

Yan T., Garcia-Molina H. (1995) “SIFT: A tool for wide-area information dissemination”, In 
Proceedings of the USENIX 1995 Winter Technical Conference, pages 177-186, New Or-
leans, Louisiana. Berkeley, CA: USENIX Assoc. 

 




