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Abstract

This paper provides answers to an open problem: given a nonlinear data-driven dy-
namical system model, e.g., kernel conditional mean embedding (CME) and Koopman
operator, how can one propagate the ambiguity sets forward for multiple steps? This
problem is the key to solving distributionally robust control and learning-based control
of such learned system models under a data-distribution shift. Different from previous
works that use either static ambiguity sets, e.g., fixed Wasserstein balls, or dynamic am-
biguity sets under known piece-wise linear (or affine) dynamics, we propose an algorithm
that exactly propagates ambiguity sets through nonlinear data-driven models using the
Koopman operator and CME, via the kernel maximum mean discrepancy geometry.
Through both theoretical and numerical analysis, we show that our kernel ambiguity
sets are the natural geometric structure for the learned data-driven dynamical system
models.

1. Introduction

The goal of this paper is to quantify ambiguity—the uncertainty of uncertainty descrip-
tion—in data-driven dynamics models for stochastic differential equations (SDE), e.g., data-
driven approximation of Koopman operator [26] and kernel condition mean embedding [35].
Intuitively, we consider the problem

Problem 1.1 (One-step ambiguity set propgation). Given ambiguity set Mt at time t and
the nonlinear data-driven dynamics model Xt+1 ∈ f̂(Xt), find the ambiguity set Mt+1 at
the next time step.

One important impact area of ambiguity quantification is distributionally robust risk-averse
decision-making. There, to hedge against distributional ambiguity, distributionally robust
optimization (DRO) solves a minimax robustifed stochastic program [6]

min
θ

sup
µ∈M

Ex∼µ l(θ;x), (1)
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Figure 1.: Embedded evolution of the system state distribution in a reproducing kernel
Hilbert space (RKHS) H. The blue curve is the evolution path of the embedded state
distribution in H. Each node of the path denotes an embedded system state distribution.
Furthermore, this paper proposes an approach to bound the multistep deviation from the
true (unknown) generating process. This deviation bound is illustrated by the red ambiguity
balls centered at the propagated state distributions along the path. The radius is the
deviation bound in the Hilbert norm.
whose central ingredient ambiguity setM describes the uncertainty of underlying probabil-
ity distribution. In recent cutting-edge studies in DRO, researchers have invented reformula-
tion techniques for solving DRO with geometries in the probability spaces, e.g., Wasserstein
metric [27], i.e., with ambiguity balls of distributions {µ | Wp(µ, µ̂) ≤ ρ} centered at an
empirical data distribution µ̂, where Wp is the p-Wasserstein distance [32]. Similar results
also exist for f -divergences [3], and, most relevant to this paper, the kernel maximum mean
discrepancy (MMD) [42]. Compared with ERM, those ambiguity sets describe the level
of trust in the empirical data samples in the corresponding geometry. In the context of
systems and control, recent works in distributionally robust control exploit aforementioned
DRO reformulation techniques [27] in optimal control problems, e.g., [40]. In the context of
stochastic dynamics, for example, ambiguity sets under known dynamics have been studied
using information divergences [11] and the Wasserstein distance [34].
However, despite the already sizable body of literature, the current state-of-the-art learning-
based control falls short of distributionally robust control of uncertain data-driven dynam-
ics models, which are mostly nonlinear such as the Gaussian process models [13], and
data-driven approximation of the Koopman operator [29, 20]. While those methods are
uncertainty-aware, they do not consider that the probability distribution themselves might
be subject to a second layer of uncertainty, the distributional ambiguity. This is due to
the technical difficulty that there exists no method to propagate ambiguity sets, such as
Wasserstein balls, through learned nonlinear data-driven dynamics models . The following
motivating example highlights the technical difficulty and open questions.

Example 1.1. Suppose the dynamics is learned using non-parametric kernel regression,
i.e.,

f̂(x) = Ŷ (k(X̂, X̂) +mλI)−1k(X̂, x), (2)

which is also equivalent to the Gaussian process mean dynamics [15]. k is assumed to be a
positive definite kernel, e.g., radial basis kernel. Given a Wasserstein metric ball ambiguity
set at time t,

Xt ∼ µt, µt ∈Mt := {µ | W2(µt, µ̂t) ≤ ρt}
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Then, there exists no tractable method to compute the next time step Wasserstein ambiguity
set Mt+1 for the state distribution Xt+1 ∼ µt+1, µt+1 ∈Mt+1 .

To fill this gap, this paper combines the ambiguity sets from distributionally robust opti-
mization , with the nonlinear data-driven modeling techniques from Koopman operators
and kernel conditional embedding. We summarize our contributions below and provide a
brief overview of the results.

1 First and foremost, we propose an algorithm to propagate a distributional ambiguity
set through data-driven Koopman dynamics models and, equivalently, conditional mean
embedding models. Concretely, given learned embedded data-driven Koopman operator
model in the form of its adjoint PF operator P̂tH,λ, we solve a multistep version of Problem 1.1
under the kernel maximum mean discrepancy metric via Algorithm 1. Different from the
one-step error analysis in the literature [31, 24, 21], we construct the multistep distributional
ambiguity tube of entire trajectories—a set of distributions centered around the empirical

path of the embedded stochastic systemMt :=
{
µ | MMD(µ, Ê p̂t) ≤ ρt

}
, t = 0, 1, . . . , T,

where
{
Ê p̂t
}T
t=0

is the path of the data-driven model obtained using the model P̂tH,λ, and ρt

are the error bounds quantified in this paper. To the best of our knowledge, this is the first
result of this type. To help understand this main contribution of the paper, we illustrate the
intuition of the embedded evolution, along with its multistep error, in an RKHS in Figure 1.
See the caption for more detail.

2 Unlike the Wasserstein ambiguity sets whose radius is hard to set in practice, unless
using costly procedures such as cross-validation [27], we propose a computationally efficient
bootstrap procedure to estimate the ambiguity tube suitable for practical nonlinear dynam-
ics simulation; see Algorithm 2. To the best of our knowledge, this is the first computable
multistep error estimator in the literature for nonlinear data-driven dynamical systems.
Via numerical experiments, we demonstrate that our multistep bootstrap estimator in the
propagation of MMD ambiguity sets for stochastic systems.

2. Preliminaries

2.1. Data-driven Modeling using Embedded Koopman and Perron-Frobenius
Operators

A data-driven dynamics model closely related to (2) is the data-driven approximation of
Koopman operators or Perron-Frobenius operators (PF operators) for stochastic differential
equations using reproducing kernel Hilbert spaces. For a general dynamical system, the
Koopman operator is the linear conditional expectation operator mapping a given observable
function to its expectation with respect to the conditional distribution after evolving the
dynamical system over a time window t ≥ 0 [19, 26], and the PF operator is its adjoint. Due
to their straightforward approximability based on simulation data, these evolution operators
have emerged as a powerful tool for data-driven modeling, analysis, model reduction and
control of complex dynamical systems, see [4, 17, 25] for recent reviews on these topics.
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Major applications include, among many others, fluid dynamics and molecular dynamics
simulations.
Due to the close connection of the Koopman approach to machine learning, a natural exten-
sion is to represent evolution operators on a reproducing kernel Hilbert space (RKHS) [1, 33],
which can serve as an infinite-dimensional and therefore powerful approximation space. This
was first suggested in [39], a rigorous connection to the concept of kernel conditional mean
embedding (CME) [7] was made in [18]. In particular, it was shown that one can realize a
view of the exact dynamics through the lens of an embedding operator by a linear opera-
tor acting only on the RKHS, which can be estimated from data using kernel evaluations.
Intuitively, CME can be viewed as the infinite-dimensional vectorial version of the kernel
regression (2), making it suitable for modeling SDE and PDE systems.
We consider SDE dynamics with governing equation

dXt = b(t,Xt)dt+ σ(t,Xt)dWt, (3)

where Wt is the d-dimensional Wiener process. Let X be the state space, which is a subset
of d-dimensional Euclidean space, X ⊂ Rd. For example, the Langevin SDE is given by

dXt = −∇V (Xt)dt+
√

2β−1dWt,

where, V : X → R is the potential energy, β > 0 is the diffusion constant (often related
to temperature in statistical physics). In this paper, we are particularly interested in the
Langevin SDE due to the characterization of the stability property below.

Assumption 1. We assume V is smooth enough such that global existence and uniqueness
of solutions to (3) is guaranteed, see [30]. Moreover, we also assume that, if X is unbounded,
then V grows sufficiently fast at infinity to ensure that dµ(x) ∼ exp(−βV (x)) dx is finite
and is the unique invariant measure for Xt.

We use L2
µ(X) for the weighted L2-space associated with the measure µ, and H1

µ(X) for the
Sobolev space of functions with first order weak derivatives in L2

µ(X).

Assumption 2. The potential V satisfies a Poincaré inequality with constant R > 0, that
is, for all φ ∈ H1

µ(X) such that
∫
X φ(x) dµ(x) = 0, we have

‖φ‖L2
µ(X) ≤

1

2R
‖∇φ‖L2

µ(X)

Intuitively, Poincaré inequality ensures that the driving energy of the underlying dynamical
system has favorable geometric properties. It is often used to characterize the convergence
rate of the system state distribution of (3) in, e.g., the χ2-divergence. Conditions on the
potential to ensure a Poincaré inequality have been well-studied in the literature, see the
book [2] and the review [23] for exhaustive discussions.

Evolution Operators Associated to the invariant measure is the conditional expectation
operator Kt : L2

µ(X) 7→ L2
µ(X), given by

Ktφ(x) = Ex[φ(Xt)], φ ∈ L2
µ(X),
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where the expectation is taken over the state Xt conditioned on X0 = x. The conditional
expectation operator is also known as the Koopman operator with respect to the invariant
measure. The study of Koopman operators has received significant attention in recent years
due to its close connection to data-driven methods. A consequence of Assumption 2 is

Proposition 2.1 ([23]). The Koopman operator Kt is exponentially stable, that is, for all
φ ∈ L2

µ(X) such that
∫
X φ(x) dµ(x) = 0:

‖Ktφ‖L2
µ(X) ≤ e

− 2Rt
β ‖φ‖L2

µ(X).

2.2. Reproducing Kernel Hilbert Spaces

In this paper, we consider representations of evolution operators on a reproducing kernel
Hilbert space (RKHS), see e.g. [1, 33]. Let k be a symmetric and positive-definite kernel,
and H be the associated RKHS. The corresponding feature map is denoted Φ : X 7→ H, x 7→
Φ(x) := k(x, ·). We now state the main assumptions on the RKHS required in this paper
[37]:

Assumption 3. (i) The norm of the feature map is in L2
µ(X):

κ2 :=

∫
X
‖Φ(x)‖2H dµ(x) =

∫
X
k(x, x) dµ(x) <∞.

(ii) The inclusion map ι : H 7→ L2
µ(X) is injective.

Part (i) of Assumption 3 implies that the RKHS is compactly embedded into L2
µ(X), i.e. ι is

compact. Moreover, its adjoint is given by the integral operator associated with the RKHS
H,

E(φ) = ι∗φ =

∫
X
φ(x)Φ(x) dµ(x).

Both ι and ι∗ are Hilbert-Schmidt, hence the concatenation G := ιι∗ is trace class. By
the spectral theorem, there is a complete orthonormal system of eigenfunctions φ of G,
associated with strictly positive eigenvalues (by Part (ii)).

2.3. Embedded evolution operators and conditional mean embedding

We now recall the learning framework for evolution operators using their embeddings into
reproducing kernel Hilbert spaces, often referred to as the kernel conditional mean embed-
ding, see [7, 8, 18]. The starting point is the following rank-one operators:

Definition 2.2 (rank-one operators). : For x, y ∈ X, define the following rank-one operators
on H:

cxx = 〈Φ(x), ·〉H Φ(x), cxy = 〈Φ(y), ·〉H Φ(x).

Proposition 2.3 ([18]). Under Assumption 3, the following co-variance and cross-covariance
operators are Hilbert-Schmidt operators on H:

CXX :=

∫
X
cxx dµ(x), CXY :=

∫
X

∫
X
cxy dµ0,t(x, y),
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where µ is the probability measure of the initial state X0, and µ0,t is the joint probability
measure of X0 and the Xt.
Moreover, we have for all φ, ψ ∈ H:

〈φ, CXXψ〉H = 〈φ, ψ〉µ , 〈φ, CXY ψ〉H =
〈
φ, Ktψ

〉
µ
. (4)

This embedding means that the evolution described by the Koopman operator can now be
studied within the embedding RKHS H.

Remark 2.4. Strictly speaking, we should write

〈φ, CXXψ〉H = 〈ιφ, ιψ〉µ , 〈φ, CXY ψ〉H =
〈
ιφ, Ktιψ

〉
µ

instead of (4), using the inclusion map ι. However, we will only make this distinction when
a precise distinction between functions in H and their L2

µ representatives is required.

We now discuss the numerical approximation of embedded evolution operators. First, for
any two matrices of m data points X,Y ∈ Rd×m, we use the notation KXY ∈ Rm×m to
denote the matrix of all pairwise evaluations of the kernel k, i.e., KXY = [k(xi, yj)]

m
i,j=1.

Also, we denote the linear span of the feature maps for all data points in a collection X by
HX , that is HX = span{Φ(xk)}mk=1. The features Φ(xk) serve as a canonical basis for this
space, we denote the formal m-dimensional vector of all these functions by ΦX (or ΦX(x)
if evaluated at a point x). Now, let {xk}mk=1 be a collection of data points sampling the
measure µ, and let {yk}mk=1 be obtained by integrating the dynamics over time t from xk.
Alternatively, xk and yk can also be chosen as time-lagged samples from a single ergodic
trajectory of the dynamics (3). We then define

Definition 2.5. The empirical counterparts of the co-variance operators are denoted by
Ê : L2

µ 7→ H and ĈXX , ĈY X : H 7→ H. Their definitions are:

Êφ =
1

m

m∑
k=1

φ(xk)Φ(xk), ĈXXφ =
1

m

m∑
k=1

cxk,xk , ĈY Xφ =
1

m

m∑
k=1

cyk,xk .

In the literature of kernel methods for machine learning, the operation E and Ê is typically
referred to as kernel mean embedding. Explicit calculation of the inverse operator C−1XX or

Ĉ−1XX is often avoided by means of regularization. For λ > 0, regularized embedded operators
are defined by

PtH,λ = CY X(CXX + λId)−1, P̂tH,λ = ĈY X(ĈXX + λId)−1.

These operators are automatically well-defined and bounded on all of H, even without
the invariance Assumption 1. Furthermore, we note that any function φ orthogonal to HX

satisfies φ(xk) = 0 for all k, which implies that both ĈXX and ĈY X vanish on H⊥X . Therefore,

we also have P̂tH,λ ≡ 0 on H⊥X , and it is sufficient to consider P̂tH,λ as a map between the
finite-dimensional spaces HX and HY .
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Matrix Representations The matrix representations of these operators are obtained as
follows. For a function ψ = ΦT

Xα ∈ HX , α ∈ Rm, we can verify that

ĈXXψ =
1

m

m∑
k=1

Φ(xk) [(KXX)k,: · α] , ĈY Xψ =
1

m

m∑
k=1

Φ(yk) [(KXX)k,: · α] , (5)

Ĉ0XXψ =
1

m

m∑
k=1

Φ(xk)
[
(K0

XX)k,: · α
]
, Ĉ0Y Xψ =

1

m

m∑
k=1

Φ(yk)
[
(K0

XX)k,: · α
]
, (6)

where the matrix K0
XX is obtained by subtracting the vector kX of column sums of KXX

from the kernel matrix:

K0
XX = KXX −

1

m
1⊗ kX , [kX ]s =

m∑
r=1

k(xr, xs).

Concatenating both representations, the regularized empirical operators possess the matrix
representations (with respect to the canonical bases of HX , HY :

P̂ tXY,λ = KY X(KXX +mλId)−1. (7)

2.4. Kernel maximum mean discrepancy and ambiguity sets

The kernel maximum mean discrepancy (MMD) is defined as the difference between integral
maps of the kernel functions measured in the aforementioned reproducing kernel Hilbert
space (RKHS) norm associated with the kernel function k.

MMD(µ, ν) := ‖
∫
k(x, ·)dµ−

∫
k(x, ·)dν‖H. (8)

The MMD is a metric on the space of probability measures. It can be easily estimated
using the Hilbert space inner product structure. Given two samples from the distribution
of interest xi ∼ µ, i = 1 . . .M ; yj ∼ ν, j = 1 . . . N ,

MMD(µ, ν)2 = Ex,x′∼µk(x, x′) + Ey,y′∼νk(y, y′)− 2Ex∼µ,y∼νk(x, y), (9)

Furthermore, the MMD has a dual formulation MMD(µ, ν) = sup‖f‖H≤1
∫
f d(µ− ν), which

bears the interpretation as an integral probability metric [36].
In the context of this paper, we use MMD, which is an RKHS norm, to measure the devi-
ation of the data-driven estimation from the ground truth. For example, we later establish
error analysis of the form ‖Ê p̂t − Ept‖H, where Ê p̂t is the embedded (in H) data-driven es-
timator of the system state distribution at time t, and the Ept is the (unknown) embedded
ground-truth dynamics. Similar to the Wasserstein metric, the previous work [42] has dis-
covered reformulation techniques for the aforementioned DRO under the MMD metric-balls
{µ | MMD(µ, µ̂) ≤ ρ}. Compared to the DRO setting, this paper studies how to propagate
such static ambiguity set through nonlinear dynamics models. In previous studies of Koop-
man theory and conditional kernel embedding, researchers have focused on the empirical
estimation and one-step error analysis [31, 24, 21] . This paper shows that the concept of
ambiguity set using the aforementioned MMD is a natural tool for establishing multistep
error analysis for dynamical systems.
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3. Propagating MMD ambiguity sets through nonlinear
data-driven dynamics models

3.1. Multistep ambiguity set propagation

In the literature, error analysis of CME typically focuses on concentration properties. For
example, estimation errors of the one-step estimators for embedded evolution operators have
been studied extensively in the literature on conditional mean embeddings, see [8, 31, 24, 21].
These results have been applied in the context of Koopman theory by [18].
However, in practice, error analysis of such learned models alone is not enough – the mul-
tistep evolution of uncertainty and ambiguity must be understood. For example, given the
initial system state X0 distributed according to p0, standard results, which we will expand
on later, can be applied to characterize the one-step prediction error

‖Ê p̂1 − Ep1‖H = ‖P̂tH,λÊp0 − PtH,λEp0‖H,

where p1, p̂1 are the densities at time t obtained by applying the exact and empirical prop-
agator, respectively. Note that we use the notation p̂ to indicate that this process is the
estimated path of our data-driven model. However, our interest is often to understand the
prediction error after multiple steps of applying the data-driven models, i.e., characterizing
‖Ê p̂T − EpT ‖H for some specified integer T ≥ 1, corresponding to propagation over phys-
ical time T · t. Therefore, the compounding error caused by applying our error analysis
repeatedly must be taken into account. We now focus on the multistep propagation of the
sampling error. This corresponds to characterizing the error due to the randomness of em-
pirical estimation from data. As we shall see, the multistep error behaves quite differently
from the one-step analysis we have analyzed so far.
Our starting point is the following result. We denote the terms

E :=
∥∥∥P̂tH,λ∥∥∥

L(H)
F := ‖P̂tH,λ − PtH,λ‖L(H). (10)

We summarize the result below.

Proposition 3.1 (Propagate multistep MMD ambiguity). Suppose p0, q0 are two initial
state distributions. Let EpT denote the embedded distribution propagated by applying the
true unknown push-forward operator PtH,λ to p0 for T times; Ê q̂T denote the embedded

distribution propagated by applying the empirical push-forward operator P̂tH,λ to q0 for T
times, i.e.,

EpT = (PtH,λ)TEp0, Ê q̂T = (P̂tH,λ)T Êq0. (11)

Then, at time T , the error bound in MMD is given by the formula

MMD(Ê q̂T , EpT ) ≤ ET ·MMD(Êq0, Ep0) +
T−1∑
i=1

EiF‖EpT−i−1‖H, (12)

where the factors E,F are defined in (10).

Note that, in practical applications, the first term reflects the level of trust in the initial
empirical data samples, and can be set to the existing concentration bounds characterized
in kernel methods literature such as in [36].
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In practice, the above formula is not yet computable since we do not know the true values
of ‖EpT−i−1‖H. To provide a computable error bound, we establish:

Proposition 3.2. In the same setting as in Proposition 3.1, we have

MMD(Ê q̂T , EpT ) ≤ (E + F )T ·MMD(Êq0, Ep0) +

T−1∑
i=1

(E + F )iF‖Ê q̂T−i−1‖H, (13)

where the factors E,F are defined in (10).

Corollary 3.3. The multistep empirical estimation error bound in MMD for propagating
distribution p0 is given by

MMD(Ê p̂T , EpT ) ≤
T−1∑
i=1

(E + F )iF‖Ê p̂T−i−1‖H. (14)

Note that all the terms on the right-hand sides in Proposition 3.2 and Corollary 3.3 are
computable. Finally, we also provide an implementable recursive scheme of the above error
bound in Algorithm 1 for propagating the MMD error bound forward in time. We later
demonstrate the multistep error bounds in numerical experiments. It is important to note
that, using Algorithm 1, the key quantities that incur computational effort in (10) are only
estimated once at the beginning of the algorithm, resulting in computational efficiency. In
our algorithm, only one system trajectory, {p̂i}Ti=0 is propagated through (15), which differs
from traditional bootstrap estimators for kernel regression that relies on multiple bootstrap
replicate of the regression estimator, see, e.g., [12][Chapter 8]. The idea of the multistep
operator estimation error is illustrated in Figure 1.

3.2. An efficient empirical bootstrap estimator of operator error

To characterize the deviation of the estimated operator from the true operator in (27),
researchers have typically relied on concentration inequalities, such as those provided in
the previous section. Bounds derived from concentration inequalities are well-known to
be conservative, especially if applied to the composed operator PtH,λ, where only coarse
estimates for the inversion are available. Furthermore, error analysis in multistep ambiguity
propagation is even more conservative due to the compounding of error over the time steps.
Those issues continue to impede the practical use of existing error analysis, including, e.g.,
the results in Proposition B.3.
To remedy those issues and provide a practical approach toward error analysis, we propose
a bootstrap estimator of the operator deviation in (27). Given the training data set (X̂, Ŷ ),
we create a bootstrap copy of the empirical estimator P̂tH,λ, denoted as P̃tH,λ, by using a

re-sampled (with replacement) data set (X̃, Ỹ ) (i.e., (X̃, Ỹ ) is a resampled with replacement
data set of (X̂, Ŷ )). We then compute the deviation ‖P̂tH,λ − P̃tH,λ‖L(H) by the following
formula

‖P̂tH,λ − P̃tH,λ‖L(H) =

√
λmax

(
K
− 1

2
ZZ (A+B − C − C>)K

− 1
2

ZZ

)
=
√
λmax

(
K−1ZZ(A+B − C − C>)

)
.

(16)
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Algorithm 1: Multistep propagation of the MMD error bound

Data: Initial ambiguity set radius estimate ρ0 ≥ MMD(Êq0, Ep0), initial empirical
state distribution embedding Êq0

Result: The entire ambiguity tube, i.e., embedded distributional trajectory
{Ê q̂i}Ti=0 and MMD error bound at time i

ρi := MMD(Ê q̂i, Epi), i = 0, . . . , T

Algorithm:
Estimate ‖P̂tH,λ − PtH,λ‖L(H), either via concentration results in Section B.2 or the

bootstrap scheme in Algorithm 2; compute P̂tH,λ and its operator norm

‖P̂tH,λ‖L(H) similarly

for i = 0, 1, . . . , T − 1 do
Compute the next-step empirical embedding, also known as the center of the
ambiguity set

Ê q̂i+1 = P̂tH,λÊ q̂i (15)

Compute the next-step error bound, also known as the ambiguity set radius
using (??)

ρi+1 = ‖P̂tH,λ − PtH,λ‖L(H) · (‖Ê q̂i‖H + ρi) + ‖P̂tH,λ‖L(H) · ρi

end

where we use the notation Z := [X̂, X̃]> for the concatenated data vector, and KZZ is the
kernel Gram matrix for the concatenated vector Z, i.e., KZZ = [k(zi, zj)]

m
i,j=1 . The terms

A,B, and C are defined through

A = KZX̂

(
KX̂X̂ +mλI)−1KŶ Ŷ

(
KX̂X̂ +mλI)−1KX̂Z

B = KZX̃

(
KX̃X̃ +mλI)−1KỸ Ỹ

(
KX̃X̃ +mλI)−1KX̃Z

C = KZX̂

(
KX̂X̂ +mλI)−1KŶ Ỹ

(
KX̃X̃ +mλI)−1KX̃Z .

(17)

The derivation is provided in Section A.
We then repeat this bootstrap process mb times. The results can be used to determine
a confidence bound for the error quantile of the operator deviation in (27), i.e., we can
numerically compute the quantile δ such that

P(‖P̂tH,λ − PtH,λ‖L(H) ≤ δ) ≥ 1− α (18)

where 1 − α is a given confidence level, e.g., set to α = 5%. This procedure is outlined
in Algorithm 2 and illustrated in Figure 2. The ability to produce bootstrap estimates
hinges on the advantage that the RKHS operator norm admits a straightforward computable
estimate in at-most polynomial time. This trait is not shared by some other metrics such
as the Wasserstein distance. In the existing literature, bootstrap techniques for MMD have
been used to produce sharp test thresholds in two-sample tests for machine learning [9, 14]
as well as to produce sharp approximate ambiguity set estimation for distributionally robust
optimization [28].
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Algorithm 2: Bootstrap estimation of operator deviation

Data: Training data (X,Y ), number of bootstrap samples mb, confidence level α
Result: Approximate quantile for operator deviation δ such that

P(‖P̂tH,λ − PtH,λ‖L(H) ≤ δ) ≥ 1− α. (19)

for j = 1, . . . ,mb do

Resample a data set (X̃, Ỹ ) from (X,Y ) using sampling with replacement;

Compute the deviation ‖P̂tH,λ − P̃tH,λ‖L(H) using (16);

∆[j]← ‖P̂tH,λ − P̃tH,λ‖L(H);

end
∆← sort(∆);
δ ← ∆[ceil(mb(1− α))];

0.0 0.1 0.2 0.3 0.4
error value

0

5

10

15

20

25
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un
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Figure 2.: Bootstrapped approximate quantile for operator deviation. The horizontal axis
denotes the value of the operator deviation in the bootstrapped data copy produced by the
bootstrap procedures described in Section 3.2. The errors are then reported in a histogram.
The vertical redline indicates the approximate quantile bootstrap δ.

4. Numerical experiments

4.1. One-step prediction error analysis

We consider the one-dimensional Ornstein-Uhlenbeck process

dXt = −αXtdt+
√

2β−1dWt, (20)

where α = 1, β = 1. In this experiment, we will refer to this stochastic system as the true
(unknown) dynamical system.
We first time-discretize the system and simulate it forward from the sampled initial state
Xi

0 ∼ ρ0 until the desired time T . We then use the data {Xi
0, X

i
T }mi=1 to form the embedded

estimator as described in the previous sessions. The evolution of the system state distri-
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Figure 3.: Density evolution over the lag time interval of the learned data-driven system.
We plot the distribution from 0 to 2 seconds in the simulation. Additionally, we plot the
state density at a longer time at 100 seconds, which is close to the equilibrium state.

0 50 100
time interval

0.150

0.175

0.200

0.225

0.250

0.275

er
ro

r e
st

im
at

e

5 0 5
log - time interval

1.8

1.6

1.4
lo

g 
- e

rr
or

 e
st

im
at

e

Figure 4.: (left) Bootstrap error over time of the empirical estimate of the push-forward
operator PtH,λ. (right) We plot the same figure in a log scale to visualize the rate of change.

bution is plotted in Figure 3. We report the prediction error of this learned estimator in
Figure 4.
Next, to empirically verify the concentration properties of the estimator, we plot the boot-
strapped error bound as we increase the training data size. This is plotted in Figure 5. To
further visualize the convergence rate, we plot the log-log scale in Figure 5 bottom. We
fit a linear regression and obtain the approximate slope −0.4 of the log-log curve, which
is an estimate of the rate of convergence. This implies that the empirical bootstrap error
estimate converges at the rate of approximately n−0.4. To get a sense of how well our error
estimation is, we additionally generate independent samples from the Ornstein-Uhlenbeck
process (20), denoted by {X ′0

i, X ′iT }Mi=1. We compute an approximate oracle of the deviation
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Figure 5.: (left) Empirical bootstrap error (y-axis) plot over a varying number of training
samples (x-axis). (right) Both axes are plotted in log scale to show the rate of decay.

by the large-sample (M = 5000) Monte Carlo estimation

MMD(
1

M

M∑
i=1

Φ(X ′
i
T ), P̂tH,λ

1

M

M∑
i=1

Φ(X ′
i
0)).

We compare our empirical bootstrap error with this large-sample oracle in Figure 5. We
observe that the empirical bootstrap estimator does produce error bounds that tend towards
the oracle as the number of training samples increases.

4.2. Multistep prediction error analysis

We now demonstrate the multistep error propagation method proposed in Section 3.1. Fig-
ure 3 depicts the evolution of RKHS embedding of the state distribution, i.e., µ̂Xt . Note that
those are empirical estimates of the state distribution subject to estimation error. Different
from the settings reported in [18], which characterizes the one-step error bound, we com-
pute the multistep error estimation via the ambiguity set propagation algorithm outlined in
Algorithm 1. We set the initial ambiguity radius to be MMD(µX0 , µ̂X0) = 0.1, which can be
obtained via measure concentration bounds in practice [36]. The initial state distribution
p̂0 is set to a Gaussian with mean 0.5 and variance 2. We then sample m = 250 trajectories
as our training data and run Algorithm 1.
We now visualize our multistep error bound, i.e., the (dynamic) ambiguity sets that de-
scribe the distributional uncertainty of the embedded system states. Since the squared
MMD distance is simply a quadratic distance in the embedded Hilbert space, we plot the
ambiguity tube (consisting of Hilbert norm-balls) centered around the empirical trajectory
Ê p̂t =

∑m
i=1 βiΦ(Xi

t), where Xi
t are the sampled states and βi are the estimated coefficients,
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Figure 6.: (left) Evolution of the distribution embedding with regression-regularization
coefficient λ = 0.01. (right) Evolution of embedded system states and error bound.
The x, y-axes are the coefficients βi for two random components of the kernel embedding∑m

i=1 βiΦ(Xi
t). The red balls denote the multistep MMD estimation bound, i.e., the propa-

gated ambiguity sets. See also Figure 1 for a similar plot, but using the span of two principal
components, instead of two random components of βi, for visualization.

computed via (15), i.e., we plot the ambiguity sets At ⊂ H, t = 0 . . . T ,

At =

{
µ | ‖µ−

m∑
i=1

βiΦ(Xi
t)‖H ≤ ρt

}
. (21)

Since the embedded Hilbert space H is infinite-dimensional, we project down to two dimen-
sions by selecting randomly two features Φ(Xi

t), and plot the evolution of their coefficients
βi in Figure 6 (right). The propagated ambiguity set radii, i.e., MMD error bounds over
time, are plotted in Figure 7. See the caption therein for more details, as well as Figure 1
for a similar illustrative plot, but using the span of two principal components, instead of
two random components of βi, for visualization.

4.3. Further related works

Different from previous works that use either static ambiguity sets [27, 6] or dynamic ambi-
guity sets under known piece-wise linear (or affine) dynamics [34], we show that our RKHS
ambiguity sets are the natural modeling choice for the learned data-driven dynamical system
models.
The centerpiece of data-driven Koopman operator approximation is the conceptually straight-
forward estimation algorithm called Extended Dynamic Mode Decomposition (EDMD) [38,
16], which can be used to learn a finite-dimensional approximation to evolution operators
from finite simulation data. Clearly, two major sources of error arise from its application -
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Figure 7.: Multistep error estimate in MMD (ambiguity radius) plotted over time of the
simulation. (top) The case with regression-regularization coefficient λ = 0.01.

the estimation error, which measures the error between the computed model and the ana-
lytical Galerkin approximation onto the finite-dimensional subspace on one hand, and the
approximation error, which accounts for the data-independent projection error onto this
finite-dimensional space, on the other hand. Both sources of error have been addressed
previously in the literature, see [22, 41, 29].
Due to the close connection of the Koopman approach to machine learning, a natural exten-
sion is to represent evolution operators on a reproducing kernel Hilbert space (RKHS) [1, 33],
which can serve as an infinite-dimensional and therefore powerful approximation space. The
first kernel-based variant of EDMD was suggested in [39], and a rigorous connection to the
concept of conditional mean embedding [7] was made in [18]. In particular, it was shown that
one can realize a view of the exact dynamics through the lens of an embedding operator by
a linear operator acting only on the RKHS, which can be estimated from data using kernel
evaluations.
The finite-data estimation error for embedded evolution operators has already been con-
sidered in the literature using concentration inequalities, see, for example, [8, 31, 24]. For
stationary and exponentially stable systems, the analytical evolution operators often possess
a low-rank structure for intermediate time windows, as all rapidly equilibrating processes
have decayed at these timescales. However, intermediate time windows are often the most
relevant time windows in numerous applications.

5. Discussion and future works

Designing closed-loop distributionally robust control for nonlinear data-driven dynamics
models remains an open problem. This paper’s results lift a major roadblock in that we
have proposed an algorithm that is capable of propagating MMD ambiguity sets through
nonlinear data-driven dynamics models using Koopman operators and kernel CME. This
can serve as the first necessary step to apply this propagation scheme in data-driven distri-
butionally robust control. Furthermore, we envision that feedback distributionally robust
control can further control the growth of multistep distributional ambiguity sets character-
ized by this paper.
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A. Derivation of the empirical bootstrap estimator

Estimating the operator norm of the conditional embedding operator is straightforward and
given in the following proposition and lemma. Expanding all three terms, we obtain the
bootstrap estimation in (16). Note that similar techniques have been used to estimate the
kernel-constrained covariance to detect data dependence in [10].

Proposition A.1. The norm of the difference of operator, ‖P̂tH,λ − P̃tH,λ‖L(H), is given by

‖P̂tH,λ − P̃tH,λ‖L(H) =

√
λmax

(
K
− 1

2
ZZ (A+B − C − C>)K

− 1
2

ZZ

)
=
√
λmax

(
K−1ZZ(A+B − C − C>)

)
.

where we use the notation Z := [X̂, X̃]> for the concatenated data vector, and KZZ is the
kernel Gram matrix for the concatenated vector Z. The constants A,B, and C are defined
through

A = KZX̂

(
KX̂X̂ +mλI)−1KŶ Ŷ

(
KX̂X̂ +mλI)−1KX̂Z

B = KZX̃

(
KX̃X̃ +mλI)−1KỸ Ỹ

(
KX̃X̃ +mλI)−1KX̃Z

C = KZX̂

(
KX̂X̂ +mλI)−1KŶ Ỹ

(
KX̃X̃ +mλI)−1KX̃Z .

(22)

Proof. Similar to the proof of Lemma A.2, we write the norm estimate

‖P̂tH,λ − P̃tH,λ‖L(H) = sup
‖µ‖H≤1

√
‖(P̂tH,λ − P̃tH,λ)µ‖2

= sup
‖µ‖H≤1

√
‖P̂tH,λµ‖2 + ‖P̃tH,λµ‖2 − 2〈P̂tH,λµ, P̃tH,λµ〉H

Using a similar orthogonal decomposition as in the proof of Lemma A.2, it suffices to
consider the elements µ of the form µ =

∑2m
i=1 αik(zi, ·). The conclusion follows from the

same derivation of the proof of Lemma A.2.

Lemma A.2. The CME operator norm estimation is given by

‖P̂tH,λ‖ =

√
λmax

(
K

1
2
XX

(
KXX +mλI

)−1
KY Y

(
KXX +mλI

)−1
K

1
2
XX

)
. (23)

Proof. We start by expanding the inner product

‖P̂tH,λµ‖2 = 〈P̂tH,λµ, P̂tH,λµ〉H (24)

where we consider the embedding in the form of an orthogonal decomposition µ = µ̂+ µ⊥,
where the empirical embedding is given by µ̂ =

∑m
i=1 αik(xi, ·) and µ⊥ its project onto the

orthogonal subspace with the property that

P̂tH,λµ̂ =
m∑
i=1

αi · P̂tH,λk(xi, ·)
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P̂tH,λµ⊥ = 0

〈µ̂, µ⊥〉H = 0.

By the definition of operator norms,

‖P̂tH,λ‖ = sup
‖µ‖H≤1

‖P̂tH,λµ‖

= sup
‖µ̂‖H+‖µ⊥‖H≤1

√
‖P̂tH,λµ̂‖2 + 2〈P̂tH,λµ̂, P̂tH,λµ⊥〉H + ‖P̂tH,λµ⊥‖2

= sup
‖µ̂‖H+‖µ⊥‖H≤1

√
‖P̂tH,λµ̂‖2

= sup
α>KXXα≤1

√
α>KXX

(
KXX +mλI

)−1
KY Y

(
KXX +mλI

)−1
KXXα.

This optimization problem is equivalent to a generalized eigenvalue problem, whose solution
is given by √

λmax

(
K

1
2
XX

(
KXX +mλI

)−1
KY Y

(
KXX +mλI

)−1
K

1
2
XX

)
.

where λmax denotes the largest singular value of a matrix. Hence the conclusion.

If we choose those empirical points Z to be the X in the training data, we arrive at the
empirical estimator

‖P̂tH,λ‖ =

√
λmax

(
K

1
2
XX

(
KXX +mλI

)−1
KY Y

(
KXX +mλI

)−1
K

1
2
XX

)
. (25)

B. Moments of the Cross-Covariance Operator

The moments and variance of the cross-covariance operator are central quantities for the
derivation of time-dependent finite-data error bounds for embedded evolution operators.

B.1. Set-up

We start by analyzing the dependence of the estimation error for embedded Koopman
operators on the lag time t. This time dependence enters through our estimate of the cross-
covariance operators. Our approach is to characterize the time-dependence of the second
moment and the variance of the operator-valued random variable cxy:

M2,t = Eµ0,t [‖cxy‖2HS], σ2t = M2,t − ‖Eµ0,t [cxy]‖2HS = M2,t − ‖CXY ‖2HS.

To this end, we introduce a separate symbol for the diagonal of the kernel:

Φ1(x) = ‖Φ(x)‖2H = k(x, x). (26)

We will require that Φ1 is square-integrable in what follows, which essentially means that k
must also be square-integrable, in addition to the previous assumptions on k. Moreover, we
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introduce a two-argument Koopman operator, acting on two-argument functions φ(x, x′) in
the product space L2

µ⊗µ(X× X):

Kt2φ(x, x′) := Ex,x
′ [
φ(Xt, X

′
t)|X0 = x,X ′0 = x′

]
,

where the two processes Xt, X
′
t are independent. The two-argument Koopman operators

form a strongly continuous semigroup on L2
µ⊗µ(X × X). We also introduce the orthogonal

complement of the constant function in L2
µ(X) as:

L2
µ,0(X) = {φ ∈ L2

µ(X)|
∫
φ(x) dµ(x) = 0}.

Denote its orthogonal projector by P0. Similarly, we denote the orthogonal projector onto
the orthogonal complement of the constant function in the product space by P0,2.

Lemma B.1. Let Φ1 ∈ L2
µ(X). Then:

(i) The second moment M2,t is finite for all t > 0 and is given by

M2,t = Eµ0,t [‖cxy‖2HS] =
〈
Φ1, KtΦ1

〉
µ
.

(ii) The squared Hilbert-Schmidt norm of CXY is given by

‖C0Y X‖2HS =

∫ ∫
k(x, x′)k(y, y′) dµ0,t(x, y) dµ0,t(x

′y′) =
〈
k, Kt2k

〉
µ⊗µ .

Proof. (i) We choose an orthonormal basis {ei}∞i=1 of H to determine the Hilbert-Schmidt
norm of the rank-one operator cxy:

‖cxy‖2HS =
∞∑
i=1

〈cxyei, cxyei〉H =
∞∑
i=1

〈Φ(y), ei〉2H 〈Φ(x), Φ(x)〉H

= ‖Φ(x)‖2H‖Φ(y)‖2H = Φ1(x)Φ1(y).

using Parseval’s equality in the third step. Therefore

M2,t = Eµ0,t [‖cxy‖2HS] =

∫
Φ1(x)Φ1(y) dµ0,t(x, y) =

〈
Φ1, KtΦ1

〉
µ
,

which is finite for all t if Φ1 ∈ L2
µ(X).

(ii) Similarly, we determine the second term in the variance as:

‖CXY ‖2HS =
∞∑
i=1

〈CXY ei, CXY ei〉H

=
∞∑
i=1

∫ ∫
〈Φ(x), ei〉H

〈
Φ(x′), ei

〉
H
〈
Φ(y), Φ(y′)

〉
H dµ0,t(x, y) dµ0,t(x

′y′)

=

∫ ∫
k(x, x′)k(y, y′) dµ0,t(x, y) dµ0,t(x

′, y′).
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We can now deduce the following asymptotic behavior of the two components of the variance:

Proposition B.2. Let Φ1 ∈ L2
µ(X). Then the second moment and the norm of C0Y X have

the following asymptotics in t:

M2,t ≤ ‖Φ1‖21 + exp

(
−2Rt

β

)
‖P0Φ1‖22.

‖C0Y X‖2HS ≤ ‖k‖21 + exp

(
−2Rt

β

)
‖P0,2k‖22.

Proof. We first split the function Φ1 into its stationary and centered parts:

Φ1 = 〈Φ1, 1〉µ 1 + P0Φ1 = ‖Φ1‖1 1 + P0Φ1.

Then, by the Poincaré inequality for the second term, and the invariance of Kt on L2
µ,0(X),

we get that:

|M2,t| = |
〈
Φ1, KtΦ1

〉
µ
| ≤ ‖Φ1‖21 + exp

(
−2Rt

β

)
‖P0Φ1‖22.

For the second part, we can use that the product measure L2
µ⊗µ also satisfies a Poincaré

inequality with the same constant R [23]. Therefore, we can apply the same argument, i.e.
first decompose the kernel function as

k = 〈k, 1〉µ 1 + P0,2k = ‖k‖1 1 + P0,2k,

and then apply the Poincaré inequality to the centered part:

‖CXY ‖2HS = |
〈
k, Kt2k

〉
µ⊗µ | ≤ ‖k‖

2
1 + exp

(
−2Rt

β

)
‖P0,2k‖22.

B.2. One-step prediction error estimation for Embedded Evolution Operators

Consider the embedded Perron-Frobenius operator PtH. The goal is to bound the regularized
estimation error:

‖P̂tH,λ − PtH,λ‖L(H). (27)

Applying a standard decomposition, following [8], we can write:

‖P̂tH,λ − PtH,λ‖L(H) ≤ ‖(Ĉ0Y X − C0Y X)(Ĉ0XX,λ)−1‖L(H) (28)

+ ‖C0Y X(Ĉ0XX,λ)−1(Ĉ0XX,λ − C0XX,λ)(C0XX,λ)−1‖L(H). (29)

Using that ‖Ĉ−1XX,λ‖L(H) and ‖C−1XX,λ‖L(H) are bounded by λ−1, and that the Hilbert-Schmidt
norm dominates the operator norm, we obtain:

‖P̂tH,λ − PtH,λ‖L(H) ≤ λ−1‖Ĉ0Y X − C0Y X‖HS + λ−2‖C0Y X‖HS‖Ĉ0XX − C0XX‖HS. (30)

This bound can be combined with the results from above and concentration inequalities in
order to obtain a probabilistic bound for the estimation error. For example, using Bernstein’s
inequality in Hilbert space, the following result can be shown:
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Proposition B.3. Let the rank-one operators c0xx and c0yx satisfy the following moment
bounds for all m ≥ 2 and some L ∈ R:

Eµ0,t [‖c0yx‖mHS] ≤ 1

2
m!σ2tL

m−2, Eµ[‖c0xx‖mHS] ≤ 1

2
m!σ20L

m−2.

Then for any δ ≥ 0 and m ∈ N, we have with probability at least 1− 2δ:

‖P̂tH,λ − PtH,λ‖L(H) ≤
2

λ
√
m

log(
2

δ
)

[
σt +

‖C0Y X‖HS

λ
σ0 + (1 +

‖C0Y X‖HS

λ
)
L√
m

]
. (31)

Proof. We apply the Bernstein inequality [5][Proposition 2] separately to both terms in (30),
to find that with probability at least 1− δ:

‖Ĉ0Y X − C0Y X‖HS ≤ 2 log(
2

δ
)

[
σt√
m

+
L

m

]
, ‖Ĉ0XX − C0XX‖HS ≤ 2 log(

2

δ
)

[
σ0√
m

+
L

m

]
.

The result then follows from (30) and an intersection bound.

Remark B.4. The assumptions of Proposition B.3 are satisfied in particular if Φ1 is uni-
formly bounded, by Lemma B.1. In turn, this will hold if the kernel is bounded.
Note that we do not attempt to provide the sharpest possible estimate here. The estimate
from Bernstein’s equality nicely allows accounting for the time dependence by means of the
variance. For a bounded kernel, we could use Hoeffding’s inequality instead, but the time
dependence would be lost in that case.
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