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Abstract

Disruptive applications for mobile devices, such as the Internet of Things, Connected and
Autonomous Vehicles, Immersive Media, and others, have requirements that the current
Cloud Computing paradigm cannot meet. These unmet requirements bring the necessity
to deploy geographically distributed computing architectures, such as Fog and Mobile
Edge Computing. However, bringing computing close to users has its costs. One example
of cost is the complexity introduced by the management of the mobility of the devices at
the edge. This mobility may lead to issues, such as interruption of the communication
with service instances hosted at the edge or an increase in communication latency during
mobility events, e.g., handover. These issues, caused by the lack of mobility-aware service
management solutions, result in degradation in service provisioning.

The present thesis proposes a series of protocols and algorithms to handle user and
service mobility at the edge of the network. User mobility is characterized when user
change access points of wireless networks, while service mobility happens when services
have to be provisioned from different hosts. It assembles them in a solution for mobility-
aware service orchestration based on Information-Centric Networking (ICN) and runs on
top of Software-Defined Networking (SDN). This solution addresses three issues related
to handling user mobility at the edge: (i) proactive support for user mobility events,
(ii) service instance addressing management, and (iii) distributed application state data
management. For (i), we propose a proactive SDN-based handover scheme. For (ii), we
propose an ICN addressing strategy to remove the necessity of updating addresses after
service mobility events. For (iii), we propose a graph-based framework for state data
placement in the network nodes that accounts for user mobility and latency requirements.

The protocols and algorithms proposed in this thesis were compared with different
approaches from the literature through simulation. Our results show that the proposed
solution can reduce service interruption and latency in the presence of user and service
mobility events while maintaining reasonable overhead costs regarding control messages
sent in the network by the SDN controller.
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Chapter 1

Introduction

Disruptive Future Internet applications for mobile devices, such as Internet of Things
(IoT), Autonomous Driving, Immersive Media, and others, have requirements that cannot
be met by the current Cloud Computing paradigm [30]. Among other requirements,
latency levels to access services hosted in the cloud may be prohibitive for many of these
applications that need to consume multiple services within a few milliseconds [133]. Such
requirements are challenging when considering services accessed via cellular networks,
where hundreds of users are connected to Access Points (APs) and sharing the same
communication channels.

1.1 Motivation

One solution widely considered to meet Future Internet application requirements, such
as, reducing latency to consume services over the Internet, is to deploy geographically dis-
tributed computing platforms, such as Fog and Multi-access Edge Computing. However,
different challenges still exist to enable services to run close to users at the edge of the
network. For instance, when users connect to different APs due to their mobility, net-
work configurations must be updated to maintain their connectivity in a process known
as network handover. The handover is one fundamental operation when managing the
mobility of users at edge networks. Besides users, the concept of mobility also applies
to services that compose applications. Service mobility is achieved by deploying service
instances in different hosts at the edge. A service instance is a running piece of software
able to deliver to users the features comprised in the service. Multiple service instances
can coexist that provide the same set of features, which can happen for different reasons,
for instance, to scale up the service provisioning for a significant number of users or to
extend a given availability zone of the service.

Service mobility can be triggered by different factors, such as resource allocation,
energy saving, or due to the mobility of its users. Mobility-induced service migration
moves a service instance running at an edge node far from a consumer to a closer node.
However, the migration of services leads to disruption in provisioning while the service
is not fully moved. Therefore, complex service orchestration strategies are required at
the edge to achieve seamless mobility. This Ph.D. thesis aims to study mobility-aware
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latency-constrained service management strategies and to create algorithms and protocols
to enhance current state-of-the-art related to user and service mobility management at
the edge.

The main challenges related to the management of user and service mobility are related
to user handover, network and service connection continuity, and application context
management. The main shortcomings (S.1-S.3) related to these challenges in the literature
about Edge Computing (EC) architectures for service provisioning are:

S.1 Absence of Proactive User Mobility Support: Current solutions that reac-
tively trigger handovers and service migrations lead to longer execution times for
these procedures, which results in disruptions of communication or high delays of
service provisioning.

S.2 Service Instances Addressing Issues: Applications at the edge might consume
services from multiple hosts. The number of services, the dynamicity of selecting
different provider nodes, and the mobility of service consumers make traditional
addressing solutions sub-optimal. Specifically, topology-based approaches, such as
IP, must always be updated when the consumer connects to a different access point
or consumes a service from a different host. While addresses and network paths are
not updated, service provisioning is degraded because the communication messages
cannot reach their destinations. This disruption in provisioning is worse in edge
environments because of the high frequency of these events due to the mobility of
the users and services.

S.3 Lack of Distributed Application State Management: Many applications use
state data to control users configurations and preferences, or to maintain and re-
use historical data that may change output to requests even when the same input
is provided. State data may be stored in different formats, such as, in the main
memory of a server or in a data management service. Specifically, services that
can query, organize, and transform state data (e.g., Database, Queue) according
to requests are used to manage it. At the edge, these services are awaited to be
running and migrated across multiple hosts, raising issues on providing low latency
access to state data.

1.2 Problem Statement and Research Questions

Emerging applications have targeted EC infrastructure to meet requirements, such as
offloading tasks and reducing latency to consume services. However, there are still issues
related to service provisioning at the edge. For instance, inadequate user and service
mobility management leads to a decrease of Quality of Service (QoS) levels, such as
disruptions and access latency raise.

Problem Statement. The lack of mobility-aware latency-constrained service manage-
ment at the edge leads to degradation of QoS levels in service provisioning, particularly
the increase of communication latency.
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This degradation of service provisioning is due to the usage of architectures designed
for the Internet before the advance of wireless technologies. Then, the Internet was mostly
composed of static nodes, leading to reduced topology variation, and applications were
not sensitive to delays. We aim to investigate questions and hypotheses related to service
management to reduce disruptions and latency for consuming services at the edge. Also,
we aim to diminish the necessity of service migrations and context transfers triggered by
user mobility since these events significantly impact the QoS. We specifically target the
use of Software-Defined Networking (SDN) to tackle mobility-related issues at the edge of
the network. The global view of network entities enabled by this networking paradigm can
ease the adoption of creative solutions and allow fine and active control of communication
flows at the edge. Therefore, we target answering research questions Q.1, Q.2, and Q.3,
which relate to the literature Shortcomings S.1, S.2, and S.3 respectively.

Q.1 How to orchestrate communication and service provisioning considering
user mobility aspects?

Current reactive solutions to handle user and service mobility, such as the traditional
handover procedure implemented in 3G and LTE networks, lead to a decrease of
QoS for services running at the edge. Proactively triggering mobility-related network
procedures, such as handovers and updates of communication flows, can significantly
reduce the impact of mobility in the QoS observed by the users. We use the global
view of the network enabled by Software-Defined Networking to facilitate the adop-
tion of proactive coordination and triggering of mobility management procedures.

Q.2 How to handle network addressing updates after mobility events?

When mobile users change APs, often, they need to connect to different service
instances, which are more suitable to serve consumers at the current position. Ac-
cessing a service from a different AP or consuming a service instance from a different
host requires addressing updates to maintain communication and service continuity
when using a topology-based addressing schema. Few studies have addressed how
communication flows and addresses can be updated to maintain service continuity.
These studies focus on, for instance, combining multiple network interfaces [195].
Thus, one interface can consume the service from the previous instance while the
communication setup is done to a new instance. One possible technology to ease
addressing management of mobile entities in the network is Information-Centric Net-
working (ICN). ICN-based protocols have several advantages to handle user’s and
service mobility [69] since addressing is not based on network topology. We studied
how fewer configuration updates, enabled by name-based addressing, can decrease
service downtime and latency when users switch between different access points and
service instances.

Q.3 How to manage application state in mobile latency-constrained scenarios?

Multiple applications make use of state data in order to run. For instance, in web
applications, state data can be stored in different formats, such as in the main
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memory of the host – e.g., users roles, and preferences –, or in database systems –
e.g., data generated by the interactions of the users with the system. One example
of state data in the Connected Vehicles scenario is the current state and sensor data
of a set of vehicles. This data may need to be fast accessed by different services to,
for instance, maneuver these vehicles in order to avoid or reduce damage that will be
caused in an imminent crash. Other applications, such as immersive games, may use
state data to control different in-game mechanics. This state data is separated from
business logic to facilitate application management, allow shared state, and enhance
scalability. This approach results in services only being responsible for handling the
state data. Applications have requirements to access this state data through these
services. These requirements become challenging to be met for services provided to
mobile users in distributed environments. Nevertheless, we used distributed state
service management to aid in maintaining continuous access latency levels to state
data in distributed mobile scenarios.

One example of Application State and User Session Data (ASUSD) in the Connected
Vehicles scenario is the current state and sensor data of a set of vehicles. This data
may need to be fast accessed by different services to, for instance, maneuver these
vehicles in order to avoid or reduce damage that will be caused in an imminent
crash. Other applications, such as immersive games, may use ASUSD to control
different in-game mechanics, i.e., the behavior of the interaction between different
players, characters, and their environment. In both scenarios, low latency is of
paramount importance, either for safety reasons or to maintain high Quality of
Experience (QoE) levels. Even data stream processing engines, working as micro-
services used as the basis to develop different applications, are sometimes required
to maintain a state [42, 283].

1.3 Goals and Contributions

General Objective: Design and evaluate a service management solution to mitigate
provision disruption caused by the mobility of users and services at edge networks.

While pursuing this goal, we expect to achieve specific objectives in three aspects:
(i) SDN-enabled user and service mobility support, (ii) SDN-enabled Service-centric Net-
working, (iii) Application State Management. We developed algorithms and protocols
to enhance service management platforms targeting on-premise and edge-hosted applica-
tions. Therefore, we have three specific objectives, each relating to a strategy developed
and evaluated. These three objectives compose a solution for service provisioning in EC
infrastructure.

O.1 User Mobility Management supported by SDN to proactively coordinate and
trigger mobility management procedures reducing their impact on service provision-
ing. We developed an SDN foundation to support mobility at edge networks. This
SDN foundation eases the access to important information to create proactive trig-
gers for network procedures. Also, it facilitates the implementation of dynamic con-
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figuration changes in the network, thus studying the research question Q.1. While
pursuing this objective, a RACH-less MBB Handover solution was proposed [204],
which is described in details in Chapter 4.

O.2 Mobility-aware Software-defined Service-centric Networking for services to
reduce the need for configuration updates when redirecting communication flows due
to migration events. Transparent mobility capabilities of Service-Centric Network-
ing (SCN) enabled by SDN was studied in the context of the research question Q.2.
While studying this objective, Mobility-aware Software-Defined Service-Centric Net-
working (SD-MSCN) [205], a addressing solution to mitigate mobility-related net-
working issues was introduced. This solution is studied in Chapter 5.

O.3 Distributed Application State and User Session Management based on
ICN pointers to data distributed in edge infrastructure. A graph-based algorithm
for stateful data placement in the network was proposed [206] in the scope of re-
search question Q.3 that reduces the dependency on data movement triggered by
the mobility of the users. This solution is discussed in Chapter 6.

The contributions achieved pursuing each of these objectives were described and pub-
lished in internationally recognized venues. The complete list of publications is shown in
Section 7.3.

1.4 Overview of the Solution

During the Ph.D. course, we assembled different prominent technologies proposed for the
Future Internet, such as EC, SDN, and ICN to build a mobility-aware latency-constrained
service management platform. We design and evaluate a SD-MSCN solution for service
provisioning at edge networks. We specifically focus on the provisioning of stateful services
consumed by users in urban environments – i.e., conditioned to urban mobility patterns.
When users move within a city, QoS levels achieved using EC tend to decrease and might
reach poor values due to the distance between users and the host of services instances. To
mitigate this issue, researchers in EC have introduced mobility-triggered service migration.
This service migration type aims to relocate service instances to run closer to consumers,
i.e., reducing the number of network hops required to consume the service. However, this
solution still leads to service provisioning degradation, in terms of service interruption or
increased latency, while the migration occurs. The proposed SD-MSCN solution in this
thesis creates management strategies to reduce disruption caused by user mobility while
also avoiding mobility-triggered service migration.

As discussed in Section 1.3, we have three specific objectives related to the provision
of stateful services for mobile users. Each objective refers to one component of the service
management solution depicted in Figure 1.1. The first component is called User Mobility
Management supported by SDN and related to Objective O.1. Our studies target a
scenario where cellular networks are controlled using SDN. Therefore, our first goal is to
study the characteristics of SDN-enabled handovers in order to propose mechanisms to
improve this process. For this component, we used modern handover scheme proposals
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from the literature and combined them with SDN features to introduce an SDN-enabled
RACH-less MBB handover scheme described in Chapter 4. The second component of our
solution is an software-defined service-centric addressing scheme. This component relates
to Objective O.2. One relevant strategy to address mobility at the edge of the network
is the separation of addressing and network topology, which allows addressing network
entities regardless of their position in the network. In this component, we introduce
an addressing scheme that uses named-based routing inspired by ICN and SCN that
allows this separation. Chapter 5 discusses the concept of Mobility-aware Service-Centric
Networking (MSCN) and proposes an implementation on top of SDN. Finally, the third
component of our solution is Distributed Application State and User Session Management
in the context of Objective O.3. This third component aims to explore how different
placements of the state data in the network can reduce the degradation of the service
provisioning when service mobility events are triggered. Chapter 6 describes a graph-
based algorithm to identify this data placement considering the mobility of the users.

User Mobility Management Supported by 
Software-Defined Networking (CH5)

Distributed Application State and 
User Session Management (CH7)

Mobility-aware Software-defined 
Service-centric Networking (CH6)

Service Service Service Service

Application

Software-Defined Networking

Figure 1.1: Overview of proposed SD-MSCN service management solution.

As depicted in Figure 1.1, the user mobility management component is a foundation for
the other components. This happens because this component builds the topological user
position knowledge for the SDN controller, which is then used by the other components.
Since the SDN controller coordinates all handovers, it always knows the position of the
users. This information can be used to improve other processes, such as the ones performed
by the other components. This information is used in the second component to match User
Equipment (UE) identifiers when routing and it is used to compute data placement in the
third component. Furthermore, the distributed state management component uses the
named-based addressing developed in SD-MSCN because it facilitates the consumption
of the data from multiple sources and when this data has to be moved.
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1.5 Thesis Structure

The remainder of this thesis is organized as follows. Chapter 2 introduces important
concepts in the scope of this thesis, including EC, SDN, ICN, and mobility support in
cellular networks. Then, Chapter 3 discusses works from the literature that have goals
similar to the ones in this thesis. The complete solution proposed in this thesis has
three components that are presented individually in Chapters 4, 5, and 6, as detailed in
Section 1.4. Finally, final remarks and considerations of this thesis are given in Chapter 7.
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Chapter 2

Literature Review

The present chapter presents an extensive review of the literature, published as a sur-
vey [207]1, of the three main subareas of this thesis: (i) Edge Computing (EC), (ii)
mobility management at the edge, and (iii) services and applications supported by EC
architectures. The chapter starts with an overview of the evolution of service provisioning
over the Internet throughout the years in Section 2.1. EC architectures for provisioning
of services for mobile devices are discussed in Section 2.2. Mobility management solu-
tions for service provisioning at the edge are shown in Section 2.3. The services and
applications that can take advantages of these architectures and solutions are described
in Section 2.4. Furthermore, after examining enabling technologies, mobility solutions,
and related applications, we identify some open challenges and research opportunities
for service provisioning at the edge that are listed in Section 2.5. Finally, the lessons
learned with this review of the literature and the final remarks of this chapter are given
in Section 2.6.

2.1 History of Service Provisioning Technologies

Society has evolved into a state that continuous information exchange is required to
improve citizens’ lives in large urban centers. For instance, the advances achieved due
to wireless communications and smartphone popularization make it hard to imagine a
non-connected future. Indeed, the requirements for connectivity tend to increase with
the emergence of new technologies such as IoT, Autonomous Vehicles, Immersive Media,
and others. In this chapter we review the technologies developed to support these in-
creasing requirements and also some envisioned applications that will take advantage of
these technologies. Before, however, this section presents a brief historical overview of
the computing and communication technologies for service provisioning. We organize this
historical overview in four “stages” of evolution according to the placement of the comput-
ing resources: (1) Self-hosted Service Provisioning; (2) Cloud-based Service Provisioning;
(3) Edge-based Service Provisioning; and (4) Ubiquitous Service Provisioning. Figure 2.1

1Partially reproduced in this chapter in accordance with the terms of the Creative
Commons Attribution-NonCommercial 4.0 International Public License (CC BY-NC 4.0).
https://creativecommons.org/licenses/by-nc/4.0/
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Communication exchange between users and
service provider's self-hosted infrastructure.

Communication to service platforms
hosted at data-centers.

Computing and communication performed at the
edge of the network to handle services locally.

Pervasive experience supported by ML 
and new classes of devices.

Figure 2.1: Evolution stages of service provisioning technologies.

illustrates these stages. The main cultural-technological shifts of each stage are discussed
in Sections 2.1.1 to 2.1.4. Currently, technology and standards are being proposed and
developed to fully achieve stage 3 of Edge-based service provisioning.

2.1.1 Self-hosted Service Provisioning

The Internet design, made in the 1970s, was created with a very different objective than
today’s Internet usage. By then, service providers would have to deploy and maintain
their own infrastructure to provide their services, which characterizes stage 1 of self-hosted
service provisioning. Users consumed services through emerging technologies of the time,
such as the TCP/IP protocol. The IP protocol was designed to handle the addressing of
hosts in a topology-based network and remains the main addressing protocol nowadays.
The initial applications evolving by that time were e-mails, chat rooms, and later e-
shopping and e-banking. However, such applications became very popular and started
to face scalability issues. These concerns became the main reasons to push forward the
service provisioning paradigm to the next stage.

2.1.2 Cloud-based Service Provisioning

The term Cloud Computing was initially used in the late 1990s [70], becoming broadly
adopted by the late 2000s [259] when large companies start adopting it and pushing to-
wards stage 2 of Cloud-based service provisioning. The idea was to offer companies the
possibility to acquire computing resources that would scale on demand. Thus, virtu-
ally infinite computing resources were deployed to data centers strategically positioned
around the globe. This paradigm is currently the main method for providing services
on the Internet and allows companies to overcome some of the scalability issues previ-
ously faced. Nevertheless, scalability issues once again became a big concern with the
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massive adoption of applications such as Video Streaming, Gaming, and Social Media,
i.e., resource-consuming applications accessed by millions of users. Different technolo-
gies were developed to handle the emerging 1990s-2000s applications and meet business
requirements of resource and energy saving, and massive provision to millions of users.
For instance, the platforms sold to companies to run their services should be virtualized
to facilitate portability and application deployment. Consequently, service virtualization
became an important research topic, with virtual machines, and more recently containers,
being the main approach to provide Platform as a Service [60]. More complex solutions
are still under development. Even network functions are being virtualized to handle these
applications inside datacenters, using technologies such as NFV [110] and SDN [20].

In stage 2 of the evolution, we also experienced the popularization of different types
of devices. Mobile devices became mainstream, such as tablets and smartphones, and
later many other devices also started to be plugged into the Internet. Many envisioned
applications are coming to reality due to the wide adoption of these devices. Such appli-
cations, however, are facing issues due to the 1970s topology-based design of the Internet.
Therefore, we are again undergoing a paradigm shift in service provisioning.

2.1.3 Edge-based Service Provisioning

Multiple applications rely on low latency machine-type communication to run, thus,
creating a need for faster communication and computation. Besides latency, the enor-
mous amount of data generated by various devices connected to the Internet cannot
constantly traverse significant distances, due to the risk of overloading the network in-
frastructure [215]. Furthermore, context-awareness became a requirement for the correct
functioning of specific location-based applications. Therefore, the issues mentioned in
Section 2.1.2, combined with the development of new applications supported by a wide
range of devices, are driving service provisioning towards stage 3. In this stage, computing
tasks run closer to end-users to maintain sustainable scalability. The main architectures
of EC being studied to overcome those issues are Fog and Multi-access Edge Comput-
ing [208, 179]. These computing architectures propose the placement of computing re-
sources closer to users, allowing services to execute locally and mitigate issues of latency,
network overloading, and context awareness.

2.1.3.1 Fog and Multi-Access Edge Computing

Fog Computing is an extension of the Cloud Computing paradigm that expands the
resource pool with resources from a plethora of devices, such as micro-datacenters, i.e.,
a smaller and self-contained category of a datacenter that comes in different sizes with
cooling, security, and protection solutions out of the shelf. These computing facilities
are deployed in spatially distributed Points of Presence (PoPs) to provide computational
resources closer to users [208].

MEC [160] is a similar paradigm where computing tasks may run at resources closer
to users. Both architectures aim to provide computation closer to the edge of the net-
work, thus, causing Fog Computing and MEC to share many features. The two main
differences between Fog Computing and MEC are [208]: (i) ownership: MEC is kept by
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telecommunications companies, while Fog Computing is typically maintained by private
providers (e.g., AWS, Google); and (ii) deployment: MEC is only located at the edge
of the network, while Fog Computing also uses resources placed strategically closer to
end-users but not at the edge, for instance, data centers in neighbor cities/states or closer
to the entrance of the core network (i.e., near-edge resources).

With the current development of 5G networks, partnerships between telecommuni-
cation companies and cloud infrastructure providers have been created to allow service
provisioning at the edge. For example, Amazon Web Services (AWS) has established
partnerships with multiple companies in different countries to create AWS Wavelength, a
publicly available Multi-access Edge Computing (MEC) Infrastructure as a Service [252].
Still, EC-enabled applications have not yet been widely adopted. Emerging applications
such as connected vehicles and AR are not freely available to the public in cellular net-
works. Despite the more controlled settings of EC-enabled applications in real-world
deployments, research on EC technologies has been widely performed. The EC paradigm
comprises the two main Edge Computing architectures, Fog Computing and MEC, and
related architectures aimed to handle services closer to end-users.

Throughout the years, the definitions of Fog and MEC have evolved towards each
other and many times, even in academic studies, these terms are used interchangeably.
This evolution of the definitions is mostly due to two motivations. Firstly, a wider set of
access technologies was envisioned for Multi-Access Edge Computing, which was previ-
ously called Mobile Edge Computing to highlight the usage of only mobile communication.
And secondly, the expansion of the set of devices sometimes considered part of the Fog
Computing infrastructure. These terms might be considered interchangeable in many as-
pects, being the most fundamental difference among them the focus of each architecture.
Fog Computing studies target discussions about the infrastructure perspective and the
placement of resources in the Cloud-Things continuum, whereas Edge Computing studies
have their focus on the devices at the edge [224]. Devices discussed in Fog Computing
may be placed not only at the edge, but also at the near-edge infrastructure, such as at
the border to the core network or closer to the cloud. This distribution of resources often
leads to the existence of a hierarchy of resources composing the Fog, with multiple layers
closer or further to the end-user comprising more or less resources. Such hierarchy is not
found when studying MEC, which is usually represented as a horizontal architecture.

In the EC stage of evolution, computing resources are deployed at the edge of the
network, accessible through multiple access points and using different access technologies
and channels. Wireless access points have limited coverage areas. Thus, when users
move, they switch from one access point to another, causing a network handover, i.e.,
configuration updates in the network and user terminal to connect to the new access point.
Current-state topology-based networking would struggle to handle multiple handovers
while meeting the QoE requirements. Thus, research has been done to adapt networks
for mobility-aware service provisioning. In this scenario, dynamically adaptable networks
have an important role due to the ease of deploying new network algorithms and protocols
to achieve better mobility management for connections.
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2.1.3.2 Envisioned EC-enhanced Applications

Due to the possibilities envisioned by EC-enabled computing, developers started to foresee
new classes of applications. The most discussed of these classes in the literature are: (i) In-
telligent Transportation Systems (ITS), with applications for traffic management [256, 8],
traffic lights control [151], and self-driving vehicles [228, 188]; (ii) Immersive Media [271],
with applications in Augmented Reality (AR) or Virtual Reality (VR); (iii) Unmanned
Aerial Vehicles (UAVs) [134, 284, 111] for monitoring or surveillance tasks; (iv) Smart
Cities applications to handle public infrastructure [114, 137]; (v) other Internet of Things
(IoT) related applications, such as healthcare [145], body area sensing with wearable and
implantable devices [127], and also Industry 4.0 [98]. These applications will be widely
adopted in the future, thus generating more requirements for EC-enabled scenarios. One
of these requirements is mobility awareness since users with different mobility patterns
will use many of these applications. Moreover, a composition of EC to run services and
applications, and network management handled by SDN is envisioned as the Future In-
ternet [210, 282, 181]. This vision is due to the possibility of using these technologies to
deploy 5G networks. The challenges to fully achieve stage 3 of evolution are discussed in
Section 2.5.

2.1.4 Ubiquitous Service Provisioning

Devices are evolving together with applications and adding a sense of pervasiveness to the
Internet. Examples of these devices are smart glasses and head-mounted displays, some
enabling movement-free access to immersive media virtually anywhere. These devices are
key enablers on the information access revolution from desktop to smartphones and then
toward freedom of form and location [53]. Other technologies such as wearable devices,
body area and ultra-dense networks also contribute to such an increase in the sense of
the pervasiveness of Internet services. To deploy future applications envisioned for these
devices, such as Tactile Internet and Internet of Skills [21], the architecture for service
provisioning will have to evolve into an envisioned stage 4 of service provisioning. In this
stage, EC, extended with pervasive devices, relies on Machine Learning (ML) to enhance
its context awareness, latency reduction, mobility support, and other capabilities. There
is still a big technological gap for achieving fully immersive experiences and ubiquitous
service provisioning, still the development of EC infrastructure and its architectures for
seamless provisioning for mobile devices, as discussed in Section 2.2, are important steps
towards reaching stage 4 of service provisioning.

2.2 EC Architectures for Seamless Service
Provisioning for Mobile Devices

This section describes the envisioned Future Internet for massive service provisioning in
EC-enabled settings while dealing with mobility. Figure 2.2 shows a three layer archi-
tecture composed by: (i) the edge; (ii) the core network; and (iii) the cloud. Multiple
technologies interact with each other to support service provisioning in each layer. The
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Figure 2.2: Landscape of Future Internet for massive service provisioning in EC-enabled
settings.

bottom layer is the edge, where technologies such as Mobile Cloud Computing (MCC),
Vehicular Cloud Computing (VCC), Vehicular Edge Computing (VEC), and Floating
Content provide processing, storage and communication capabilities to run services. The
core network layer in the middle manages networking and computing resources offered
to users. This management is done by the SDN controller, which may use different ab-
stractions and protocols for this task. Also, the core network layer enlarges the computing
resource pool with near-edge Fog nodes, nodes deployed with more computing power than
observed at the edge but not as far as the cloud. Finally, the highest computing power is
provided at the cloud to handle eventual resource constraints of the lower layers.

The main difference between the layers in Figure 2.2 is the distance between users
and resources. In Cloud Computing, a vast amount of resources is placed in data-centers
usually positioned away from the users; while at the edge, the resources are distributed in
smaller amounts closer to users. Furthermore, networking paradigms, such as SDN and
ICN are expected to empower static networks and mobile networks such as Mobile Ad Hoc
Networks (MANETs) and Vehicular Ad-hoc Networks (VANETs) and build the Future
Internet. The computing architectures that compose EC are discussed in Section 2.2.1,
while networking architectures are discussed in Section 2.2.2.

2.2.1 Computing Architectures

As smart edge devices become more popular, the IoT era emerges with the tendency of
connecting these devices to the Internet to support different services and applications.
Many of these devices are simple and resource constrained in terms of computing capa-
bilities and power supply. Due to the observation that multiple services would demand
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more resources to execute, researchers developed offloading techniques to migrate their
computation to the cloud [150]. Yet, relying only on the cloud has its drawbacks since
datacenters are placed away from the edge devices and end-users.

2.2.1.1 Fog Computing

Cisco introduced the idea of Fog Computing in 2012 [36] with the objective of extending
the cloud paradigm closer to people (i.e., end-users). This new computing architecture was
aimed to be placed between the traditional cloud and the users in the form of datacenters
positioned at the edge or near-edge of the network, before the gateway to the core network.
Yet lately, the concept evolved to contemplate even idle computer resources in end-users
Edge devices to be added to the pool [208]. This framework is built to provide features
such as low latency, geo-distribution, location awareness, and mobility support [210].
These features aim to fill the gaps of the traditional Cloud Computing paradigm, thus
creating a complementary Cloud-Fog Computing architecture, where the resources are
selected according to the volume and speed of the processing tasks.

Fog Computing was considered an enabler technology for new classes of applications
(e.g., Immersive Media, ITS) because they can take advantage of its features to tackle their
constraints. However, to deploy such services, there are some challenges to be overcome.
For instance, different protocols and APIs need to be established for services to access
information from the network and sensors [208]. Also, mobility creates issues related to
network management at the edge.

User mobility, handovers, and intermittent communication channels in general may
disrupt service provisioning because of the difficulty to keep reliable, low-latency, and
high-throughput links to send messages to Fog nodes placed at the near-edge of the net-
work. One possible way of handling the mobility of the users is centralizing the handover
control at the cloud [32]. This solution faces issues when a connection to the cloud
data-centers fails. Thus, studies on handling mobility locally have emerged [179]. Yet,
to execute more complex algorithms and enhance the quality of service in network han-
dovers, programmable networks have been considered [210, 31]. These networks create a
large set of possibilities due to the flexibility in using different routing protocols [178] and
employing ML approaches to perform data-driven decisions [18]. Section 2.3 discusses the
main possibilities found in the literature.

2.2.1.2 Multi-access Edge Computing

The MEC paradigm was proposed by ETSI in 2014 to use edge devices to enhance mobile
devices capabilities through mobile cellular networks (e.g., 3G, 4G/LTE, 5G) [210, 161].
The concept of devices and connections was extended in MEC, which caused the terms
Fog Computing and MEC computing to start to be used in an interchangeable fashion
by the academic community [161]. Initially, MEC would consider only datacenters at the
edge of the network deployed by telecommunication companies to offload processing tasks,
and these devices should be accessed via the cellular network. Currently, even devices
from end-users can be added to the MEC resource pool in some collaborative approaches.
Different connectivity technologies can also be used to communicate to these resources.
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To widely deploy MEC for massive usage, there are still some open issues to be ad-
dressed. Researchers have studied how to better place servers spatially to ease the coverage
of wide areas [267]. For instance, UAV-mounted micro-servers can be used to provide in-
locus additional resource [107]. Furthermore, to handle the vast amount of simultaneous
users, techniques of MEC-enabled in-network caching have been proposed [69, 178]. The
use of caching aims to take advantage of the high popularity of content and services by
storing them in servers closer to users to reduce the necessity to load them from the
cloud. User mobility causes several handover events in access networks, which is a com-
plex task because of the many system configurations and policies to associate users and
services [160]. For instance, according to some mobility management protocols [31, 189],
the IP addresses of the users may have to change; also, a different host may be selected
– according to a given policy – to execute services consumed by these users.

2.2.1.3 Mobile Cloud Computing

Another architecture aimed to enable the execution of computing-intensive tasks in resource-
constrained mobile devices is Mobile Cloud Computing (MCC) [16]. This architecture
advocates for offloading complete applications from Smart Mobile Devices to the cloud
infrastructure, thus integrating mobile computing and Cloud Computing. This architec-
ture differs from ones described in Sections 2.2.1.1 and 2.2.1.2 because it does not use
other edge devices for offloading computing tasks.

2.2.1.4 Vehicular Edge Computing

An edge resource that has gained recent attention for task offloading is the vehicle [221,
180]. This attention is due to the large number of vehicles [19] and also the reason-
able amount of computing resources on board both recently-released and upcoming ve-
hicles [254]. These resources will be deployed in the form of On-Board Units (OBUs),
which allow these vehicles to access network facilities. Due to the size of vehicles and its
powerful batteries, when compared to other edge devices, these OBUs can be deployed
with a significant amount of processing power. Building infrastructure based on Road
Side Units (RSUs) is costly and may require additional effort with maintenance [221].
These costs could be reduced by using idle resources of vehicles. This idea supports the
emergence of the Vehicular Edge Computing (VEC) paradigm – this paradigm is also
referred to as Vehicular Fog Computing (VFC).

The VEC paradigm adds to the EC architecture the possibility of collaboratively use
vehicular idle resources. These vehicles have the ability to capture data from nearby or
remote environments and use it to run diverse applications. The data of the environment
can be captured using Intra-vehicle communication with its own sensors (V2X), Inter-
vehicle communication (V2V) to collect data from neighboring vehicles, or even Extra-
vehicle communication (V2I and/or V2X), where data can be collected from RSUs, remote
EC-enabled sensors or the cloud.

One way of building a VEC platform is by using VANETs. This approach is fully
distributed, and nodes take decisions of sharing resources based on a limited view of
the network status obtained from their neighborhoods. Studies considering using only
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VANETs focus on deploying vehicular-centric protocols to address communication among
vehicles [41] or integrate this network to cellular networks [119]. To achieve a better
resource sharing solution, SDN is proposed to centralize the VANET control [3]. Studies
on this field use RSUs-based VANETs [112], in which the SDN controller is placed in the
RSUs. These controllers can also be hosted in some alternative infrastructure, such as
UAVs [220, 219].

2.2.1.5 Vehicular Cloud Computing

MCC faced some issues when applied to a vehicular scenario because of the strategy of
sending all data to be processed at the cloud. Vehicular applications depend on a great
variety of sensors that collect large amounts of data and have to be processed in real,
or near-real, time. Offloading the entire application to the cloud can create issues for
the service provisioning because of the high volume of data that may be sent to the
cloud. Observing the reasonable amount of computing resources envisioned on-board of
future vehicles, the Vehicular Cloud Computing architecture (VCC) [23] was proposed
as an extension for MCC. In this architecture, only some parts of the application are
offloaded to the cloud, while others run in the vehicle itself. VCC is not fully able to cope
with new application requirements in terms of delay and limited bandwidth as it relies
on opportunistic communication with other vehicles, but part of this resources can be
used in EC. To enable services to run in EC-enabled scenarios, approaches for network
management, such as the ones presented in Section 2.2.2, have been proposed. Many of
these techniques are expected to be used in conjunction to form a holistic platform and
achieve the requirements established by the new generation of mobile networks [280].

2.2.2 Networking Architectures

Different communication architectures emerged in the literature to enable computing tech-
nologies to cooperate and form an environment for service provisioning [189, 55, 248, 282].
Many of these architectures envision a significant change on the basis of the Internet,
such as virtualization of the network and a shift from a topology-based paradigm to
new paradigms (e.g., information-centric). This section presents the main networking
architectures proposed for the EC-enabled settings. To evolve the host-centric paradigm,
researchers have proposed different paradigms, such as: (i) Geographical-based network-
ing [135, 56, 90, 233, 55] which routes content according to geographical locations; (ii)
Mobility-centric networking [248, 141], where mobile devices are addressed through unique
identifiers generated to them; and (iii) Information-centric networking [135, 69, 282, 178,
61] that uses interest names of contents or services for routing. This section presents
some of the characteristics of these paradigms, which are summarized in Table 2.1. More
flexible network control via SDN is a trend to implement these paradigms on EC-enabled
scenarios and is discussed in Section 2.2.2.1. Opportunistic and geographical-based net-
working is discussed in Sectino 2.2.2.2. Finally, different architectures for Future Internet
are discussed in Section 2.2.2.3.
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Table 2.1: Overview of main networking paradigms and protocols.
Paradigm Addressing Protocols
Host-centric Numerical IPv4

IPv6
MIPv6 [189]
PMIPv6 [117]
HMIPv6 [43]

Geo-centric Geographic Coordinates GRPI [105]
BLR [95]
GeOpps [135]
GeoNetworking [240]
FloatingContent [56]
PFCS [90]
GSOR [233]
DGOR [55]
CBF [67]

Future Internet Content/Service Identifiers HIP [175, 174]
MobilityFirst [248, 141]
CCN [104]
NDN [281, 61]
PUSUIT [75]
SCN [38, 225]
OON [147]
NFN [243]

2.2.2.1 Software-Defined Networking

SDN has emerged as a networking paradigm to make networks more flexible and ease the
adoption of new protocols and algorithms for network routing and the implementation
of other network functions [200]. This paradigm shifts the routing complexity from the
network routers to a centralized instance called controller, where a complete network
overview gives several benefits [214], such as: (i) granular control of policies that can
be oriented to sessions, users, devices, or services; (ii) easy and on-demand adaption to
changes; and (iii) cost savings due to better resource management.

The idea of a global network view present in SDN was adapted from the telephone net-
work, where it was shown to be a secure and cost-efficient strategy [200]. Major SDN de-
ployments were only observed after the evolution of the programmable router switches and
the emergence of the OpenFlow protocol [164]. This protocol is based on a three-layered
separation of network entities: (i) the application layer with services and end-users; (ii)
the infrastructure layer with hardware to support storage, connectivity, and computation;
and (iii) a control layer responsible for the virtualization of the infrastructure and enable
its control by the applications. OpenFlow is a south-bound API to control programmable
switches; the SDN controller also provides a north-bound API for management to be used
by the application layer. For instance, Frentic [89] is a north-bound API that abstracts
the network management using the concept of slices. Pyretic [172] is another abstraction
that uses a modular view of the network for management.
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To handle all the expected traffic load exchanged at the edge of the network, dif-
ferent network traffic management tools were proposed to explore the centralized infor-
mation maintained by SDN controllers [71, 193]. The programmability of the network
enhances its flexibility because it allows not only adaptability and interoperability but it
also opens space for innovation. This programmability also aids the process of intelligent
management through the development of, for instance, efficient mobility management
solutions [31], or the use of ML models to enhance networking [18].

The flexibility and interoperability provided by SDN can be observed in 5G networks
research, mainly to integrate new technologies and services in the networks [130, 275].
SDN is also a key supporting technology to handle the scalability and complex man-
agement of IoT scenarios [210], where a vast number of heterogeneous devices need to
be connected. The significant compatibility with other state-of-the-art technologies and
applications makes SDN an important enabler for the next generation of networks.

Different protocols exist to allow SDN controllers to install communication flows in
the network. The most well-known protocol is the OpenFlow [9], which is an Applica-
tion Programming Interface (API) implemented by Openflow-enabled switches to receive
messages from the controller that install flow rules in its forwarding tables. When using
Openflow, every packet has a set of well-defined fields, e.g., IP source and destination ad-
dresses, which are used for routing. These fields are then checked and compared to rules
installed in the switches in order to determine actions to be taken, such as outputting
the packet to a given interface, forwarding it to yet another table inside the same switch,
updating information in one field, drop the packet, and so on. Any packet that does not
match the rules installed in the switch is forwarded to the controller in a Packet-In event.
The controller will receive the packet, issue Flow Modification (FlowMod) messages to
the switches to install new communication paths to match this packet in the network,
and then generate a Packet-Out event to allow the packet to reach its destination. One
example of switch flow tables is given in Table 2.2.

Table 2.2: Example flow table rules of a switch
Priority Match Action

Flow Table 0
MEDIUM ether_type=IPv4, ip_proto=UDP goto_table(1)
MEDIUM ether_type=IPv4, ip_proto=TCP goto_table(2)
LOW ANY OUTPUT=port_no(CONTROLLER)

Flow Table 1
HIGH ipv4_dst=0xABCABC OUTPUT=port_no(LOCAL)
MEDIUM ipv4_dst=0xDEFDEF OUTPUT=port_no(1)
LOW ANY OUTPUT=port_no(CONTROLLER)

Flow Table 2
HIGH ipv4_dst=0xABCABC OUTPUT=port_no(LOCAL)
MEDIUM ipv4_dst=0xDEFDEF OUTPUT=port_no(2)
LOW ANY OUTPUT=port_no(CONTROLLER)

Table 2.2 shows some example flow tables and rules installed on a switch. There
are three flow tables: (i) Flow Table 0, an incoming classification table; (ii) Flow Table
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1, a table responsible for forwarding UDP requests; and (iii) Flow Table 2, a table to
forward TCP requests. After a packet arrives in a forwarding Openflow switch, it is sent
to the first ingress table, Flow Table 0, in the example. This table classifies the packets
according to the ether_type and ip_proto fields and sends the packet to be processed in
another table. Flow Table 1 checks the IPV4_DST field to either forward the packet to
the interface labeled as LOCAL or to the port labeled with the number 1. Similarly, Flow
Table 2 checks the same field to either forward the packet to the LOCAL interface or the
one labeled with the number 2. These interfaces might be physical or logical forwarding
interfaces on the switch. Packets not matching any rule in the flow tables are sent to
the controller. The switch may also include an egress processing composed of multiple
tables similar to the ingress tables. All matching fields, possible values, actions, and other
details of the protocol are described in the Openflow Switch Specification [182].

2.2.2.2 Geo-Centric Networking

An intuitive way of managing networks in the presence of mobility is through geographical
coordinates. This class of protocols uses geographical coordinates of the destination to
support routing decisions. For instance, Geographical Routing using Partial Information
(GRPI) [105] is an approach where each node in the network uses partial network informa-
tion about its neighborhood to route packets to the closest neighbor from the destination.
The route is not fixed, and, thus, if a packet reaches a node that “knows” a better route
(i.e., based on distances of neighbors to the destination) the packet is sent through that
route. This approach composes a distributed routing algorithm since no single node is
required to have an overview of the entire network, but only knows information about
its neighbors. GRPI is meant to operate in Wireless Ad-Hoc Networks. However, the
problem of node sparsity is not studied. Network sparsity is a critical issue for routing
protocols in wireless mobile environments. Consequently, this issue drives most studies on
geographical routing for mobile entities to focus on opportunistic routing, which explores
the links created opportunistically by the mobility of nodes. There are many applications
for wireless mobile networks that aim at disseminating content to specific geographical
areas, such as accident notifications or traffic flow conditions. Therefore, Geo-Centric Net-
working (GCN) protocols aim to allow nodes to address geographical areas and distribute
network messages within them.

Using opportunistic links to disseminate data, Geographical Opportunistic routing for
vehicular networks (GeOpps) [135] is a protocol that focuses on delay-tolerant networks.
These networks are used by applications that can run without a continuous network con-
nection. In particular, this protocol enables content distribution in target areas without
fixed infrastructure. This approach relies on the store-and-forward strategy, where mobile
nodes receive the content and carry it to later on forward it to the next node. Distributed
Geographical Opportunistic Routing (DGOR) [55] is a similar protocol that uses a differ-
ent set of metrics to evaluate the link cost to select the forwarding path to send network
packets.

It is worth noticing that these networks face scalability problems because most pro-
tocols rely on regularly sending messages to inform neighboring nodes of their existence
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and position in a process called beaconing. Therefore, scenarios with many nodes broad-
casting beacon messages can create scalability issues, such as transmission interference.
Beacon-less routing algorithm (BLR) [95] is a protocol designed to tackle such scalability
issues in MANETs. In BLR, beacon messages are not used, since no information about
the existence or position of neighbors is required. Instead, the protocol broadcasts data
packets and uses a dynamic forwarding delay to ensure that only one node will forward
the message. In this mechanism, every node computes a forwarding delay to send the
data packet. The one that computes the shortest delay will send it first as a broadcast.
Thus, the other nodes will receive it and cancel the forwarding of their own copies.

One important concept of Geo-centric Networking standardized by ETSI is Contention-
Based Forwarding (CBF) [67, 78]. This is a distributed and scalable forwarding strategy
based on interest regions aimed for mobile ad hoc networks. This strategy does not rely
on acquiring information of the neighborhood of a node via beacons, instead the message
carries information of a contention window where it should be spread. Once receiving this
packet, every node uses this information and its own position to decide whether it should
become a forwarding hop or not. To avoid flooding, the re-transmission of the message
is also conditioned to probabilities and/or timeouts that are evaluated by the node. For
instance, a node will only re-transmit a message if it does not receive a transmission of the
same message from another node in a given timeout. Multiple extensions of CBF exist in
the literature that target, for instance, supporting the strategy using infrastructure [28]
or performing network congestion control [166].

GeoNetworking [240] is a store-and-forward protocol standardized by ETSI aimed
at vehicular communication that uses the location of OBUs and RSUs to disseminate
data. This protocol has two main features: geographical addressing and geographical
forwarding. This addressing allows unicast, where geographical positions are used together
with node identifiers to aid the routing. It also allows broadcast and multicast, which may
be performed by geographical or topological routing. According to the type of addressing
being used, different methods can be used. For instance, in topological broadcasts, the
forwarding process uses a simple flooding approach. Unicast, on the other hand, uses an
approach called line forwarding, which applies different heuristics to create a forwarding
path from source to destination.

Floating Content [90] uses an epidemic model for broadcasting content in an anchor
zone (AZ) by keeping the content stored in the vehicles interested in it. In particular,
vehicles inside the AZ can access the content via opportunistic links with other vehicles
inside the zone that is carrying the content. Floating Content can also take advantage of
a centralized SDN-based approach [56]. SDN controllers, accessed via RSUs, can collect
information from the moving vehicles and analyze this data to enhance Floating Content
management.

It is worth noticing that while Geo-Centric Networking approaches address mobility
issues in specific geographical zones, more complex and delay-critical applications require
a higher level of quality of service to operate that sometimes cannot be obtained by oppor-
tunistic routing. Nevertheless, other networking paradigms can address these situations,
such as Mobility-Centric and Information-Centric Networking, discussed hereafter.
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2.2.2.3 Future Internet

Upon observing the mobility patterns of Internet users, the US National Science Foun-
dation’s Future Internet Architecture (NSF-FIA) project designed an architecture called
MobilityFirst [248] in 2010. This architecture aims to produce a network protocol for
scalable service provisioning in mobility scenarios. This protocol is based on Globally
Unique Identifiers (GUID) for in-network elements. These identifiers are used to separate
names from addresses and locations, thus easing mobility management. This protocol
relies on a distributed Global Name Service (GNS) that maps GUIDs to addresses. The
strategy is similar to the one used nowadays on the Internet, where domains are translated
to addresses via the Domain Names System (DNS).

The idea of using a global view of the network is shared with SDN. These technolo-
gies could in fact be used in collaboration by adding the GNS module to run within the
SDN Controller. For content distribution, MobilityFirst relies on a in-network caching
scheme [279]. In this strategy, storage-aware routers are used to cache content along the
path it makes from its source to the consumer; this scheme facilitates dealing with inter-
mittent connections due to mobility. Services are held in a similar fashion by mapping
the service URI to a GUID and then using the GNS to resolve the GUID to an address.
While handling services, MobilityFirst suggests the usage of in-network caching to store
dynamic data [139], which is unusual since dynamic data is supposed to change. Never-
theless, different caching strategies should be applied to handle services but not the same
ones used for contents.

Another important protocol designed by the IETF is the Host Identity Protocol
(HIP) [175, 174]. This protocol allows hosts to share IP-level states to facilitate service
provisioning continuity despite changes in IP addresses. By establishing Host Identities,
HIP decouples transport-layer logic from network-layer logic. This separation creates
many possibilities for network-layer mobility management. IETF has specified a basic
network-level host mobility protocol [96]. This protocol defines how to create message
flows and also other procedures to achieve host mobility. It is important to notice that
CCN/NDN, PURSUIT, HIP, and other protocols can operate together, creating possibil-
ities to apply them in the best suitable use cases.

To serve users with named content that can be stored anywhere in the network, ICN
is a paradigm that has gained attention in both academy [123, 268, 241, 57, 282, 178]
and industry [177, 85, 103]. Due to its lack of information about the content’s location
in its naming/addressing, ICN has the potential to solve many issues associated with the
Host-centric paradigm, such as mobility [69]. By replacing IP addresses by a naming-
based scheme, ICN supports seamless mobility. A scalable content distribution in this
scenario is achieved via the deployment of storage-aware routers throughout the network,
augmenting the possibilities for caching and offloading the core network. Several architec-
tures have been proposed, such as Content-Centric Networking (CCN) [104], Named Data
Networking (NDN, an evolution of CCN) [281], and Publish-Subscribe Internet Routing
Paradigm (PURSUIT, earlier called PSIRP) [75]. Although these three projects have
similar objectives in terms of routing data based on its name, CCN and NDN advocate
for hierarchical-based names to facilitate locating and sharing data. However, PURSUIT
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supports flat naming to allow a greater variety of naming approaches, in which names are
organized in hierarchical scopes. This organization allows the constitution of information
networks, similarly to IP topological sub-networks.

ICN is proposed to be a clean-slate paradigm, which means it demands infrastructure
replacement. However, SDN is a promising future networking technology that can smooth
this process of deployment of ICN [282]. The protocol could be implemented over the
virtual network controlled by the SDN controller. Furthermore, the benefits of SDN to
the current network paradigm also apply to ICN. ICN can take advantage of the global
view of the network and of actively controlling communication flows.

MobilityFirst and ICN are expected to run in EC-enabled Future Internet and deal
with mobility-related issues. When comparing these two approaches they show similar
performance to support scalability and mobility requirements for IoT applications. Mo-
bilityFirst outperforms ICN in terms of control overhead [141]. However, ICN strategies
focused on VANETs have gained more attention. For instance, RSU-assisted NDN (RA-
NDN) [239] is a protocol that relies on RSUs to improve network connectivity in a VANET
scenario. The protocol outperforms general ad-hoc communication in terms of data re-
ceived, throughput, and reduction in total dissemination time and traffic load. Mobility
in Vehicular NDN (MobiVNDN) [61] is a protocol to mitigate issues related to vehicular
communication, such as broadcast storms, message redundancy, network partitions, re-
verse path partitioning, and content source mobility. This protocol has good performance
when sharing wireless medium with multiple applications. Cooperative Caching with Mo-
bility Prediction (COMP) [102] is a caching strategy that focus on reducing the impact of
mobility in VNDN. COMP reduces access delay and increases cache hit ratio by adding
cooperative caching to VNDN, which usually is non-cooperative. The cooperative caching
uses RSU resources to run caching decision algorithms that allow the vehicles to cache
globally popular data instead of making caching decisions only based on local data. This
strategy clusters vehicles with similar mobility patterns to store content on their OBUs.
Later, these vehicles can share the content among themselves since their links are more
stable.

The expected new classes of services, such as IoT, Immersive Media, and Autonomous
Driving have drawn attention to mobile service provisioning in EC-enabled settings, thus
reflecting the emergence of service-oriented ICN. One strategy to allow services to take
advantage of the in-networking caching of the ICN paradigm is allowing cached content
to be transformed and serve the requests [38] (e.g., transcoding a cached video). This
approach is named Service-Centric Networking (SCN). Some other strategies use naming
schemes of ICN to facilitate service consumption. For instance, Layered SCN (L-SCN)
divides the network into inter-domain and intra-domain. It allows nodes within a domain
to possess more information about available services in that domain and, thus, reduce
overhead to share information about these services [81]. Some other naming schemes have
emerged, such as: Named-Function Networking (NFN) [243], which describes chaining
of named λ-expressions to compose in-network services; and Object-Oriented Networking
(OON) [147] that proposes a programmable network using the same abstraction of object-
oriented programming languages, where a set of specific functions can be accessed via
named operable objects.
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2.3 Mobility Management Solutions for Seamless
Service Provisioning

Robust mobility management solutions have to be applied to achieve the expected levels
of QoS and QoE at the edge. These solutions are needed to prevent communication and
service disruptions for some network mobility events occur, such as users changing access
points or services being reallocated to different hosts. Poor mobility management may
cause service disruption when these mobility-related events occur. Therefore, maintaining
service continuity in this environment is a key aspect for achieving the full potential of
edge-based service provisioning. This section explores technologies to support service
continuity in the presence of user mobility.

When users are on the move they change from one access point to another. Thus,
network configurations have to be updated to keep their connectivity. Such process is
known as handover. There are different approaches to perform a handover, which will be
discussed in Section 2.3.1. Also, the handover may result in other events to maintain the
expected levels of QoS and QoE, such as service migration.

Figure 2.3 presents a classification of the main approaches used for the mobility man-
agement in EC environments. Network handover, and stateless and stateful service mobil-
ity definitions are present in the ETSI specification of end-to-end mobility aspects [65, 66].
The present section divides mobility management into two parts as depicted in Figure 2.3.
The first is network handover, which is a network operation to guarantee service and com-
munication continuity when users change access points. Besides user mobility, some events
in the network might trigger service mobility, which reallocates services in edge nodes to
(i) keep them near to consumers, to reduce latency and enhance bandwidth usage, or (ii)
to better use of the resources (e.g., energy saving, load balancing). EC-enabled settings
must support migration of two service types according to the presence of user-related
state data (i.e., session): stateless and stateful services. Copies of stateless services can
be deployed in different hosts, and the user can easily switch access points due to the
absence of session data. Conversely, stateful services have session data to be migrated to
keep service continuity without disruption, thus the mobility of stateful services is usually
referred as service migration or service state transfer. Handover strategies are discussed
in Section 2.3.1, while service mobility is solutions are shown in Section 2.3.2.

2.3.1 Network Handover

When users change access points, handover procedures to deal with the network transition
process are used. Different approaches can be applied, in terms of using or not an anchor
network or triggering or not the handover proactively, as depicted in the left branch of
the diagram in Figure 2.3. The idea behind reactive and proactive handover approaches
is straight forward. In reactive handover strategies, the process of migrating context
occurs after the user connects to the new network. In proactive strategies, the migration
process is anticipated by mobility prediction and can start before the user disconnects
from the initial network. If the handover is executed without efficient mobility support,
users will have to go over a set of repeated processes, such as service discovery and
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Figure 2.3: Overview of mobility management events and methodologies.

authentication, resulting in disruptions and reducing the QoE [31]. This section describes
different approaches in the literature to deal with network handovers.

One approach is to perform both the network handover control logic and data for-
warding procedure through mobility anchor networks. Despite the existence of multiple
anchor networks, this approach is called Centralized Mobility Management (CMM) be-
cause it centralizes logic and forwarding. For instance, in Mobile IP [189], a Internet
Engineering Task Force (IETF) standard, creates a transparent interface for the TCP
layer in which the IP address of a mobile user is kept constant after mobility events. To
provide this feature, Mobile IP approach assigns internally two addresses to the mobile
user: the Home Address (HoA), which is seen by the TCP layer and kept constant, and
Care of Address (CoA), which is internally handled by the network and updated when the
user moves. Each of these addresses have a respective entity associated with it. The first
entity is the Home Agent (HA), which tracks the mobile users that belong to its network
and forward packages to these users by using their CoA. The second entity is the Foreign
Agent (FA), which advertises CoA for mobile users that visit its network so these users
can be achieved. All the traffic sent to a mobile user is initially forwarded to its HoA, at
its home network, and just after fowarded to the foreing network, using the CoA.

Anchor-based approaches lead to some drawbacks. For instance, since all the traffic
is sent to the anchor network and only then to the access network of the user, the delay
in communication increases. Anchor-less handover strategies can update communication
paths within the network, for instance using SDN [31], to carry packets directly to the
current network of the mobile users, thus reducing the numnber of packets traveling in
sunboptimal network paths.

Distributed Mobility Management (DMM) solutions have a similar objective as the
SDN paradigm of separating the data forwarding from the control logic. According to the
definitions of IETF [149, 132], DMM solutions should not allow packets to be forwarded
through anchor networks, thus resulting in a sub-optimal route. The IETF combines
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existing protocols, such as MIP [189], PMIPv6 [117], and HMIPv6 [43]. The goal is to
re-use the mobility management functions already deployed in these protocols, such as:
(i) Anchoring: control of user original IP address; (ii) Localization: track of current access
network where the user is connected; and (iii) Forwarding: receive and forward packets
towards the user.

An SDN environment provides a series of advantages for mobility management. Since
data forwarding and control logic are separated in the network, fewer configurations must
be updated to perform the handover. The required update in the configurations can be
achieved by updating SDN flow entries. For instance, user devices can request to the
controller an address to use in the next access point [31]. Since the controller has a global
view of the network, the switches in the network can be updated to forward data to users’
new addresses without sending it through an anchor network. However, this protocol does
not fully accomplish IETF requirements, since users have to change their IP addresses
according to the networks they are currently connected, thus breaking the IP continuity.

The centralized view of the network of the SDN controller allows a better selection of
the route to serve the users when considering their mobility. Furthermore, SDN already
has the control logic and data forwarding separate from one another, one of the objectives
to achieve optimal DMM according to IETF. Once users move to a new network, the
attachment process is executed, and the SDN updates the flow rules in the forwarding
switches. This is a reactive handover process; still, a proactive handover is also feasible.
The mobile device gathers identifiers to connect to the new access point before leaving
the previous one. Thus, all connections will be already set when the device arrives at
the new network. Proactive handover increases the possibilities of enhancing QoS and
QoE in the handover process since mobility prediction techniques can be used to estimate
the users’ positions in the future, allowing all the setup to run before the network shift
happens. Mobility prediction to aid network management is one of the challenges to be
addressed to achieve the full potential of EC. This challenge is discussed in more detail
in Section 2.5.

In cellular networks, such as LTE and 5G, different types of handover, in different do-
mains, can be triggered [236]. In the frequency domain, when the base stations involved
in the handover operate with different frequencies and time multiplexing, user devices
have to switch between different frequencies to perform measurements in both frequen-
cies. Differently sized cells are deployed in the network to load balance users connected
to a specific base station (e.g., macro, micro, or picocells). When a user device observes
that a smaller cell has better QoS measurements, it offloads the bigger cell by migrating
its connection to the smaller one. Handovers can also occur in the radio access technology
(RAT) domain. In this case, a user device changes between different radio access tech-
nologies, such as 3G-LTE. In 5G networks, there are more access technology options, such
as massive multiple-input multiple-output (MIMO) networks (i.e., networks implemented
with arrays of multiple antennas), millimeter wave (mmWave) networks (i.e., network
where carrier wavelength is between 1 and 10 millimeters), and also energy harvesting
networks (i.e., network where user devices can obtain power, i.e., recharge) [148]. The
base station initiates the RAT handover process, which instructs the user device to change
access points. Again, not only connectivity variables are considered in the process. For
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instance, load balancing and other factors may drive the decision for a base station to
perform the handover. Finally, handovers can happen in the operator’s domain. A com-
mon example of a handover between different operators is roaming, when users leave the
area covered by their original operator and have to switch to another operator that covers
that area.

Different metrics are explored in the literature to evaluate the handover in LTE and
5G scenarios. For instance, the number of handover failures, handover success rates, and
handover frequency [83]. Another metric is the number of ping-pong events, i.e., when
a migration process from access points A to B is followed by another migration from
B to A in a short period of time [237]. Some metrics measure directly the impact on
the final QoS delivered from services to users [92], such as: (i) handover delay, the time
between the user device receives the last packet at the original station and the reception
of the first packet on the next base station; and (ii) handover interruption time, when
user applications cannot send any packet. Many other metrics exist in other domains
related to [148]: (i) spectrum efficiency, (ii) energy efficiency, and (iii) fairness. Spectrum
and energy efficiency measure how well the resources in these domains are used by the
connections, while fairness concerns the division of the communication resources fairly
among users. The current state-of-the-art in handover management for cellular networks
focuses on User Association in 5G networks. User Association creates policies to maintain
acceptable levels of QoS and QoE in these networks. Different mature algorithms have
been proposed in this scope [286, 269], and also ML models started to be considered using
mobility-related and other data sources [148].

Different approaches in the literature propose ways to improve the handover procedure
and reduce its execution time (HET). The most relevant proposals include (i) schemes
where configuration setups required to communicate to a target antenna are made before
the disconnection with the currently used antenna, namely Make-before-break (MBB); (ii)
schemes that do not use a Random Access to Channel (RACH) to perform timing align-
ment between the device and the antenna, also known as RACH-less; and (iii) schemes
that are coordinated by SDN controllers, SDN-enabled handovers.

The MBB scheme consists of a straightforward idea where execution time is saved
by preparing configuration setups before disconnecting from the current base station.
This way, they are ready when needed to establish communication with the next base
station. This strategy is included in 3GPP standards to be used for the next generations
of cellular communication infrastructure [1, 2]. In this case, the X2 interface for wired
communication between the base stations is used to exchange information and prepare
the configuration setups. RACH-less handovers consist of avoiding executing the RACH
procedure during the handover, which is on average 10 12 ms when considering a total
handover execution time of 40 50 ms [2]. RACH-less handovers were initially proposed for
synchronized networks [27]. However, the exchange of internal clock references of current
and target base stations on a handover can provide enough information for the user
device to perform the timing alignment in a non-synchronized network without executing
the RACH procedure [52]. Still, users need to reach both base stations during the process,
which makes it possible to receive the last message from the current base station and send
the next message to the target base station. When using SDN controllers, the handover
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execution aims to take advantage of the global information of the network available for
the controller. This information is used, for instance, to trigger handovers proactively and
also evaluate the best antenna candidate considering the data plan, not only the signal
quality [31].

2.3.2 Service Mobility

Service mobility [65, 66] can happen in the network triggered by different events, such
as resource management, energy saving, or accompanying user’s mobility. For instance,
mobile devices may move away from the infrastructure hosting a service while still con-
suming it. As depicted in Figure 2.4, there are two ways to keep service continuity in
this scenario. First, requests to the service can be forwarded to the original server. Still,
problems may arise for maintaining low levels of latency to services that require high
reliability, low jitter or also have high data transfer volumes. In this situation, one option
is reallocating the service instance, thus requiring a migration of the service so it can
run on an infrastructure closer to the device. This migration may add overhead in terms
of service downtime, network traffic, and computing. Nevertheless, overall QoS should
be increased to the final user allowing to meet application requirements. Studies on ser-
vice migration focus on virtualization technologies, such as hypervisor-based [278, 24] and
container-based [234, 157], and how to perform the migration procedure.

Figure 2.4: Service horizontal migration due to user mobility.

Service migration is divided into two broad categories according to the existence or
absence of user session data. Services without sessions are called stateless services. In
this case, the main data migrated is related to its running code. This code can be down-
loaded from the original host node, from other neighbor nodes, or replicated beforehand
to enhance migration performance. On the other hand, stateful services hold sessions
of users consuming them, thus all session data has to be migrated. This session data is
stored in two forms: (i) main memory – i.e., stores data for immediate usage – and (ii)
storage – also secondary memory, which stores persistent data. Main memory migration is
the critical operation for migrating stateful services since this data is usually at constant
usage. Storage migration is a bottleneck since it represents a large amount of traffic to
traverse the network. In terms of storage migration, some distributed file systems have
been proposed in the literature [171, 87, 187], which handle the responsibility of moving
large chunks of data (this approach is the last topic discussed in Section 2.3). The mi-
gration process can be proactive or reactive for either main memory or storage. Thus,
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there is a great variety of combinations of proactive/reactive main memory migration with
proactive/reactive storage migration and some hybrid approaches [278].

As mentioned before, some studies focus on migrating VMs. For instance, to enhance
mobile user experience Follow-Me Cloud (FMC) [231] explores the migration of services
among different datacenters. A Markov Chain decision algorithm is used to decide whether
or not to migrate VMs. Besides user experience, other factors can influence the decision to
migrate VMs, such as, the trade-off between energy consumption in the migration process
and delay. These variables can be measured using models [24] to allow the decision to
migrate a machine and also select the most energy-saving migration strategy. To reduce
the overhead of VM migration, identification of segments of in-memory data with immi-
nent access can be used [144]. Thus, only these data segments can be migrated, reducing
the traversed load among the hosts. This identification is made in a pre-deployment step
where the application code is parsed, and metadata about context information used more
often in the main memory stack is extracted and applied to support the decision of what
to migrate.

Container-based migration is a recent research topic in the literature [255], but has
gained attention in the industry (with Docker Swarm and Kubernetes) and academy [235,
115, 157]. Similar to FMC, a Markov Decision algorithm can be applied to container-
based migration. For instance, this approach can be used to evaluate a trade-off between
delay constraints and power consumption in the migration process to decide whether
to migrate a container or not [235]. Even mobility parameters are considered in this
approach. CoESMS [115] is an EC migration framework that models power consumption
and user QoE accessing a service in terms of utility functions in a cooperative game (i.e.,
game theory).

Docker containers are composed of a series of layers, each one of them added to
the container as a result of one operation (e.g., move, copy or download files). This
layered composition can be used to improve the migration process. For instance, multiple
Docker containers share layers with the same content. These layers are mapped to unique
identifiers. However, even containing the same content, they may be mapped differently.
An algorithm that applies the same identifier to label the layers that have the same content
were used to allow layer reuse. The goal is to reduce the amount of data downloaded from
the cloud to deploy a given service [157].

To support services running and moving at the edge, most of the data persistence
for EC-enabled applications is delegated to the cloud. Yet, reliable storage and data
management at the edge are necessary to support some classes of applications that perform
frequent update to this data. Some initial studies proposed to deploy EC-hosted file
systems. ElfStore [171] is a methodology to store data blocks at selected locations to
achieve data reliability. Stored data uses a block-level differential replication scheme
to achieve a minimum reliability level. This replication scheme splits large chunks of
data into blocks. These blocks can then be stored and replicated. Common segments
between multiple blocks are then identified and some of the copies removed to reduce
storage resource usage. The desired level of reliability can be maintained by replicating
the different segments of the blocks and combining them with the common segments to
obtain the complete block. Bloom filters are used to explore the hierarchical structure of
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EC and enhance data block retrieval. This filter is a data structure used to determine
whether an element belongs to a set or not. Another data storage service that supports
reliability is Fog Store [87], which proposes a solution for the placement of replicas of data
blocks for Fog Computing. The proposed mechanism takes into account network topology
and device heterogeneity to decide about data storage placement. Fog FileSystem [187] is
a solution to aid the process of migrating services in EC. Snapshotting and synchronization
are applied to reduce the migration time of disk states between different nodes.

Besides data storage as a service, application state management services are important
to support latency-critical applications. For instance, Do et.al. [59] proposed a latency-
aware placement of state management functions for 5G scenarios. This placement solution
stores the state data at the cloud, which might create barriers to access it under certain
latency thresholds, even more if considering the high update rates of such data. A more
general mobility-aware state support was proposed for SDN by [191]. The authors propose
to rewrite communication flows to enable the user to consume the state from a static host.
Yet, consuming from a static node may create bottlenecks when provisioning services. A
similar solution for consuming state data from a constant node is proposed for SCN [82,
80]. In their study, the authors also fix the path to consume the data. This strategy
limits the application of standard ICN multi-path capabilities, which negatively impacts
the scalability of the solution. Filho et.al. [73] propose a transparent system to replicate
state data in multiple hosts. The authors cover two main scenarios: (i) centralized state,
in which the service should be stopped while the state is migrated; and (ii) distributed
state, where a coherence mechanism is proposed that replicates all data update operations
in all hosts.

2.4 EC-Enhanced Mobile Applications and Services

The discussed set of EC architectures would support a plethora of modern applications
in different domains discussed in the preset section, such as the Internet of Things (IoT)
(Section 2.4.1), Immersive Media (AR/VR) (Section 2.4.4.1), Intelligent Transportation
Systems (ITS) (Section 2.4.2), Unmanned Aerial Vehicles (UAVs) Services (Section 2.4.3),
Smart Cities (Section 2.4.5), and Edge AI (Section 2.4.6). Some of these applications
already exist today, while others are still being studied. Broad deployment of EC tech-
nologies is required to handle the massive adoption of such applications. This section
highlights some instances of applications and the strategies they use. We present differ-
ent classes of applications for each of the domains mentioned above. Table 2.3 shows an
overview of all applications explored in this section.

For each domain/class in Table 2.3, some studies were explored in order to provide a
view of the requirements in terms of delay and data rate, shown in Table 2.4. In each
domain, applications may have different requirements, such as in immersive media, where
requirements for data rate in AR/VR and Gaming are more strict than in teleoperation
applications. In contrast, in other scenarios, requirements are constant for most of the
applications, like UAVs. Smart Cities is a peculiar case where different applications,
even in the same classes, have varied delay and data rate requirements. This happens
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Table 2.3: Taxonomy of main upcoming mobile applications and EC-enabling technologies
used to deploy them.

Computation Communication Service Virtualization
Domain Class Instance Fog Computing MEC VEC/VFC SDN/NFV ICN Geo-Centric Networking Container-based VM-based
IoT Industry 4.0 [98] ✓ ✓ ✓

[116] ✓ ✓
[143] ✓ ✓

Cognitive IoT [17] ✓
[287] ✓ ✓ ✓
[48] ✓ ✓ ✓

Body Area Sensing [142] ✓
[127] ✓ ✓ ✓ ✓
[196] ✓

Healthcare [145] ✓ ✓
[4] ✓

[142] ✓
ITS Traffic Management Systems [256] ✓ ✓

[8] ✓ ✓
[13] ✓ ✓
[118] ✓ ✓ ✓
[29] ✓ ✓ ✓

CAVs [228] ✓ ✓
[47] ✓ ✓ ✓
[188] ✓ ✓ ✓
[287] ✓ ✓ ✓

Internet of Vehicles [265] ✓ ✓ ✓ ✓
[97] ✓
[153] ✓ ✓
[249] ✓ ✓

UAV Services Augmented Environment Information [134] ✓
[284] ✓ ✓ ✓
[111] ✓ ✓ ✓

Navigation and Swarming [197] ✓
[264] ✓
[288] ✓

Immersive Media Augmented and Virtual Reality [121] ✓ ✓
[76] ✓ ✓

Teleoperation and Telepresence [170] ✓ ✓ ✓
[185] ✓ ✓ ✓ ✓
[217] ✓

Gaming [261] ✓
[101] ✓

Smart Cities Public Services [114] ✓
[250] ✓ ✓ ✓ ✓ ✓
[137] ✓ ✓ ✓
[93] ✓ ✓ ✓

Location-Based Services [232] ✓ ✓
[168] ✓ ✓

Mobile Crowdsensing [138] ✓ ✓
[272] ✓ ✓
[155] ✓ ✓ ✓

Edge AI Infrastructure Management [211] ✓ ✓ ✓
[128] ✓ ✓ ✓
[154] ✓ ✓ ✓
[223] ✓
[270] ✓

Support for Smart Services [253] ✓ ✓ ✓
[54] ✓ ✓ ✓ ✓ ✓
[100] ✓

because any application can use different types of data from nearby sensors and the cloud
together. The values present in Table 2.4 are the average values for those applications
with references where more information about these requirements can be found. Still,
there are exceptional cases where the requirements can be more strict. For instance, some
control applications in smart factories have 10 µs of delay tolerance [158]. In contrast, data
collection for psychological applications in Body Area Networks (BANs) and healthcare
require up to 10 Mb/s of data rate [238].

2.4.1 Internet of Things

IoT is an infrastructure of physical and virtual connected devices with sensing and actuat-
ing capabilities. This infrastructure aims to create a collaborative environment between
for many devices, augmenting the possibilities of monitoring and acting over a cyber-
physical domain [210]. Furthermore, these collaborative environments must simultane-
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Table 2.4: Requirements for applications in different domain and classes.
Section Domain/Class Delay Data rate
2.4.1 IoT
2.4.1.1 Industry 4.0 1-10 ms [218] <1 kb/s [218]
2.4.1.3, 2.4.1.4 Body Area Networks and e-Health <250 ms [15] 0,1-50 kb/s [15]
2.4.2 ITS
2.4.2.1 TMS >1s [33] <2 Mb/s [33]
2.4.2.2 CAVs 1-10 ms [136] >1 Gb/s [136]
2.4.2.3 IoV 1-100 ms [33] >25 Mb/s [33]
2.4.3 UAV 5-50 ms [274] <1 Mb/s [276]
2.4.4 Immersive Media
2.4.4.1,2.4.4.3 AR/VR and Gaming 5-30 ms [91] <10 Gb/s [91]
2.4.4.2 Teleoperation 5-20 ms [33] >25 Mb/s [33]
2.4.5 Smart Cities 1 ms-1 s [158] 1 kb/s-1 Gb/s [125]

ously support millions of mobile users. To handle these users, issues related to manage-
ment and scalability arise. There is a need to decentralize information and communica-
tion technologies and bring them closer to users through the enabling EC architectures
discussed earlier to support a massive adoption of IoT [210, 260, 62, 22]. Once these
enabling architectures become well studied and deployed, a variety of applications may
emerge. This section discusses the main classes of IoT applications: Section 2.4.1.1 shows
how the industry applies IoT applications in a manufacturing process; Section 2.4.1.2
describes how ML can be applied to the IoT domain creating new possibilities of appli-
cations; Section 2.4.1.3 describes applications that build networks around a human body,
with devices such as wearables; finally, Section 2.4.1.4 discusses applications to facilitate
health care of users. We also discuss how applications use EC technologies to enhance
aspects of QoS, QoE, and business models in each section.

2.4.1.1 Industry 4.0

Cyber-Physical Systems (CPS) supported by IoT is also an interesting technology ap-
plied to control Smart Factories in Industry 4.0 scenarios. CPSs are systems that connect
virtual and real environments and allow the interaction between them while being con-
trolled – or monitored – by humans. There is still resistance to adopt virtualized solutions
to keep manufacturing infrastructure. This resistance is mainly due to the short dead-
lines that machines must respond to real-world observed events, usually real or near-real
time. Yet, requirements such as distributed sensing, data analytics, and enhanced net-
work bandwidth usage are pushing forward this evolution. In these factories, services run
on a great variety of devices and they usually migrate vertically (i.e., from the edge to-
wards the cloud), seeking for more resources. To make these devices portable for multiple
platforms and also to enable these services to run with a varied amount of resources, a
lightweight virtualization technique is preferred, such as container-based service virtual-
ization [98]. These vertical migrations increase network and service management intricacy
to keep the levels of QoS. Therefore, SDN solutions to handle cloud-edge interplay have
been proposed [116, 143].
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2.4.1.2 Cognitive IoT

Recent developments of IoT allied to advances in ML brought up the possibility of pro-
viding smart services. These services can collect and process information about the en-
vironment around them and make decisions to perform their tasks independently. This
class of services is referred to as Cognitive IoT in the literature and can take advantage
of EC technologies. Various network architectures exist to support these applications.
Information-Centric Sensor Networks (ICSNs) are used to serve information based on
user requirements, rather than providing an endpoint to read raw data [17]. The authors
evaluate the usage of different machine learning models to identify the best communica-
tion paths in the network to deliver the data to the consumer. A distributed map-reduce
framework [287] was proposed to gather enormous amounts of vehicular and infrastruc-
ture sensor data and feed it to an architecture to apply ML and other analytical models
and provide an intelligent route planning service. This framework uses ICN to allow
vehicles to consume sensor data to evaluate traffic conditions and based on a . Data
analysis tasks execute on MEC and VEC infrastructures to produce this information.
Cognitive-LPWAN [48] is a framework that uses SDN management of network traffic in
Low-Power Wide Area Networks and some unlicensed spectrum technologies. This frame-
work proposes the usage of a cognitive engine to create a smart orchestration of wireless
communication technologies including 4G, 5G, LoRa, and SigFox. Using the cognitive
engine and the combination of these wireless technologies the authors could achieve a
sustainable trade-off between transmission delay and energy consumption compared to
the technologies individually.

2.4.1.3 Body Area Sensing

Sensing devices have been spread in urban environments to facilitate the task of moni-
toring fast-changing city dynamics. Most commonly, these devices use Wireless Sensors
Networks (WSNs) to connect and cover wide areas for different applications such as fire
detection and building monitoring [120]. Studies point out that these networks have
been brought closer to users with wearable (and implantable [213, 108]) devices, forming
Wireless Body Area Networks (WBANs) [140]. Wearables in WBANs are constrained
devices that still have to run multiple tasks and report data to other wider-area networks.
Since these devices are attached to users, they are subject to the same mobility patterns
as them. These characteristics create the need for solutions to handle communications
within these networks and bridge their interaction with other networks. Some of the
enabling EC technologies are expected to make this level of interaction of WBANs and
other networks achievable. For instance, some applications for reporting users’ vital signs
use SDN-based solutions to handle network issues [142]. Some other studies have applied
ICN-based solutions to improve efficiency in WBANs. By using ICN and exploring in-
network caching thus reducing the amount of redundant sensors [196], or minimize traffic
load when connecting to external networks [127].
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2.4.1.4 Healthcare

Wearable and implantable devices gained wide attention due to their use in healthcare
systems. In this scenario, mission-critical applications and mobility increase even more the
complexity involved in deploying systems. EC-enabling technologies have a fundamental
contribution in implementing such systems. Multiple studies discuss the application of
these technologies individually. For instance, Fog Computing was used to deploy a task
scheduling and offloading platform for healthcare with native support for patient mobil-
ity [5, 145]. SDN was applied to reduce in-network traffic load due to the vast amount of
monitoring devices that need to access real-time information [142]. The combination of
Fog Computing and ICN was studied together to reduce latency and allocate safer storage
for privacy matters [86].

2.4.2 Intelligent Transportation Systems

The increasing number of vehicles has forced the deployment of complex transportation
infrastructure in large urban centers, yet in many cases, this infrastructure is inefficient,
which results in a waste of valuable time for the citizens. Due to this inefficiency, mul-
tiple studies have explored strategies to create a more intelligent transportation infras-
tructure [228, 12, 265, 203]. These efforts explore classes of applications such as Traffic
Management Systems, Connected and Autonomous Vehicles (CAVs), and Internet of Ve-
hicles (IoV). These specific classes of applications have high mobility requirements. This
section focus on these classes and how they use EC technologies to run their services.

2.4.2.1 Traffic Management Systems

To enhance road network usage by vehicles, Traffic Management Systems (TMS) emerged
as part of ITS. Studies in this class of applications vary from road accident detection based
on vehicle to vehicle and vehicle to infrastructure communication [13], to issuing violation
tickets in vehicular named data networks [118]. The distributed nature of EC brings
advantages to collect and process localized data to produce real-time traffic information
and reduce unnecessary movement of data, alleviating bandwidth of the core network
and mitigating privacy issues. For instance, to obtain an overview of a road state, SDN-
based crowdsensing [256] can be applied to collect and provide data to support context
awareness. Also, SDN and VANETs are used to identify congestion-sensitive spots using
GPS data collected from vehicles [29]. The SDN controller global view of the VANET is
explored, centralizing the data and applying recurrent neural networks to forecast traffic
behavior.

2.4.2.2 Connected and Autonomous Vehicles (CAVs)

The need to deploy fast-moving vehicles that could operate without human interven-
tion on urban roads and solve traffic congestion issues raised multiple research projects.
One challenge to achieve the full potential of CAVs is related to the computing-intensive
services they have to run, such as trajectory and route planning, object detection and
tracking, and even behavioral reasoning on proceeding in an intersection or overtaking.
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Besides that, vehicle-to-vehicle communication can enable a better performance of the
entire ITS by allowing more cooperative decisions to be taken. The amount of data ex-
change to support CAVs is expected to surpass 1 Gb/s [136] for every vehicle with use
cases in which the maximum tolerable end-to-end latency is in the range from 1 to 10
ms [33], which challenges even emerging 5G networks. EC will be present inside the ve-
hicles, in the form of On-board Units (OBUs), or attached to nearby infrastructure, in
the form of Road-side Units (RSUs) that can be used to meet these requirements. SDN-
based VANETs architectures have been studied to allow offloading of tasks to nearby
vehicles [228] or infrastructure [47, 188] to address the problem of limited resources to
run computing-intensive tasks for autonomous driving.

A market mechanism is used to motivate users to share the idle resources of their
vehicles [228]. This mechanism creates an ad-hoc marketplace where the prices of the
resources are settled according to the number of idle resources available in the seller vehi-
cle. SDN/NFV network slicing is used to isolate certain driving functionalities in service
slices [47] to attend to ultra-low latency requirements of autonomous driving services.
AVNET [188] is an architecture to address issues related to the amount of data transmit-
ted and the number of processing tasks in CAVs scenarios. This architecture proposes the
usage of: (i) NFV to implement multiple network functions and allow more diverse CAVs
services to be deployed; (ii) MEC to offload tasks of these services to infrastructure and
also nearby vehicles; and (iii) SDN to maintain a global view of the network to achieve
efficient resource management. Routing protocols to better manage task offloading are
also studied to operate using the ICN principle [287].

2.4.2.3 Internet of Vehicles

Constituted by distributed transport communication networks, IoV [131] allows ITS ap-
plications to make decisions based on data collected from other vehicles and sensors, which
aid the process of driving people and goods towards their destinations. The communica-
tion features provided by IoV are important for applications, such as TMS and CAVs, and
also applications related to smart-parking and virtual traffic lights. EC, in the form of
VEC/VFC, is essential to this class of applications since communication and processing
facilities are deployed in the vehicles. These vehicles use OBUs to perform communica-
tion and run tasks to support services. These OBUs use dedicated short-range devices
and enable the formation of VANETs. VANETs do not require any infrastructure to be
formed, yet RSUs can be used to improve the network QoS and overall capacity. One
of the duties of vehicular communication is to handle emergency communication, such
as car accident notifications or traffic flow reports. In this context, eVNDN [97] applies
ICN to broadcast emergency-related messages in vehicular networks, exploring the facil-
ity of communicating to fast-moving nearby nodes and also determining their interest in
a given message. An emerging class of applications for vehicular networks is Vehicular
Social Networking (VSN), in which vehicle riders share spatio-temporal data with other
vehicles in similar conditions. SDN and Blockchain technologies can help to certify data
exchange transactions in a distributed fashion while ensuring data source anonymity [265].
Different networking technologies have been combined to enhance VANETs and cope with
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applications that rely on vehicular communication, such as GOFP [153], which supports
geographically tagged information retrieval in VNDN, or SCGRP [249], an SDN-enabled
geographic routing protocol.

One of the main standards to realise IoV is the Cellular Vehicle-to-Everything (C-
V2X) developed by 3GPP [50]. It envisions the evolution of LTE-V2X (4G) to NR-V2X
(5G) to enable highly-reliable low-latency service provisioning for vehicular applications.
This evolution will allow the support of advanced vehicular applications with stringent
requirements. For instance, the most stringent application for LTE-V2X (i.e., pre-crashing
sensing and warning) requires 20 ms latency and 95% reliability [64], while use cases for
NR-V2X (e.g., emergency trajectory alignment) require latency levels to reduce to 3 ms
with 99.999% reliability [68]. Finally, besides LTE and NR, more technologies can be
combined and complement each other to meet application requirements in Heterogeneous
Vehicular NETworks (HetVNETs) [289] framework (e.g., IEEE 802.11p).

2.4.3 UAV-Enabled Services

UAV-based platforms become an infrastructure alternative to network management and
sensing for multiple applications. The advantage of such platforms is related to their aerial
characteristics, which facilitate deployment almost anywhere. This possibility of easy
deployment brought attention from the government and industry to adopt UAVs [198].
Communication among UAVs usually is supported by satellites, cellular networks, or
Unmanned Aerial Vehicles Ad-hoc Networks (UAVANETs). This section highlights some
UAV classes of applications and discusses how networking technologies are applied to
support them.

2.4.3.1 Augmented Environment Information

Diverse applications for UAVs obtain information about a given variable of the environ-
ment to feed this information to other applications or systems. In these applications,
UAVANETs have to handle a significant amount of data collected by themselves or ter-
restrial nodes that report to them. EC infrastructure can be used to aid the data collection
by running tasks related to data aggregation and fusion and also by coordinating how data
should be reported to its consumers. For instance, an early fire detection system that uses
the sensing capabilities of UAVs to produce short videos that are sent for analysis at EC
infrastructure is proposed [111]. A container orchestrator handles the processing tasks in
EC infrastructure. This orchestrator can create, run, scale, and stop services. A different
use case of UAVs to aid monitoring is to replace network infrastructure. Data collection
can be executed in areas with no wired infrastructure by deploying network backbones
with UAVs [284]. A load-balancing algorithm operated by an SDN controller manages
the data traffic in this backbone. ICN in-network caching is used to mitigate the issue of
content dissemination in UAVANETs [134]. A blockchain-based strategy to handle con-
tent poisoning that may contaminate cache and prevent the fetching of valid content is
used to enhance the security of the UAVANET.
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2.4.3.2 Navigation and Swarming

Due to the flying capabilities of UAVs, UAVANETs can quickly adapt their topology to
respond to network events. EC infrastructure can aid the process of coordination of the
drones by offloading tasks or providing a wider view of the system. One approach that
can be used to handle dynamic changes to the network topology is by using SDN in
UAVANETs. SDN controllers can be used to send control packets to UAVs, demanding
that they move to different positions [197]. To allow this control, the controllers use
a search procedure that looks at the rate demands and paths of each communication
flow and changes the topology to maximize throughput. A more complex collaboration
scenario for UAVs is the formation of drone swarms, which are open networks that can
organize themselves. SD-UAVNet [288] is another architecture for UAV placement to
optimize UAVANETs. SDN can control operational parameters of UAVs and mitigate the
impact of the mobility of UAVANETs for streamed video transmissions by positioning
relay UAV nodes. SDN is used with the MQTT2 protocol to enable flexible swarms
formation while allowing the control of topology and bandwidth [264]. A multi-path
routing scheme is proposed, in which drones move to produce multiple communication
paths. These multiple paths are used to increase the bandwidth to meet the desired QoS.

2.4.4 Immersive Interactive Media

AR, VR, and other mixed reality experiences have recently been applied to produce im-
mersive media applications. Such applications extend reality by emulating it on a device
and adding new layers of information. The increase in such applications is due mainly
to the recent popularization of head-mounted devices and also smartphone capabilities to
support immersive media (e.g., smartphone-enabled cardboard headsets). Applications
for immersive media are resource-consuming, which reduces the user experience of such
applications because of the necessity of the headset being wired to a powerful computer –
or at least usage with limited mobility when in wireless scenarios. However, EC technolo-
gies can support applications consumed in (mobility-free) wireless headsets/devices in the
near future by offloading resource-consuming tasks. In contrast, there are immersive-only
classes of applications, such as 360º Videos [291]. This section focus on Augmented and
VR and Teleoperation and Telepresence.

2.4.4.1 Augmented and Virtual Reality

A large amount of data is being gathered from IoT devices and other remote sources that
can be accessed through the Internet. AR is an interactive experience with real-world
mediated by human-machine interfaces. These interfaces allow a better visualization of
this data collected from different sources. Such data needs to be organized and aligned
to coordinate systems on top of the real-world coordinates to allow this visualization.
Since AR/VR terminals have limited resources, these tasks can be offloaded to EC infras-
tructure. Such a setup has been applied, for instance, to build Industry 4.0. Navantia’s
Industrial AR [72, 76] is commercially used to facilitate the execution of certain tasks in

2http://mqtt.org/
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shipyards. This system uses EC infrastructure to reduce the response delay to handle
real or near-real-time communication wirelessly – wireless technology is required to allow
the desired level of mobility inside the shipyard industry. VR-CPES [121] is an education
system that also offloads tasks to EC. This system uses an SDN-enabled Time-Sensitive
Networking (TSN) framework to address issues of QoE of users due to delay and packet
loss in real-time network communication.

2.4.4.2 Teleoperation and Telepresence

Immersive media are also expanding the horizons of people with multiple interactive
applications. For instance, different applications involve the remote operation of devices
or even the telepresence of people; such applications allow to save time and reduce costs.
Such applications require a reasonable amount of data to be sent and processed (e.g.,
videos and metadata about the environment around both ends of the communication),
which can be handled by EC infrastructure. A use case of immersive media in the industry,
for example, is remote live support [217]. In this application, a machine operator can
receive help to fix an issue from an expert. The system uses an approach to offload AR
tasks to EC infrastructure to deploy a real-time live support system. Thus, a remote
expert can make annotations to a video stream recorded by the machine operator. The
operator also visualizes these annotations to facilitate the process of fixing the issue. In
this use case, an important concept is applied, transferable skills. Immersive media is
one of the key enablers for the anticipated Internet of Skills and Tactile Internet [21].
The concept of Tactile Internet is to reproduce touch-based human communication to
the network – the subject will be discussed later in Section 2.5.9. In the field of Tactile
Internet, some applications are already being proposed, such as telesurgery. SDN-enabled
EC infrastructure is used to reduce latency dramatically and allow surgeons to remote
control a surgery robot [170]. To realize Tactile Internet, EC architectures (e.g., Fog
Computing, MEC, SDN, and ICN) are being studied to work together while also using
robust ML models to predict movement and actions of users, thus reducing latency even
further [185].

2.4.4.3 Gaming

Among the top 10 highest downloaded games for mobile devices nowadays, Niantic’s Poke-
mon GO3, an AR game, can enhance the gaming experience provided to users using EC
infrastructure. Games that immerse players in the real world have high QoE requirements
and challenging mobility characteristics to be handled by communication facilities, which
may require EC-enabling technologies. Indeed, in 2018 Deutsche Telekom4 started placing
decentralized micro-servers to leverage EC infrastructure deployment, and Pokemon GO
was one of the first AR applications to use this platform [261]. Such infrastructure, and
also 5G networks, will augment the possibilities for game development for this and other
AR and VR games where mobility is a critical factor. Another type of EC approach to
enhance mobile gaming experience is UAV-assisted EC [122, 101]. In such a scenario,

3https://www.pokemongo.com/
4https://www.telekom.com/
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mobility awareness is an even more critical factor, since both consumers and producers
will be mobile entities. This setup supports AR and VR games to be played inside ve-
hicles [101]. Multiple UAVs are clustered to offload tasks related to computing, caching,
communication, and AI-based decision-making.

2.4.5 Smart Cities

The application of information and communication technology to enhance the performance
of services in large urban centers added a lot of attention to smart cities. The idea
behind smart cities is to build infrastructure for monitoring of several city dynamics and
act according to insights obtained with this data to serve citizens better. We discuss
Public Services (Section 2.4.5.1) and Location-based Services (Section 2.4.5.2) that can
be enhanced by EC infrastructure.

2.4.5.1 Public Services

Various services in urban centers can take advantage of information and communication
technology, such as power, water, environment monitoring and waste management. Often,
sensor networks are deployed to collect data over large regions. A4-Mesh [106] is a wireless
mesh sensor network deployed to collect weather data in near-real-time. This network pro-
duces a large amount of data that needs to be sent to a central remote processing station.
Wireless sensor networks are convenient since they can be easily deployed without a big
effort on underlying infrastructure. In order to make better usage of the communication
channels, multiple sensors in an urban center can use Narrowband communication tech-
nology for IoT applications (NB-IoT). Although this type of communication technology
has a reduced bandwidth, it uses fewer frequencies of the wireless spectrum and has low
power consumption. Such technology may be adequate in scenarios where a large number
of sensors can be spread in the urban perimeter to increase data collection coverage. In
environmental monitoring applications, for instance, each sensor does not transmit a large
volume of data and usually has a limited battery, making it an interesting use case for
exploring NB-IoT [222, 51].

Many applications for Smart Grid aimed to allow power generation and electricity
transmission are delay-critical. ICN is used to enhance the communication needed to
manage such an infrastructure [114]. ICN allows the reduction of delay to obtain data
about the current state of the grid. Battery Status Sensing Software-Defined Multicast
(BSS-SDM) [137] is a battery status sensing scheme based on SDN to reduce the latency
of the communication between electric vehicles and the power grid. An SDN controller
keeps the status of the batteries in vehicles. This information is used to schedule vehicle
recharges. The vehicles are notified via messages transmitted by multicast. Another
important issue pursued in smart cities is security. For instance, different technologies
have been applied to analyze surveillance videos and identify events. One way to manage
all the surveillance application and video analysis services – while also reducing the traffic
load sent to the core network – is by orchestrating containerized services over the EC
infrastructure [250]. SDN-enabled containers allow the SDN controller to orchestrate
better and save EC resources. AODV-SPEED [11] is a communication protocol to enable
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smart street highlights. This protocol combines SDN and ICN to enhance network QoS
for service provisioning.

2.4.5.2 Location-based Services

Location-based services consume strategic spatio-temporal information to deliver value to
their users. In general, many services running on EC infrastructure can take advantage of
location awareness. For instance, the position information of mobile users can be used to
improve service resource scheduling and deployment in virtualized platforms [168]. Track-
ing moving objects is an important source of information when studying more reliable and
predictive services. ICN and in-network service-provisioning functions were used to de-
velop a moving object tracker application [232]. This application coordinates a distributed
video service that produces a video stream of a single moving entity (e.g., vehicle) using a
system of multiple cameras. The video consumer sends an interest containing the vehicle
ID to the network, and, later on, each camera receives this vehicle ID and transmits the
video only when the vehicle is in its capture area. The vehicle sends its position to the
network to verify in which camera capture area it is at a given moment.

2.4.5.3 Mobile Crowdsensing

Due to the large urban perimeter in some cities, deploying infrastructure to sense en-
tire urban areas may become challenging. One solution to tackle this issue is by applying
mobile crowdsensing [272, 138, 155]. Mobile crowdsensing advocates for the sharing of spa-
tiotemporal annotated data collected from mobile devices (e.g., smartphones and tablets)
about different urban phenomena. To manage the formation of opportunistic networks
in mobile crowdsensing, Software Defined Opportunistic Networks (SDON) [138] uses the
centralized control of SDN. Statistical data stored at the SDN controller allow the creation
of an incentive mechanism for users’ participation in the sensing process. A different ap-
proach to manage opportunistic networks for mobile crowdsensing is by using ICN [272].
An urban pollution monitoring system orchestrates container-based microservices to in-
tegrate data from multiple heterogeneous data sources [155]. These services compose a
layer where data streams from different sources (e.g., mobile phones, IoT sensors) are
integrated.

2.4.6 Edge AI

Edge Computing enables a series of interesting use cases for applications to be explored,
among them Edge AI aims at allowing the usage of Machine Learning models to enhance
the applications already running or envisioned for the edge. Thus, in the present section,
we discuss two main aspects of intelligent service provisioning at the edge: (i) how to
manage the cloud-edge infrastructure in Section 2.4.6.1, and (ii) technologies to support
smart services at the edge in Section 2.4.6.2. The usage of ML models raises challenges on
data privacy that can be overcome by using Edge Computing architectures. Data privacy
issue and related challenges are discussed in Section 2.5.7.
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2.4.6.1 Infrastructure Management

One application of intelligence at the edge is the orchestration of the envisioned multiple
services provisioned in Fog Computing and MEC infrastructure. Fog Scaler [211] is a
service orchestrator that targets horizontally scaling services running at the edge. The
authors use a Reinforcement Learning algorithm and model different cost functions to
allow their solution to take decisions on the placement of containerized service instances.
OctoFog [128] is another service orchestrator solution focusing on optimizing the migra-
tion of services at the edge. The authors minimize two cost functions that model latency
and energy consumption of the migration procedure. This minimization is achieved by
applying a Deep Reinforcement Learning algorithm that is divided into two layers, one
hosted in the cloud and the other in the Fog. The cloud layer hosts the main control of
the resources, while local decisions are taken at the Fog layer with reduced latency. Liu
et.al. [154] divide IoT services into a collection of chained service functions. They proposed
a VNF placement and service path routing framework that minimizes the end-to-end delay
observed when consuming the services. Their solution uses a Deep Reinforcement Learn-
ing approach to achieve this minimization in real-time. The solution observes the IoT
network state and the number of requests to the IoT services and outputs orchestration
strategies composed by VNF placement and network routing paths.

Besides orchestrating services, allocating resources is an important aspect of provi-
sioning services at the edge that can take advantage of ML models to be enhanced. Shi
et.al. [223] propose a mechanism to match idle vehicular computing resources to tasks
that have to be processed for delay-sensitive applications. The authors propose a rein-
forcement learning algorithm that evaluates wireless channel state and idle resource pool
in vehicles and outputs efficient task allocation strategies. Since the resource of vehicles
may not be voluntarily shared, the authors propose a pricing scheme to stimulate this
sharing. In a similar setting, Ye et.al. [270] propose an alternative reinforcement learning
solution for communication resource allocation in vehicular computing resources. One
advantage of this method is the possibility of independent vehicles taking decentralized
decisions to satisfy desired latency constraints.

2.4.6.2 Support for Smart Services

Kubernetes-Based Fog Computing IoT Platform for Online Machine Learning (KFIML) [253]
is a platform for service orchestration at the edge developed on top of Kubernetes. This
platform has the potential to facilitate the deployment and management of different ser-
vice stacks at the edge, including mainstream data processing frameworks. The authors
use their proposal to manage a LSTM-based real-time data stream processing applied
in an IoT scenario. Dalgkitsis et.al. [54] propose a service orchestration platform for
Vehicular-to-Everything scenarios that aims at predicting the next access point of vehi-
cles in the cellular network and migrating services consumed by these vehicles proactively.
The authors use a Convolutional Neural Network to predict the next access point of the
vehicles, then a Genetic Algorithm is used to search for a service allocation strategy to
place services closer to their users while considering user priorities and resource utilization.

When dealing with IoT applications, one common limitation is the reduced processing
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capacity and energy available in the end devices. Sometimes, although a ML model that
performs well is trained, it cannot run on the device and therefore cannot be used. One
solution in the literature for these scenarios is the partitioning of the model for inference
acceleration. Partitioned models are composed of many layers that can run at different
distances from the source node consuming the model predictions. Dynamic Adaptive DNN
Surgery (DADS) [100] is a framework that allows the partitioning of DNN models to adapt
its usage according to the status of the network. This model can dynamically adapt the
model partitioning to maximize the throughput or minimize the delay of predictions. A
similar strategy of partitioning models can be applied during the training phase in order
to save the resources of devices. Adaptive REsource-aware Split-learning (ARES) [212] is
a solution that accelerates the training phase of a global model by selecting split points
for every device involved in the training considering network and computing resource
variation over time. The approach also reduces the impact of slower devices in the time
taken for training the model, which is important in highly heterogeneous scenarios.

2.5 Challenges and Opportunities for Mobility-Aware
Service Provisioning

EC architectures for service provisioning in urban environments have been extensively
studied [176, 236, 201, 160, 126, 278, 208]. Academia has put much work into proposing
EC technologies, as shown throughout this chapter, and also some successful industry use
cases can be observed5, mass adoption of EC has not happened yet. However, some issues
related to its practical deployment still need to be addressed to fully achieve the stage 3
depicted in Figure 2.2. Besides the costs involved in deploying such an infrastructure, it
is unclear how to overcome many obstacles.

While running services at the edge facilitates the handling of some of these obstacles,
it also brings new challenges to networking. In the present section, we discuss the new
challenges that emerge together when computation is performed at the edge. Section 2.5.1
discusses how mobility predictors may be used to avoid communication disruption caused
by the mobility of the users. Section 2.5.2 discusses issues related to the migration of
service instances running at the edge. Section 2.5.3 outlines how caching strategies can
be used to support service provisioning. Section 2.5.4 discusses the usage of distributed
authorization to secure data access hosted in multiple nodes at the edge. Section 2.5.5
shows challenges when allocating tasks to run at Edge Computing infrastructure. Sec-
tion 2.5.6 discusses the implementation of distributed file systems over edge networks.
Section 2.5.7 highlights the importance of data privacy solutions when ML models are
trained at the edge of the network. Section 2.5.8 describes scalability-related challenges
of services. Finally, Section 2.5.9 discusses the challenges to be overcome when moving
towards the next stage of service provisioning over the Internet.

5AWS Lambda@Edge (https://aws.amazon.com/en/lambda/Edge/) and Green
Grass (https://aws.amazon.com/en/greengrass/), and Google Serverless with KNative
(https://cloud.google.com/serverless/).
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2.5.1 Mobility Prediction

Short-range coverage of EC access points will lead to multiple handovers due to users’ mo-
bility. These multiple handovers will turn mobility management into an essential aspect
of service provisioning. These handovers may add significant overhead to use commu-
nication and computation infrastructure, depending on their implementation. One way
to mitigate this issue is by exploring historical data about users’ trajectories to enable
proactive handover mechanisms. For instance, for a communication handover in an EC
setting with SDN, the flow tables of the forwarding switches can be updated before the
users even enter a specific access point. In terms of service migration, data prefetching
can start loading service dependencies (e.g., software libraries) and also deploying services,
thus making them ready for users and reducing migration downtime. Recent studies have
shown a significant impact of ML models in mobility management [229], causing different
methodologies for predicting users’ mobility to appear in the literature using, for example:
Markov Chain Models [194], Reinforcement Learning [277], and Deep Learning [109].

2.5.2 Service Migration

EC-enabled services are pushed forward because of their closeness to users. However,
when users move, the host where services run may become far from them, which might
be critical for some applications [66, 39]. For instance, optical X2 links for backhaul in
mobile networks are expected to have latency of ≈0.3-0.5 ms when operating between
40%-70% of traffic load [142]. In this scenario, round trips with three or four hops adds
a few milliseconds to respond a request, when considering also other delays in processing
and in the wireless channel it might be challenging to meet the expectations of applica-
tions that demand (ultra-)low latency combined with high throughput, high reliability, or
low tolerance to latency jitter. VMs and containers are technologies expected to handle
the fast deployment of services to allow live migration to keep them running near users.
Each methodology for virtualization has its advantages. VMs provide a more isolated
and secure environment for services [159], while containers are more lightweight and have
an overall better performance [44]. However, most of the available studies to compare
these technologies do not profile them thoroughly. These studies lack awareness of the
possibilities in terms of virtualization architectures. Different architectures may have an
impact on the performance of the services. Also, according to the virtualization tech-
nology, various possibilities of migration strategies have been proposed and adopted, but
comparative studies on the migration feature are still needed.

2.5.3 Service Caching

Mobile services may require different types of resources and have different requirement
levels of QoE, which make this problem different from content caching (e.g., Content Dis-
tribution Networks (CDN)) [266]. For instance, VR applications may require a reasonable
amount of processing power but a reduced amount of memory; compared to data collec-
tion tasks that may need more storage and not so much CPU and memory. One approach
to enhance physical resource allocation for service caching is to perform spatio-temporal
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popularity-driven service caching [160]. Content and service popularity are modeled using
the Zipf model [292, 165] to when evaluate caching solutions. Popularity-driven caching
is used to predict which types of services are more used in a given location at a certain
time. Thus, service shutdowns (i.e., stop a virtual instance of a service and clean un-
necessary files from the host) may be prevented when predicting upcoming usage. This
type of approach may also aid in the process of service migration combined with mobility
prediction. Different service components can be stored for a more extended period in case
a user is migrated to a specific host; popular services can be kept running in this sce-
nario, reducing time with re-deployment. Besides controlling the life cycle of the service
instances, in order to run stateful services in geographically distributed nodes, state data
replication may be required [73]. Different from regular contents, state data is often more
volatile, which may demand complex solutions to ensure availability and coherence.

2.5.4 Service Authorization and Session Support

Due to mobility, while changing access points, and performing handovers, applications
have to perform multiple authorizations and exchange access keys to grant access and
keep user sessions. This process may add significant overhead to consume services at the
edge, which leads to a necessity of shared trust domains or alternative security protocols
for accessing distributed services. Ideas to embed authorization in networking are present
in Data-Oriented Network Architecture (DONA) [123], yet there is a lack for support
of distributed and federated sessions. CCNx Key Exchange Protocol (CCNxKE) [173]
proposes mobile sessions in CCNx. However, the mobility in this protocol is handled
by exchanging keys (i.e., migration token) which still results in network overhead in this
process. Session support has also been studied in SCN [80], yet it relies on consuming
the service from the same host infrastructure and does not support the mobility of the
sessions.

2.5.5 Service Load Balancing

EC offloads computing-intensive tasks from simple devices to idle resources in its resource
pool. Resources in this pool might be in mobile network base stations or edge devices.
In this second group, these devices have a limited communication radius that, given user
mobility, may reduce the available time to use that resource. This problem becomes even
more complicated when both consumers and resources are mobile entities. In this scenario,
the communication links lifespan can become longer or shorter depending on their mobility
patterns. Evaluation, clustering, and classification of these mobility patterns, which use
this information for task offloading, are challenges for EC deployment. Research has been
done in this direction for task offloading in the presence of mobility [242, 152]. However,
most of these studies address the problem in single networks. EC will be achieved by the
usage of a series of heterogeneous networks, which increase the complexity of the task
offloading process. Models to understand the relevant metrics to decide when to migrate
service instances have to be developed, for instance by considering ML models [245, 49].
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2.5.6 Distributed File Systems

In Cloud Computing, different distributed storage mechanisms have emerged to address
scalability, performance, and reliability issues and provide virtually infinite storage ser-
vices in distributed resources. Ceph [258] is a commercially adopted solution to create
such a storage service that relies on a pseudo-random function to distribute data to re-
sources. Using this function, users can evaluate the location of the data, which saves
resources to perform searches. Although Ceph is a well-known solution, it was designed
to work in a scenario with plenty of resources, which is not a reality in EC cases. Limited
bandwidth at the edge allied to massive access by users and connected devices makes the
process of creating a fully-distributed EC-oriented file system difficult [157]. In the litera-
ture, some strategies for these file systems are already emerging, for instance snapshot and
synchronization techniques to transfer disk state in the network [187]. Also, FogStore [87]
is an EC-oriented file system that uses key-value storage and a relevance system to guar-
antee low latency in file access. Reliable mechanisms to provide file systems at the edge
are still under study. One studied issue is how to perform redundant storage to ensure
reliability while also not overusing resources. Duplicating contents to selected locations
may be a solution to this issue. Another solution is to apply data deduplication [285],
which identify intra- and inter-document duplicated data blocks and store these blocks
only once. Fewer blocks (i.e., less data) to be stored can facilitate the process of deploying
a distributed file system with reliability assured by copying blocks at selected locations.

2.5.7 Data Privacy and Federated Learning

Data leakage points are reduced when processing data at the edge since this processing
happens closer to the data generation and fewer data transfers are needed. Still, similarly
to what happens in the cloud, processing user data in public servers at the edge introduces
issues on data privacy. Such problem becomes more apparent when using this data to
train different ML models, which sometimes requires this user data to be shared across
multiple servers. One possible solution that emerges to tackle this issue is Federated
Learning (FL) [146], in which ML models can be trained locally in devices and only share
its learning updates (i.e., model weights or gradients) with centralized servers, instead of
sharing the raw data. These centralized servers can then collect multiple updates from
several devices and aggregate them to produce a global model. By training the model
locally and avoiding data sharing, FL reduces the number of points where user data may
leak. However, personal data sometimes may still be extracted from the trained model
with model-inversion attacks [94]. Besides not fully resolving the data leakage problem,
FL still lacks maturity in other aspects. For instance, models trained with FL tend
to have convergence problems resulting from the non-identical distribution of the data
produced by each device [290]. On the communication perspective, when dealing with
mobile devices some problems may arise. For example, when training an online model
with FL with a large user pool, it is a common practice to select some users to be the ones
feeding the global model with the learning updates. However, in mobile scenarios users
may disconnect from the network or not be available for a certain period of time. Reducing
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the pool of selected devices for training may impact the training quality of the model.
Furthermore, even when these users can return to the network, most FL approaches are
synchronous [34], thus training has to be halted to wait for the updates of these users.

2.5.8 Scalability

Most of the issues for EC infrastructure arise from the existence of many connected devices
creating tremendous amounts of data to be consumed. However, creating such a platform
to support all this load is not an easy task. First, a plethora of heterogeneous devices will
be integrated into the pool of resources. In this scenario, an interoperable architecture to
control these devices is a requirement to allow the construction of EC. Second, multiple
technologies to run EC are being proposed in the literature, as shown in Section 2.2. While
most of them will not make it to the real world, many will need to be integrated, thus
raising questions about the compatibility of devices, algorithms, and protocols. Even the
integration between SDN, NFV, and ICN paradigms is not well defined in the literature,
although these technologies are expected to run together in the future. Finally, the Cloud
Computing paradigm has become mainstream due to the offer of IaaS solutions by big IT
companies, such as Amazon, IBM, and Google. Market driving forces to produce a similar
platform based on EC are studied [77]. However, a complete architecture to elastically
serve this infrastructure for companies to deploy their service is unknown to the best of
our knowledge.

2.5.9 Ubiquitous Service Provisioning

Applications and services consumed over the Internet are used as facilitators to perform
activities that were previously only possible using physical means such as sending a letter,
buying products, and attending a theatre play. As Internet technologies evolve, more
activities are performed online. At stage 1 of service provisioning depicted in Figure 2.1,
humans had to formalize instructions via messages through mostly textual interfaces.
Later, these text interfaces evolved to graphical browser and phone-based interfaces and
also virtual environments in video-games in stage 2 to facilitate the way humans interact
with the applications. Recently, the advances in IoT and EC started to allow the direct
control of devices to act over the real-world in stage 3. This last approach uses a virtual
world as a middleware. Humans input instructions to a device, which modifies a virtual
world, and the changes made to it are replicated by other devices (i.e., actuators) in the
real world using the Cybertwin paradigm [273].

The bridge towards stage 4 of ubiquitous service provisioning will be built with the
development of technologies that blend virtual and physical worlds. Important enablers
for ubiquitous service provisioning are the Mixed Reality (XR) technologies [122, 45] such
as AR, VR, and 360◦ videos. While multiple of these devices can already be commercially
acquired, there is still a significant barrier to be surpassed in terms of user experience and
freedom of movement. Most of these interfaces are developed in head-mounted, glasses,
and other wearables devices with limited capabilities and sometimes mobility. EC and
related communication infrastructure are expected to allow applications to meet the in-



64

creasing QoE requirements from users by providing a reasonable resource pool accessible
with very-low end-to-end latency, while also dealing with mobility-related issues. With
immersive experiences applications such as the Metaverse [58] gain attention, which fore-
sees the development of multiple 3D immersive virtual worlds. The popularization of
immersive virtual worlds also brings interest on moving entities, objects and sensations
in and out of the virtual reality with neural interfaces [209, 162, 84], immersive projec-
tions [230, 99], holographs [163, 227], and haptic communications [113, 216, 35]. New
technologies easing the process of moving entities between different realities will then al-
low the emergence of novel and complex applications, such as the Tactile Internet [21]
and the Internet of Skills [185, 21]. These applications are awaited to disrupt the way
humans interact by allowing the transference of abilities, skills, and knowledge over the
Internet.

2.6 Chapter Conclusions

Networks and the Internet are constantly evolving, and for every stage of evolution, differ-
ent challenges have to be overcome. In the present stage, service provisioning is expanding
from the centralized cloud to the edge of the network, which raises various questions as
presented in this chapter. Also, in the future, new paradigm shifts will raise different
questions about how to better provide Internet services. This chapter shows an overview
of the main paradigm shifts experienced in the Internet and the application evolution that
have pushed their changes. Also, we discussed the current state-of-the-art for the pro-
visioning of in-network mobile services. We discussed many recently-proposed enabling
technologies and also highlighted some applications that use these technologies. Further-
more, we presented incoming challenges for broad adoption of EC technologies in the
near future and even upcoming opportunities to researchers looking for the next stages of
evolution in service provisioning. We believe technologies such as SDN, NFV, and ICN
have a significant role in deploying EC and future service provisioning paradigms.

Different technologies and architectures have been developed to fullfil the requirements
of emerging and upcoming services and applications. The resource pool includes comput-
ing and communication infrastructure deployed in the cloud-edge continuum, and also
user equipment such as the vehicles. All these technologies are expected to coexist and to
be accessible to be used by different service providers in a similar fashion of cloud solutions
nowadays. The interoperability, control and management of such a complex platform will
rely on high levels of virtualization and orchestration of services, containers, VMs and
communication infrastructure. These orchestration platforms will make use of multiple
Machine Learning solutions to automate decision taking and automation of tasks.

The idea of EC emerged to bring computing power closer to users in a context where
accessing cloud resources could take up to a few hundreds of milliseconds. Nowadays,
latency to access Cloud Computing has reduced, still only EC will allow the support of
emerging applications with requirements of ultra-reliable very-low latency with low jit-
ters and high data throughput. For instance, a reliable and near-deterministic support
of very-low latency for wireless communications can enable the provisioning of real-time
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services in which task deadline meeting is critical. EC must be able to operate iso-
lated from the cloud in case of link failure and maintain services running. Furthermore,
computing tasks running closer to data generation will reduce the amount of data sent
to the core of the network. Reducing this data movement improves communication re-
source allocation and reduce the number of points for data leak, thus reducing concerns
about data security and privacy. Finally, EC architectures will allow a better exploration
of the spatio-temporal locality of data generation and service consumption. Innovative
networking and computing solutions are emerging that exploit this locality in order to
better provision services, such as the new networking paradigms for Future Internet (e.g.,
Geo-centric and Information-centric networking).

While helping to conceive, design, evaluate, and test EC infrastructure, academia has
another important role on understanding the impacts caused by these technologies on
society and envisioning what will be the next applications for service provisioning over
the Internet. The popularization of immersive devices has created a trend for immersive
experiences and put a lot of attention in applications such as the Metaverse and other
possibilities of immersive-first applications such as the Internet of Skills. While difficult
to predict whether these applications will penetrate society as the Internet and mobile
devices, they have possibilities of highly impacting the traditional ways of human inter-
actions. Possible use-cases for such applications are still to be unveiled and can lead to
interesting research topics.
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Chapter 3

Related Work

In the present chapter we will introduce the main related works in the scope of the present
thesis. A wider overview of the related literature in the scoipe of this thesis was presented
in Chapter 2. In the present chapter however, we focus on more closely related studies
with similar goal. We start the discussion with studies that were used as foundation to
developed the strategies proposed throughout the thesis. Section 3.1 discusses strategies
from the literature to implement RACH-less handovers. These strategies are important
because they are used in the context of Objective O.1, as later discussed in Chapter 4.
After discussing these foundation technologies, we present studies that have similar ob-
jective to our thesis. The service management solution developed and evaluated in this
thesis has three main components related to each of the specific objectives described in
Chapter 1. We discuss in this chapter studies related to each individual component.
Section 3.2 describes related works to user mobility management using Software-Defined
Networking (SDN), regarding Objective O.1. Section 3.3 discusses studies that combine
SDN and Service-Centric Networking (SCN) features related to Objective O.2. Section 3.4
shows works that discuss the management of stateful services considering the mobility at
the edge of the network, concerning Objective O.3. Finally, Section 3.5 we summarizes
the works presented in this chapter and highlight the main differences from them to our
proposal.

3.1 RACH-less Handover Strategies

The bottleneck of user mobility in cellular networks happens when the User Equipment
(UE) has to send its first message to a target Base Station (t-BS) to which it is not
connected. When the UE is connected, the Base Station (BS) schedules communication
windows structured in frames and subframes [63] to allow every UE to transmit their
messages. A user not connected to a BS is unknown and, therefore, not expected. Thus,
this user has to perform a random access to request an access grant to send messages
over the communication channel. This procedure, known as Random Access Channel
(RACH), is the most time-consuming operation when a user attaches to a t-BS. This
RACH procedure consists of a four-message handshake between UE and BS to exchange
information for timing synchronization and provide an uplink grant to transmit messages
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for the UE [129]. On average, this process takes around 10-12 ms during a regular handover
procedure, which usually has an average duration of 45 ms [1]. During the process of
detachment and re-attachment between BSs, the connection of the user is broken, and
the UE cannot send messages nor consume services.

Different approaches emerged in order to create seamless mobility management schemes
while users switch access points. For instance, The 3rd Generation Partnership Project
(3GPP) studies the usage of modern handover mechanisms that do not require the RACH
procedure, namely, RACH-less handovers [2]. A RACH-less approach consists of acquir-
ing information for time alignment without performing the RACH, thus saving time with
this procedure. Different strategies exist to perform RACH-less handovers, such as using
multiple antennas connected to different BSs [2] or using synchronized networks that do
not rely on Timing Alignment (TA) at all [27]. One strategy to implement a RACH-less
handover with a single antenna on the UE and without the need for a synchronized net-
work was proposed by Choi and Shin [52]. It consists of using the connection of the UE
with a previous Base Station (p-BS) to exchange timing references between both BSs and
the UE to make it possible to perform the TA before the UE needs to detach from p-BS.
For this, the authors model Round-Trip Delay (RTD) of messages exchanged between BSs
and UE. Figure 3.1 presents the delays in the RTD. Two timelines are presented for a BS
and a UE clock. The blue and green rectangles represent transmission delays ∆. Cul and
Cdl are the time references to the start of up-link and down-link subframe transmissions,
and δ is the TA used by UE to align messages with the start of the up-link subframe at
the BS. Finally, M is the UE information from analyzing downlink messages from both
BSs.
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Figure 3.1: Timing diagram of RTD in cellular networks

The transmission delay difference between t-BS and p-BS can be evaluated by sub-
tracting the downlink subframe duration from the RTD for each BS, which results in

D = RTDt − (Ct
ul − Ct

dl)−
h
RTDp − (Cp

ul − Cp
dl)

i
, (3.1)

where D is the transmission delay difference and the superscripts t and p stand for t-BS
and p-BS. Since the UE can measure M = Cdl + δ +∆ from the down-link of both BSs,
we can isolate the difference MD = M t −Mp from Equation 3.1, obtaining

D = 2×MD + Ct
ul − Ct

dl + Cp
ul − Cp

dl. (3.2)
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With the transmission delay difference D between the BSs, UE can evaluate TA to align
up-link messages. Since MD can be measured, the UE only needs some Cell Timing
Information (CTI) to perform the TA, which can be obtained as:

CTI = Ct
ul − Ct

dl + Cp
ul − Cp

dl. (3.3)

This information is a composition of internal clock references from both BSs and can be
sent to UE before disconnecting from p-BS, thus avoiding the RACH procedure. Choi
and Shin [52] also consider offsets to compensate for the processing delays in both BSs to
compose CTI .

Besides RACH-less handovers, for certain situations, the usage of Make-Before-Break
(MBB) handovers is considered [2], which allows the UE to maintain connectivity with
p-BS until the moment when all communication setup with t-BS is ready for use. This
approach allows the UE to maintain service connectivity longer during the process of
detachment from p-BS, allows a faster re-attachment to p-BS, and also allows safely
aborting the handover when problems occur, as the UE never actually detached from its
previous Access Point (AP). Besides these advantages, MBB is important because it can
be combined with a RACH-less handover procedure, such as what happens in [52]. This
combination can also be used to allow the sending of an up-link communication grant
to the UE before detachment from p-BS, further reducing the time spent to re-establish
communication after the handover.

3.2 SDN-enabled User Mobility Management

SDN can be used to develop handover schemes to enhance mobility management solutions.
The possibility of decoupling the logic and forwarding functions of the network, and the
general knowledge about conditions of network elements are interesting features of SDN
that can be used to build such solutions. The authors in [30] propose two SDN-enabled
handover mechanisms using these features to enable continuous provisioning of services
running at the edge. They propose two protocols that allow the exchange of signaling
messages needed for the handover using a reactive and a proactive approach, which we
further discuss in section 3.2.1 and 3.2.2 respectively. These handover schemes have a
similar goal to the study performed in the context of Objective O.1. When studying this
objective, we proposed an SDN-enabled handover scheme that is described and compared
to these proposals in Chapter 4.

3.2.1 SDN-enabled Reactive Handover

In a reactive handover, all SDN procedures related to re-establish the communication of
the UE are performed after the handover attachment is finished. Thus, the UE disconnects
from p-BS, connects to t-BS, and in the case of SDN-enabled handovers, communication
path changes are then installed in the network. Figure 3.2 [30] shows a reactive handover
strategy. The main roles in the handover belong to UE and t-BS, and p-BS has only
a passive role in the procedure. The reactive handover starts executing all steps in a
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traditional handover, represented in the L2 attachment box in Figure 3.2. The SDN
procedures needed for the communication re-establishment are only executed after this
L2 attachment when the following signaling operations are executed:

1. the procedure starts with the UE sending a Router Solicitation (RS) to t-BS, after
it is already attached to it;

2. when t-BS receives the RS message, a Proxy Binding Update (PBU) message is
then issued to the controller;

3. once the controller receives the PBU message, it starts to install communication
flows in the network in order to update the communication paths and re-establish
communication; it also sends a Proxy Binding Update Acknowledgement (PBA) to
inform t-BS that the communication path updates are taking place;

4. after the communication paths are updated, data received and stored at p-BS during
the handover is forwarded to t-BS;

5. after receiving the PBA message, t-BS issues a Router Acknowledgment (RA) to
the UE to inform that communication can be re-established;

6. finally, forwarded data from p-BS to t-BS can be sent to UE, from this point UE
can communicate normally.

Data
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L2  attachment

PBU

FlowMod
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RA

Buffered DL data

Buffered DL data
Buffered DL data

FlowMod

Data

PBA

DL data
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New path setup

SDN
controller Switches
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p-FS and n-FS

Switches in
the optimal
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p-BSUE t-BS

Figure 3.2: Reactive Handover in Software-Defined Networks [30] © 2018 IEEE.

Reactive handover schemes lead to longer Handover Execution Times (HETs), i.e.,
the time taken for a UE to complete connection transfer from one BS to another, since
UE disconnects from p-BS without prior preparation. However, reactive approaches are
important since most proactive strategies depend on the existence of an overlapping cov-
erage zone of the BSs. When this zone does not exist, or communication with p-BS is not
possible due to other factors, reactive schemes are used as a fallback.
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3.2.2 SDN-enabled Proactive Handover

In the proactive handover proposed in [30], SDN-related procedures to re-establish com-
munication start before the UE attaches to t-BS. In this scheme, UE sends a final message
when detaching from p-BS that is used to start the handover. After the detachment from
p-BS, the UE starts the attachment to t-BS, while the communication paths are updated
in the network as shown in Figure 3.3. Then, the following steps are executed:

1. after UE disconnects from p-BS, a final L2 report message is sent to signal the start
of the handover procedure;

2. when p-BS receives this L2 report, a Deregistration Proxy Binding Update (D-PBU)
message is issued to the controller to allow the installation of the communication
paths;

3. as the controller receives the D-PBU, the installation of communication flows starts
with multiple Flow Modification (FlowMod) messages sent to the switches in the
network;

4. when UE attaches to t-BS the communication paths were already set, and data sent
during the handover procedure is already being forwarded from p-BS to t-BS, UE
will then send a RS to t-BS;

5. after receiving the RS, t-BS will start the process of proxy updates by sending a
PBU to the controller;

6. the controller will receive the PBU and respond with a PBA to t-BS;

7. once PBA arrives to t-BS, a RA is sent to the UE to inform that communication is
re-established;

8. finally, forwarded data from p-BS to t-BS can be sent to UE, from this point UE
can communicate normally.

The proactive approach saves time by carrying out SDN-related procedures during the
detachment and re-attachment of the UE. While this approach reduces the time required
to re-establish communication after the attachment, the RACH procedure is still used in
this scheme, which leads to only a small reduction of the total HET when compared to
the reactive approach. The RACH procedure is the bottleneck of traditional handover
schemes and is still present in these proposals of the literature [30]. In order to further
reduce HET, one strategy is to avoid the execution of the RACH, which is used in our
approach discussed in Chapter 4. In our proposal, we increase the number of signaling
messages exchanged in order to allow CTI information to be exchanged between the BSs,
thus allowing TA to happen before the handover, and removing the necessity of the RACH
procedure [52].
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3.3 Mobility-aware Networking

Some Mobility-aware Networking strategies were already discussed in Chapter 2, for in-
stance, Host Identity Protocol (HIP) [175, 174], MobilityFirst [248] and name-based ar-
chitectures, such as, SCN [37], Layered SCN (L-SCN) [81], Named-Function Network-
ing (NFN) [243], and Object-Oriented Networking (OON) [147]. Besides those, there are
still other important solutions in the scope of the present thesis. Ravindran et.al. [199]
proposed the usage of name-based routing for high-level service and application provision-
ing at the edge of the network, such as enterprise applications and Internet of Things (IoT)
services. The authors design a framework that combines SDN and Netwrok Function Vir-
tualization (NFV) to realize SCN behavior. Other studies in the literature combine SDN
and Information-Centric Networking (ICN) [282] and focus on two strategies. Firstly,
on creating or extending traditional SDN protocols with routing fields and controller
actions. For instance, Named Data Networking architecture based on Software-Defined
networks (NDNS) is a routing protocol for Named Data Networking (NDN) that relies
on SDN features when updating the traditional ICN tables. The authors propose addi-
tional tables not present in traditional ICN architectures to enable name-based routing
over SDN, such as a Flow Forwarding Information Base (FlowFIB) that specifies actions
to be taken according to name prefixes in requests, and a Data Information Base (DIB)
that holds information of adjacent nodes connected to switches in the network. Or sec-
ondly on overwriting and re-signifying SDN fields to store ICN-related data allowing the
emulation of ICN behavior without hardware and protocol changes. Software-Defined
Information-Centric Networking (SD-ICN) [262] is a protocol that replaces traditional
source and destination field in the Openflow protocol with hashes of names of network
objects in order to route packages. In the present thesis, we used this second approach
due to the possibility of emulating ICN with the already available features of Openflow.
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Thus, our solutions were designed with the Openflow protocol in mind, yet our proposal
is not bound to use Openflow since a different implementation could also work with other
SDN solutions.

Xing et al. [262] propose a strategy to achieve ICN behavior on top of existing Openflow
directives. The approach consists of using IP headers to store hashes of content names.
Since the controller knows the position of the contents and can evaluate these hashes, it is
possible to create the routes needed to consume these objects. Yet, this approach has two
shortcomings: (i) the usage of both IP headers for hashing prevents the controller from
getting information about the request origin, which impedes to evaluate content retrieval
route; and (ii) the usage of simple hashing of the content naming, which leads to loss of
prefix-based matching. In our proposal, we use a similar strategy of hashing service names
to emulate ICN behavior over SDN. However, we keep information about the origin of
the requests to allow the services to respond to the requests received. Also, we proposed a
different hashing strategy that permits the usage of prefix-based matching. We compare
our proposal to this solution in Chapter 5.

3.4 Distributed Application State and User Session
Management

Whereas instances of stateless services can be replicated and deployed in multiple loca-
tions, stateful services are not interchangeable; thus, replication is more challenging [6].
These instances are not interchangeable because, depending on the current state of the
application, they might provide different responses for the same request. For instance,
regarding Long Term Evolution (LTE), the Serving Gateway (SGW) is a stateful function
that runs in the 4G mobile core network, namely Evolved Packet Core (EPC). This gate-
way handles the state of the connections of the UEs when performing handovers. This
state data includes IP address assignment, user mobility information, such as the ID of
the cell the user is connected to, and information about the data consumption of that
user. State data and user session data are the sets of information that can differentiate
each service instance. This data will be referred to as Application State and User Session
Data (ASUSD) throughout this thesis. When no synchronization is used for multiple
instances of stateful services, these instances are not interchangeable because they have
different states. While synchronization can be used to ensure the same data is accessible
for multiple service instances, it comes with the cost of consuming network resources to
exchange messages to allow the data to be kept synchronized.

At the edge of the network, if an instance needs to be relocated to a different host,
ASUSD also has to be moved in a context transfer or service migration operation. These
operations may lead to degradation in service provisioning or an increase in latency for
service consumption. Therefore, different studies in the literature work on identifying
strategies to manage this type of data for services running at the edge.

A more general mobility-aware state support mechanism was proposed for SDN [191].
The authors propose a flow rewriting mechanism that enables the user to consume the
state from a static host. Yet, consuming from a static node may lead to an increase in
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latency. In the context of ICN, CCNx Key Exchange Protocol (CCNxKE) [173] proposes
mobile sessions in CCNx. However, the mobility in this protocol is handled by exchanging
keys (i.e., migration token), which still results in network configuration overhead in this
process. Session support has also been studied in SCN [82], yet it relies on consuming
the service from the same host infrastructure and does not support the mobility of the
sessions. The authors propose adding a session token to the service name to establish a
session with a given provider (i.e., host node). With this, the user can access the same
session by consuming the service from the same host.

Filho et al. [73] propose a transparent mechanism to replicate state data in multiple
hosts. The authors cover two main scenarios: (i) centralized state, in which the service
should be stopped while the state is migrated; and (ii) distributed state, where a coher-
ence mechanism is proposed that replicates all data update operations in all hosts. Both
scenarios have issues. First, stopping services for long periods of time may be critical
for some applications. Second, running data updates multiple times reduces scalabil-
ity, consumes unnecessary resources, and may still lead to coherence issues when some
instructions are lost.

Fondo-Ferreiro et al. [74] investigate how to migrate ASUSD from Cloud to Edge or
between two different Edge nodes while maintaining service continuity. The users propose
to (i) create a new instance of a service in a target host, (ii) replicate the state of the
service, and then (iii) divert the traffic to the service using SDN. To migrate ASUSD, the
authors propose to setup a new instance of the service at the destination, then replicate
all requests received by the service to this new instance in order to produce the same
final state. In our solution, we use a similar approach. However, instead of replicating
all requests to a new service instance, we snapshot the original instance and replicate
only the new requests received after this snapshot. This change can reduce the time for
replicating the state by reducing the number of requests and processing time required to
reproduce the actions related to each request. Also, these replicated requests are stored
by the SDN controller; if fewer requests are required, fewer resources are used at the SDN
controller.

Bao et al. [26], and Ouyang et al. [186] propose similar approaches in which users are
closely followed by service instances that migrate between different BSs as UEs move.
Bao et al. [26] study service migrations triggered whenever a user connects to a different
BS. This approach leads to many migrations, which may eventually result in network
overhead and service provisioning degradation. Ouyang et al. [186] propose a service
placement methodology to minimize total perceived latency at the UE in the system. To
avoid constant migration of service instances, the authors introduce migration costs and
use them to balance the number of migrations with the latency. In this study, decisions
about service migration are taken with a fixed frequency in well-defined time slots where
all users send reports to a controller. At the end of every time window, the SDN controller
estimates the near-optimal best UE-BS allocation for all users and implements it in the
network. This approach may have issues in highly mobile scenarios because latency levels
may vary excessively before the end of a given time window when service locations will be
updated. Furthermore, multiple migrations of services simultaneously may overload the
network. Our proposed approach operates asynchronously, responding to user mobility
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events, leading to a more specific control of latency for individual users while distributing
the migration events over time.

3.5 Chapter Conclusions

The related studies discussed in this chapter were divided into three categories in sec-
tions 3.2, 3.3, and 3.4 relative to the specific objectives O.1, O.2, and O.3 respectively.
While these objectives could be developed separately and obtain performance improve-
ment in orchestrating stateful services at the edge, we expect the combination of the three
strategies to achieve better results. Some of the proposed objectives pose more complex
challenges than others. For instance, we expect to produce only minor contributions
related to service naming. However, these minor contributions are important to the full
composition of the target solution. The proposed naming solution aims to reduce the time
consumed to update addressing configuration needed in IP networks – i.e., discovering and
updating IP addresses.

The interdependence of the proposed topics can also be observed throughout the
present chapter. For instance, when discussing state management in Section 3.4, many
times addressing schemes (discussed in Section 3.3) have an important role in accessing
this data. This highlights the lack of a complete solution for mobility-aware service orches-
tration at the edge of the literature. In this chapter, we show that specific contributions
can be achieved in each area, and these contributions can be assembled and compose a
robust solution.

Table 3.1 summarizes the studies discussed in this chapter. The column “Proactive”
informs whether the proposal takes proactive measures to handle mobility events. The
columns “User Mobility” and “Service Mobility” informs which types of mobility events are
considered in the proposal. The columns “SDN” and “ICN” inform whether these technolo-
gies are used. The column “Addressing” informs if any strategy to improve addressing, i.e.,
dissociate addresses from network topology, is used in the solution. The column “Multi-
host” informs whether the solution allows consuming services from multiple hosts. The
column “State Migration” informs if the proposal allows state data reallocation. Finally,
the column “Mobility Aspect” informs how mobility is considered when making decisions.
The value “none” means that mobility is not considered, the value “independent” means
that although mobility is considered, the actions taken do not depend on the position of
users, the value “single” means that the proposal considers only current AP and next AP
of the UE, and the value “multiple” means that the proposal considers besides current
and next AP, also possible future APs.
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Chapter 4

User Mobility Management supported
by SDN

Research Question 1: How to orchestrate communication and service provisioning con-
sidering user mobility aspects?

Future vehicular applications will depend on communication from vehicles to many
other devices in their vicinity. One of the standards to allow this communication is the
Cellular Vehicle-to-Everything (C-V2X) [257]. Still, current cellular handover schemes
have to improve in order to cope with vehicular application demands. One way to en-
hance handover performance is by using modern handover strategies, such as avoiding the
Random Access Channel (RACH) procedure during the handovers, namely RACH-less;
or preparing all post-handover configuration to re-establish communication before the de-
tachment of the User Equipment (UE) from the Base Station (BS), namely Make-Before-
Break (MBB). The present chapter discusses a handover scheme that combines Software-
Defined Networking (SDN) features with the RACH-less and MBB strategies [204]1 in-
troduced in the context of the User Mobility Management (O.1) objective of this thesis.
While studying user mobility in cellular networks, the main contributions discussed in this
chapter were the design of a handover protocol that (i) combines SDN signaling with lower
layer handover operations and (ii) allows the exchange of Cell Timing Information (CTI)
between BSs in order to reduce the necessity of performing the RACH procedure. Our
proposed scheme has a shorter Handover Execution Time (HET) when compared to other
schemes from the literature [30] while keeping a reasonable message signaling cost.

4.1 Overview

Traditional handover schemes between different BSs today have an average HET of around
45 ms [1], which happens due to the RACH procedure that takes place during the han-
dover. This procedure is a 4-way hand-shake between UE and BS that allows the UE to
perform a Timing Alignment (TA) with a target BS. Since the user is not connected to
this BS, it is not awaited and has to get a communication grant randomly accessing the

1Partially reproduced in this chapter – Copyright © 2011 IEEE.
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channel and requesting it from the BS. This procedure is a bottleneck in the handover
and is responsible for at least 10-12 ms in the entire procedure [1]. Besides that, current
handover strategies force UE to fully detach from its BS before reconnecting to a new
one. This approach further increases the time spent to re-establish communication after
a handover.

In order to enhance the performance of cellular networks, The 3rd Generation Part-
nership Project (3GPP) has considered the design of RACH-less handovers, which involve
the usage of multiple antennas in the UE or even consider synchronized networks. As dis-
cussed in Section 3.1, a proposal of RACH-less handover for non-synchronized networks
that do not rely on the existence of the multiple antennas in the UE was proposed in
the literature [52]. This proposal considers that CTI can be exchanged among both BSs
involved in the handover, allowing the TA to happen without the need for the RACH
procedure. Yet, this RACH-less procedure can only happen when UEs can reach both
previous Base Station (p-BS) and target Base Station (t-BS).

Besides RACH-less handover, MBB handover is also expected to further decrease in-
terruption times related to handover events by preparing all configurations needed for
communication at t-BS before UE detaches from p-BS. One other factor to consider is
the trend for SDN-controlled cellular networks. In an SDN scenario, centralized informa-
tion at the controller can ease the management and adaptability of the network. However,
in SDN, the controller must be aware of the attachment point of all users to perform rout-
ing, load balancing, among other controller tasks. This adds yet another responsibility
when performing a handover in SDN networks, which is to update the knowledge base
of UEs’ Access Points (APs). The present chapter describes a handover scheme designed
to cope with these limitations and characteristics of RACH-less, MBB, and SDN-enabled
handovers. Our proposal, named SDN-enabled RACH-less MBB Handover (SRMH), is
described in Section 4.2. Section 4.3 describes the general methodology used in the ex-
periments in this chapter and also in chapters 5 and 6. We evaluate SRMH in comparison
with two baseline schemes in Section 4.4. Finally, Section 4.5 gives some final remarks
about the study exposed in this chapter.

4.2 SDN-enabled RACH-less MBB Handover

To allow the reduction of HET required to update the controller knowledge base and
install network paths, signaling messages are triggered while the handover happens. Fur-
thermore, the protocol is designed to exchange signaling messages carrying CTI to avoid
the necessity of performing a RACH in regions where the UE can communicate with both
its p-BS and t-BS. When the UE cannot reach both BSs, a handover is performed re-
lying on the RACH procedure; both alternatives with or without the RACH are shown
in Figure 4.1. The main flow of the diagram shows the RACH-less alternative. When
RACH is used, the detachment and re-attachment to a new BS are performed together
with sending the final L2 report.

In SRMH, instead of breaking the connection with p-BS after sending the L2 report
that would normally trigger the handover, UE waits until it receives a Radio Resource
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Figure 4.1: Workflow of the proposed handover mechanism [204] © 2021 IEEE.

Control (RRC) message that informs that network paths for the communication after the
handover are ready and also brings required CTI for its TA [52]. Similar to the proactive
handover discussed in Section 3.2.2, the whole process is started when the UE sends a
final L2 report to its current BS. For the RACH-less procedure, the following steps are
executed:

• After receiving the L2 report and Router Solicitation (RS), p-BS sends a Proxy
Binding Update (PBU) to the controller.

• When the controller receives the PBU, it sends the Flow Modification (FlowMod)
commands to set the communication paths and also a Proxy Binding Response
(PBR) to t-BS. This message also contains Cell Radio Network Temporary Iden-
tification (C-RNTI), which is defined by the controller and needs to be known by
both BSs.

• Once the PBR arrives at t-BS, this BS embeds its timing information CTIt and
forwards it to p-BS in a Proxy Binding Update Acknowledgement (PBA).

• After receiving the PBA, p-BS uses the CTIt received and combines it with its own
clock references to compute the final CTI, according to Equation 3.3. This CTI is
sent to UE in the RRC message.

• The UE receives the RRC and performs the attachment to t-BS, it also negotiates the
next uplink grant and uses it to transmit the Connection Reconfiguration Complete
(RRCC) message indicating that the attachment is complete.
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• When t-BS receives the RRCC, communication can be re-established, and buffered
data can be forwarded to the UE. t-BS now has to emit RRC acknowledgments for
the controller, p-BS, and the UE.

• Upon receiving the acknowledgments, the other entities involved in the handover
finish the detachment process. This is important since these connections were kept
alive to execute the MBB handover, and they can be finished just at this point.

When the UE cannot communicate to both BSs, the fallback handover, including the
RACH procedure, takes place. Then, the detachment and re-attachment highlighted in
Figure 4.1 are triggered at the start of the handover. Also, RS is sent to t-BS instead of
p-BS. Besides that, the PBA message is not required because TA was already performed
together with the RACH procedure. Therefore, the following steps are executed when a
RACH handover is performed:

• UE uses RACH to connect directly with t-BS.

• After attachment, UE sends RS to t-BS.

• T-BS then issues a PBU to the controller to update information about UE and setup
network paths.

• Upon receiving the PBU, the controller issues FlowMod commands and sets the
new paths to and from UE.

• After issuing the FlowMod command, the controller sends the PBR to t-BS.

• When t-BS receives the PBR communication can already be re-established. t-BS
still sends an RRCA to UE informing that communication paths were updated.

Compared with the baseline schemes [30], the differences in the messages sent impact
the cost in terms of control messages sent over the network. This impact is caused
because the messages have different destinations in SRMH and in the baseline scheme
studied. HET and signaling cost are evaluated in Section 4.4.

4.3 Evaluation Methodology

In the present section we discuss the common methodology that was used in all ex-
periments, not only from this chapter, but also in chapters 5 and 6. The performance
evaluation of our solution was achieved using simulations with user and service mobility
events at the edge of the network. All experiments were evaluated targeting vehicular
applications, in which vehicles were connected to the network using Long Term Evolu-
tion (LTE) technology. The vehicular network scenario is appealing for our studies since it
is a scenario that has high mobility standards, with speeds in the order of a few dozen kilo-
meters per hour, and that has many latency-constrained applications, such as vehicular
automated overtake (10 ms), pre-crashing sensing and warning (20 ms), and see-through
(50 ms) [133].
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In order to simulate vehicular mobility, we used a well-known urban mobility simula-
tor, namely SUMO [124] (version 0.32.0). This simulator allows the creation of realistic
mobility flows in different cities using openly available road network representations, such
as OpenStreetMap [184]. There are also notable realistic mobility traces compatible with
this simulator available in the literature, such as the vehicular mobility trace of the city
of Cologne, Germany [244]. We used two mobility scenarios to perform the experiments
later discussed in this thesis: a highway scenario and a scenario using the Cologne trace
– specific details about these scenarios will be given in the respective sections when the
results are discussed. In both cases, LTE BSs were positioned to allow the vehicles to con-
sume the services, and a wired topology was generated to create a scenario where optical
fiber connects these BSs. Table 4.1 shows specific parameters used for the simulation of
wireless and backhaul links in the scenarios.

Table 4.1: Parameters used for the simulations [204] © 2021 IEEE.
Description Value
Wireless channel LTE model [251]
Transmission Time Interval (TTI) 125 µs or 1 ms
Wired link queueing delay 0.3 ms (±0.18 ms jitter) [142]
Switch processing time 75 ns + n× 5 ns [192]

To simulate the network in our experiments, we used a traditional network simulator
called Omnet++ [246] (version 5.6). This event-based simulator allows the modeling of
various network components based on a modular abstraction. There are several frame-
works and toolkits that facilitate the simulation of different technologies that run on top
of Omnet++. In our studies, we used the three frameworks as shown in Figure 4.2: (i)
INET [169] (version 3.6.8), a framework that makes available a series of models from
different network components; (ii) SimuLTE [251] (version 1.1.0), a framework for LTE
communication simulation; and (iii) Veins [226] (version 5.1) that works as a bridge to
connect Omnet++ and SUMO simulators. The experiments described in chapters 4, 5,
and 6 run on top of this simulation architecture, as depicted in Figure 4.2.
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Experiments Architecture

Simulator Layer

Framework Layer

Experiment Layer

Figure 4.2: Overview of the simulation architecture used.

4.4 Performance Evaluation

In the present section, the performance of SRMH is compared to baseline proactive and
reactive schemes from the literature [30] that were discussed in sections 3.2.1 and 3.2.2.
We compare the solutions using two metrics, HET and control plane signaling cost; we also
evaluate how scenarios with different coverage impact the performance of the handovers.
The specific methodology for the results in this section is given in Section 4.4.1. The
analysis of the HET is shown in Section 4.4.2. Simulation results of the system cost of the
different approaches evaluated are shown in Section 4.4.3. Finally, Section 4.4.4 discusses
about results obtained by varying the average coverage of the scenario.

4.4.1 Performance Evaluation Methods

HET is the time elapsed between the last message sent from UE to p-BS and the moment
data communication was re-established with t-BS. To evaluate the system cost of a
handover H, we consider the set MH of control messages sent to perform H. Each
message m ∈ MH has to be sent over multiple hops e ∈ E over a path Pm in the network
G = (V,E). Every link e has a weight we defined according to the type of link, 1 for wired
and 10 for wireless. Also, each message m has a size sm displayed in Table 4.2. The cost
of the handover H is defined as

C[H] =
X

m∈MH

X

e∈Pm

wesm. (4.1)

The evaluation and comparison are made using the simulation stack and parameters
described in Section 4.3. For the experiments discussed in this chapter, the scenario used
is shown in Figure 4.3. The red line in Figure 4.3 indicates the path all the vehicles would
take in the simulation. All circles represent BSs used by the UEs as AP. The light blue
circle marks the BS that hosts the SDN controller, the red circle represents the BS that
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hosts the services consumed by the users, the black circles are fixed BSs in the topology,
and the white circles represent BSs that were moved in, or removed from, the topology
to achieve different values of coverage for the experiments discussed in Section 4.4.4.
Furthermore, the summary of the main parameters used in the simulation is shown in
Table 4.2.

1 Km

Figure 4.3: Network topology used in the experiments [204] © 2021 IEEE.

Table 4.2: Parameters used for the simulations [204] © 2021 IEEE.
Description Value
Wired link cost weight 1
Wireless link cost weight 10
Flow Modification (FlowMod) message size 32 Bytes
L2 report size 52 Bytes
RS/RA size 52 Bytes
PBU/PBA/PBR size 72 Bytes
RRC/RRCA size 52 Bytes
Transmission Time Interval (TTI) 1 ms
Number of vehicles 100
Vehicle average speed 20 Km/h

4.4.2 Handover Execution Time Analysis

Figure 4.4 shows the complete distribution of HETs for the three approaches compared,
the Reactive and Proactive approaches from the literature [30], and SRMH. Along the X-
axis, the different handover schemes are displayed, while on the Y-axis, the observed HET
in milliseconds. Both the reactive and proactive handovers displayed rely on using RACH
to attach users to the BSs. Therefore, we observe these distributions above the 50 ms
mark, which is around the average time consumed on a handover that uses RACH [1]. Our
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proposed handover scheme is composed of a proactive handover strategy with a reactive
fallback strategy. This strategy is used when the UE cannot communicate to both BSs
involved in the handover event, in which case a RACH procedure will be performed to
allow UE to connect to t-BS. The existence of these two strategies created the bimodal
distribution observed in Figure 4.4, the handovers that use RACH are responsible for the
upper mode. In contrast, the RACH-less handovers are responsible for the bottom mode.
In general, this distribution leads to a lower average HET in SRMH, as shown by the
horizontal line in the middle of the distributions.
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Figure 4.4: Handover Execution Time distribution.

4.4.3 System Cost Analysis

Figure 4.5 shows the distribution of signaling cost per handover according to Equation 4.1.
Different handover schemes are shown along the X-axis, while the Y-axis shows the cost
evaluated using Equation 4.1. The distributions of the three approaches have multiple
modes. This happens because of the way messages are sent in the network. Since a simple
topology is used for the experiments, many handovers occur between the same BSs, which
causes the same value of cost to be observed many times. As the targets of these messages
changes in each handover scheme, we observe multiple modes in Figure 4.5 indicated by
the wider zones in the violine plot. Also, the amount of messages sent over the wireless
link significantly impacts the distribution behavior because these links have a greater
weight. It is important to notice that all vehicles are subject to the same BS transitions.
Therefore, the mobility patterns do not have an impact on the cost observed. As shown
in Figure 4.5, despite obtaining the highest values for cost among the three approaches,
SRMH had an average cost that lies between the averages of the reactive and proactive
baseline schemes, with the majority of the handovers in this interval.
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Figure 4.5: Handover system cost distribution.

4.4.4 Coverage Analysis

As discussed in Section 4.2, the proposed handover scheme operates in two modes, using
the RACH procedure or not, depending on the reachability of p-BS and t-BS. This
characteristic indicates that the coverage of the scenario may have an impact on the
performance of SRMH. Therefore, the current section varies the coverage of the simulation
scenario by placing BSs further apart from each other to evaluate this impact. The
white circles in Figure 4.3 represent BSs that were added, removed, or moved to produce
six different coverage configurations. The average distance between BSs varied in these
configurations from 100 m to 600 m. These newly created scenarios had 13, 8, 5, 4, 3,
and 3 BSs for each coverage from highest to lowest.

Figure 4.6 shows the variation of HET according to the changes in coverage. The av-
erage distance between BSs is shown along the X-axis, while the average HET is displayed
on the Y-axis. Since the baseline schemes from the literature use RACH, there is no im-
pact on the execution time depending on the coverage of the BSs. This can be observed in
Figure 4.6, where the average HET stays almost constant for all coverage configurations
for the two baseline schemes. On the other hand, SRMH is impacted by the changes in
coverage. As shown in Figure 4.6, lower coverage impacts SRMH negatively since, more
often, it will be necessary to use the RACH procedure. Nevertheless, for all configurations
used, SRMH still showed a better performance than the baseline schemes.

Figure 4.7 shows the variation in signaling cost due to the changes in coverage of the
scenario. On the X-axis, the average distance between BSs is shown, while on the Y-axis,
the average cost per handover is displayed – again, this cost is evaluated according to
Equation 4.1. For most of the configurations studied, SRMH had a behavior similar to
the one observed in Section 4.4.3 where the cost seats between the two baseline schemes.
We also observed a significant variation in the general behavior of the cost together with
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Figure 4.6: Comparison of average HET for different coverage scenarios with 99% confi-
dence interval.

the coverage. This behavior is expected due to the different topologies of the network. A
greater number of hops to be traversed in the network, induced by the existence of more
network nodes, leads to greater cost values.
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Figure 4.7: Comparison of average system cost for different coverage scenarios with 99%
confidence interval.
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4.5 Chapter Conclusions

The current chapter introduced an SDN-enabled handover scheme that assembles mod-
ern handover techniques, i.e., RACH-less and MBB. In order to enable a RACH-less
procedure considering a non-synchronized network [52], the signaling protocol has to be
re-designed to be able to collect and deliver the appropriate data, i.e., CTI and C-RNTI
while also updating the controller knowledge base about position of the UEs in the net-
work. We evaluated SRMH and compared it to baseline schemes from the literature [30]
and observed that we could reduce average HET while keeping a reasonable cost with con-
trol messages. We also studied how BS coverage in the scenario could impact the usage
of our proposed handover scheme. This was made since the RACH-less handover strat-
egy for non-synchronized networks deepens on the reachability of the two BSs involved
in the handover event. It was possible to notice that even with the negative impact of
lower coverage, the proposed method still achieves better performance than the baseline
schemes in terms of HET.

The present chapter shows the signaling protocol to implement the SDN-enabled
RACH-less MBB handover. However, we do not discuss how the greater availability
of information in the SDN controller could be used to improve the handover procedure
further. For instance, information about position and mobility patterns of UEs could be
used with Machine Learning (ML) algorithms to predict handover events and take proac-
tive actions even before the event is triggered. Exploring this decision process could be
an interesting next step for our study. Another possible extension of this work could be
a more exploratory analysis of the scenario with different speeds or even more realistic
mobility patterns. This is interesting since handover success rates may vary depending
on the speed of the UEs.

After studying issues related to the management of the mobility of users using SDN,
this thesis proceeds to explore the interaction and effects of user mobility and also service
mobility when consuming services provisioned at the edge. In Chapter 5 a name-based
protocol is proposed to mitigate the disruption caused by these mobility events.
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Chapter 5

Mobility-aware Software-defined
Service-centric Networking

Research Question 2: How to handle network addressing updates after mobility events?

Emerging applications, such as connected vehicles, have requirements that cannot be
coped with using current networking protocols. Different architectures emerge in order
to tackle these shortcomings. For instance, the usage of Software-Defined Networking
(SDN) is widely awaited to enhance the management of different networks, as also other
approaches such as Information-Centric Networking (ICN). In the present chapter, we
discuss Mobility-aware Software-Defined Service-Centric Networking (SD-MSCN) [205]1,
a network addressing scheme to pursue mobility-related issues when provisioning services
at the edge of the network proposed in the context of the Mobility-aware Software-defined
Service-centric Networking (O.2) objective of this thesis. SD-MSCN combines features of
SDN and ICN to allow the proactive reaction to user and service mobility events in the
network. We compare our proposal with other SDN-enabled IP and ICN solutions from
the literature. The main contribution discussed in this chapter is the design of a name-
based addressing scheme on top of SDN that has a good performance at reducing the
end-to-end latency of requests sent after mobility events. When handling user mobility
events, our proposal has a better performance compared to the IP-based reactive solutions
but is similar when compared to proactive strategies. Additionally, when service mobility
events are introduced, our proposal achieves notably better performance than the other
strategies evaluated.

5.1 Overview

The mobility of users and services causes communication disruptions at the edge of the
network. In the present chapter, our goal is to discuss a solution that changes the address-
ing scheme of the network in order to mitigate this mobility-related disruption. Therefore,
we explore an ICN-inspired addressing scheme as an alternative to IP addressing. ICN
advocates for the addressing of network entities based on interests to communicate to

1Partially reproduced in this chapter – Copyright © 2011 IEEE.
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that entity rather than its topological location, i.e., network host. Regarding mobility,
ICN-based architectures bring the advantage of separating addressing from the network
topology by routing network objects using their names instead of the identification of
their host. This way, after mobility events happen in the network, there is no need to
update addresses in messages or stored by the users. The address of an entity is always
consistent, which allows the routing of packages as soon as the routing tables are updated
in the network.

While ICN-inspired architectures bring advantages when handling mobility events at
the network, they also come with some challenges. The first challenge is the requirement
for deployment of ICN-enabled hardware in order to implement the ICN on the network.
One solution for this issue is by implementing ICN behavior on top of SDN [167, 263, 205].
Since SDN is already awaited to be used in the management of several types of networks,
especially at the Edge [25] and with 5G [130], researchers consider this technology as a
basis for deploying ICN solutions. Another issue of ICN architectures is the time taken to
propagate routing information in the network, which is particularly a problem in wireless
networks as the topology changes frequently [69]. This issue can also be tackled using
SDN since the controller has the ability to inform routers directly about network changes
in a timely fashion. Since these two features of SDN can mitigate issues of ICN, the
combination of these two technologies is interesting in the scope of this thesis. Therefore,
in our solution, besides describing the pure ICN-inspired solution, we discuss an SDN-
based implementation in Section 5.2 and evaluate it in comparison with other IP and ICN
architectures that also use SDN in Section 5.3.

5.2 Mobility-aware Service-Centric Networking

In this section, we discuss the idea of Mobility-aware Service-Centric Networking (MSCN)
that consists of using ICN-inspired name-based addressing to route packages for mobile
entities in the network. ICN-inspired protocols are interesting to address mobility since
the dissociation between addressing of network objects and network topology generally
eases routing [69]. When network entities are routed without considering their network
position, it is possible to create a transparent mobility management for these mobile
entities; these entities do not need to be informed when their counterpart changes its
Access Point (AP). Despite easing mobility management, name-based routing has other
advantages, such as removing the need for naming resolution and allowing optimized
Service Instance (SI) selection [37].

Section 5.2.1 describes the concept of MSCN. Section 5.2.2 presents an SDN-based
implementation, namely SD-MSCN, that is fully compatible with the Openflow proto-
col [182], the most important switch specification to enable SDN. Since SD-MSCN is
based on a hashing strategy, we discuss the impacts of possible hash collisions in Sec-
tion 5.2.3. Finally, the workflow of SD-MSCN is discussed in Section 5.2.4.
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5.2.1 MSCN Concept

When using IP-based routing in a network, whenever a User Equipment (UE) is handed
over to a different AP, network updates are required to maintain communication since the
IP address in use is topologically bounded to the previous network. In general, cellular
networks use the Mobile IP [189] protocol, in which the previous network is used as a
proxy. Thus, packets first go to this network and just then are forwarded to the new AP
of the UE. If name-based addressing is used, new packets can be routed using an optimal
path as soon as the network updates are implemented in the network because the addresses
are not bound to the topology. Reducing the number of packets sent through sub-optimal
paths in the network can decrease communication latency after mobility events.

Similarly, when service mobility events occur while using IP-based routing, the address
of the host of the service may have to be updated, which may further result in requests
wrongly routed to the host where the SI was previously running. When this IP address
update happens, UEs have to invalidate their Domain Name System (DNS) caches and
get the new IP address to resume communication with the service. This process may
lead to more complex mobility management since it may require the active participation
of the UEs. When services are addressed by names, there is no need to invalidate their
addresses, as the service names do not change after the mobility event.

MSCN allows the dissociation of the network topology from addressing by using name-
based addresses inspired by ICN protocols. Another advantage of using name-based ad-
dressing is the possibility of the UE to consume the service from any instance in the
network when multiple options are available. This allows a transparent load balancing
of users without updating addresses but only routing tables in the network. Name-based
routing still allows UEs to consume the service from multiple instances simultaneously or
using multiple paths in the network. However, these possibilities are not studied in the
scope of the present chapter. We only study MSCN in the context of handling mobility
issues and improving the seamless provision of services at the edge of the network.

In MSCN, services are addressed using hierarchical names similar to NDN [10], where
the name of a service INk with k hierarchical components assumes the form

INk = {c1, c2, ..., ck}, (5.1)

where every component ci has a different meaning for the routing. INk can be represented
as Nk ≡ /c1/c2/.../ck. For instance, one possibility of a service name is given in Example 1.

/x/com.provider/warn/-22.814/-47.064/25m

Ex. 1. A service name with parameters.

In Example 1, the first component, i.e., “x”, represents the MSCN strategy, which
creates the possibility for the existence of multiple intra-MSCN strategies. These strate-
gies allow the definition of different purposes for the remaining components of the name,
thus creating more routing possibilities, for instance, when services have more specific
requirements for routing. The following two components in Example 1 are the provider
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identifier of the service and the service name. Finally, the other components of the name
store parameters for the service call that are controlled according to service provider busi-
ness and networking rules. While in Example 1, many parameters are specified, MSCN
only requires the first component to be fixed. All other components may have different
meanings specified according to the strategy value.

One important difference of MSCN from existing Service-Centric Networking (SCN)
protocols is the focus on the mobility of users and services. To also address the mobility of
UEs, we introduce an approach inspired by MobilityFirst [248]. In MobilityFirst, mobile
entities in the network are identified by Globally Unique Identifierss (GUIDs), which
achieves the desired dissociation from network topology as these GUIDs do not have to
be updated after mobility events. In our proposal, GUIDs are used only to address UEs
and not the services, which allows us to not rely on a GUID resolution system. UEs are
responsible for starting the communication with services. Therefore, there is no need for
the service to resolve the GUIDs, as it is able to reply back to source address in the headers
of the request received. This response can be routed by the network since the controller
has the information about the attachment points of the UEs. Since MSCN keeps the
information about the source and destination of the requests using service names and
GUIDs for users, we also remove the need for traditional Forwarding Information Base
(FIB) and Pending Interest Table (PIT) used in ICN protocols to forward back responses
of requests. These tables are usually a concern when implementing ICN architectures since
they demand the installation of specific hardware [69]. To avoid the necessity of a central
unit to assign GUIDs to users, this process of GUID acquisition could happen locally
in each UE, for instance, by generating random GUIDs with low collision probability.
The advantage of these GUIDs to address UEs can be observed when the UE performs a
handover while a request was sent to a service, but the response has not yet been received.
Despite the handover, the source address in the request will remain accurate. Therefore,
the response can be routed using the optimal path as soon as the network updates are
implemented in the switches of the network. These network updates could be implemented
proactively before the UE performs the handover in order to have the response already
arriving to the new AP where the UE will connect. For instance, Section 5.2.2 describes
an SDN-based implementation of MSCN, which takes advantage of the central controller
to proactively update network communication paths to maintain service provision after
handovers and service mobility events.

5.2.2 SDN-based Implementation

MSCN was designed to ease its implementation in SDN-enabled networks, specifically
when using Openflow. Therefore, in this section, we describe SD-MSCN a fully Openflow-
compatible implementation. When designing this implementation, a specific class of ser-
vices was considered. We consider services that produce unique responses to requests,
and, therefore, there is no need to cache these responses for reuse. This variation can be
due to: (i) different service parameters; (ii) variation of application state with time; and
(iii) authorization, or (iv) access control for users. As there is no caching of responses, the
need for the traditional Content Store (CS) from ICN protocols is also removed. There-
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fore, we can fully emulate our expected behavior using Openflow-enabled switches. While
it is a reasonable assumption that the existence of services where responses vary often
enough to remove the need for caching, there might be services that could use caching
to improve delivered Quality of Experience (QoE) to their users. It is still possible to
implement a solution with caching using non-modified Openflow-enabled switches. For
instance, caching nodes could be installed in the network to store the responses of the
services. This would require the controller to have information about these caching nodes
and create routes to consume cached responses from them. Yet, in this chapter, we do
not consider this possibility and implement MSCN using already available Openflow [164]
specification.

We designed SD-MSCN to use traditional Openflow matching fields to store infor-
mation that represents service names. In MSCN, services and users are addressed using
either names or GUIDs, which removes the need for IP source and destination addresses.
Therefore, we give a different meaning for these IP fields and use them to store UE GUID
and hashes of service names. Both the GUID and the hash can be created with the size
of an IPv6 address, i.e., 128 bits, to be stored in these fields. Besides these fields, we also
use the IP Proto field of Openflow to store a flag that informs whether the packet needs
to be processed according to IP or MSCN rules. This is made to allow the coexistence
of IP and MSCN routing on the same network, which allows exploring the most suitable
protocol for a given communication. These changes, allied with a specific MSCN manager
for the controller, allow the emulation of the desired behavior in the network that our
proposal requires.

The usage of hashes replacing traditional fields in SDN-enabled networks was already
proposed in the literature [247, 263]. However, these proposals still demand the extension
of network switches with ICN specific features. Besides that, some proposals use flat
hashes of network entity names, which may be a problem when routing services in which
the hashes would vary dramatically when, for instance, some parameters at the end of
the service name change. This hash variation would not allow the usage of prefix-based
matching, which leads to an increase in the size of the routing tables in the switches
and also an increase in the number of packets that require routing from the controller.
Sending many packets to be routed at the controller is a problem since it generates
control plane overhead and also controller scalability issues. To avoid these issues, we
use a hierarchical hashing strategy, in which name components are hashed separately,
and then these resulting hashes are concatenated. Thus, if a change in the parameters
of the service is to happen, the hierarchical hash would only have a change in its final
components, therefore still allowing prefix-based matching. The hashing space of every
component is defined according to the strategy parameter stored in the first component
of the name. Thus, the set of hashed components IHΛK

using the strategy ΛK of a name
INk is

IHΛK
[INk] = {λ1, hλ2(c2), ..., hλk

(ck)}. (5.2)

In Equation 5.2, c1 assumes the value λ1, which is a flag representing the strategy
ΛK = {λ1,λ2, ...,λK} of address space sizes for a hash function h. Since c1 = λ1 is a
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controlled value, there is no need to hash it. The resulting hash HΛK
[INk] is

HΛK
[INk] = 2SΛK

(1)λ1 +
KX

i=2

2SΛK
(i)hλi

(ci), (5.3)

where

SΛK
(i) =

KX

j=i+1

λj (5.4)

is the number of bits taken by all the components after the i-th component – assuming
the number of bits after the last component SΛK

(K) = 0. It is required that K ≥ k to
obtain a valid hash. As observed in Equation 5.3, the final hashed result comprises hashes
of all components. For instance, let hλi

(x) be the first λi bits of the SHA256 hash function
of x, and ΛK = x9 = {“x”, 64, 8, 8, 8, 8, 8, 8, 8}. Then, the final hash for Example 1, using
hexadecimal notation for the SHA256 results, is

HΛK
[INk] = 0x77× 2120 + 0xb7dc56d9c459021b× 256

+ 0xaa× 248 + 0xe8× 240 + 0x0e× 232

+ 0x08× 224 + 0x0 + 0x0 + 0x0,

(5.5)

which results in Example 2.

77b7:dc56:d9c4:5902:1baa:e80e:0800:0000

Ex. 2. Hash of service name in Example 1 formatted as IPv6 address.

Since the hashes of all components are concatenated, the controller can use prefix-
based matching when routing requests in the network. For instance, the controller can
install communication flows considering Example 3 as a prefix to all requests towards
the service call /x/com.provider/warn/*. The aggregation of multiple requests achieved
by using the prefix allows the reduction of the number of packets sent to the controller
and also the reduction of the number of rules installed in the tables of the switches in
the network. We can also identify from Equation 5.3 that collision probability when
hashing may cause routing problems. Therefore, collision probabilities are discussed in
Section 5.2.3.

77b7:dc56:d9c4:5902:1baa:::

Ex. 3. Prefix of service name considering hash in Example 2.

5.2.3 Address Space and Collisions

128-bits is a reasonably big address space with reduced collision probability, but since
prefix-based matching is used for routing, even a collision in the initial bits of the address
could already lead to routing disruption. This could lead, for instance, to requests to
a given service provider being routed to another one. Although the remainder of the
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components does not collide, the request would be routed to a different provider unable
to respond it. Thus, it is important to select SD-MSCN strategies to reduce the probability
of prefix collision when hashing service names. The probability of collisions on the i-th
component of strategy ΛK when hashing m names is given by the product of the individual
collision probabilities of every component up to i, as

PΛK
(i|m) = 1− P̄ΛK

(i|m) = 1−
iY

j=1

1−Q(λj|m). (5.6)

We always have K ≥ i in Equation 5.6, as i is one of the K components of the
strategy ΛK . PΛK

(i|m) is the collision probability on the i initial components of the
resulting hash, whereas Q(λj|m) represents the individual collision probability of the j-
th component alone with j ≤ i. Both probabilities consider that m names are hashed.
This result highlights that the collision probability is always higher for smaller i values,
therefore, shifting the focus of reducing collision probability to the sizes λi of the first
components. A similar reasoning of Equation 5.6 can be used to define Q(λj|m) as

Q(λj|m) = 1− Q̄(λj|m) = 1−
m−1Y

l=0

1− l

2λj
, (5.7)

where 2λj is the size of the address space for the j-th component – i.e., λj bits for address-
ing. Since | −l

2λj
| ≪ 1, Q can be approximated using a first-order Taylor expansion [40]

ex ≈ 1 + x for |x| ≪ 1 as

Q(λj|m) ≈ 1−
m−1Y

l=0

e
− l

2
λj = 1− e

�
−2−λj

Pm−1
l=0 l

�
, (5.8)

which leads to
Q(λj|m) ≈ 1− e−2−λj−1m(m−1). (5.9)

Equation 5.9 is the collision probability for one component of size λj when hashing m

names. Naturally, if we can control the values of a component, for instance, the strategy
in component c1, there is no collision as long as m ≤ 2λj , thus

Q(λj|m) ≈
(
0, if controlled

1− e−2−λj−1m(m−1), otherwise
. (5.10)

Equation 5.10 allows the evaluation of collision probabilities when selecting the size
of the hashed components of the names in a given strategy. These strategies differ from
each other by the number of components and the size of each component. For instance, a
generic strategy is represented by ΛK , where K is the number of components. Using this
notation, the set of all strategies with 9 components can be represented by Λ9. To specify
a strategy in this set, we need to define the sizes in bits of all components. These sizes
could be defined, for instance, as (λ1,λ2,λ3,λ4,λ5,λ6,λ7,λ8,λ9) = (8, 64, 8, 8, 8, 8, 8, 8, 8),
a vector of integers that specify the size of each of the 9 components. For this example, we
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will represent the strategy with the flag “x” that must then be stored at the component
λ1. Thus, we use the first 8 bits to store the flag – λ1 = “x”. Using this flag, this
strategy is defined as (“x” , 64, 8, 8, 8, 8, 8, 8, 8) – a numeric value can be stored in λ1, such
as the ASCII code of “x”, which is 0x78. The following 64 bits are used to store the
service provider hash, which could be used by a 64-bit long hash of a public key or an
Internet domain. Finally, the other seven components of 8 bits are reserved for routing
by the service provider, which can be used to create custom routing logic. Even the
service providers have to design names that will reduce the probability of collisions in
the prefixes, which can be done in different ways, such as: (i) removing parameters not
related to routing from naming or (ii) using more components to hash service names and
parameters if there are free components not used.

Using the second component with 64 bits leads the collision probabilities to increase
significantly only after m > 109. In Figure 5.1 we compare different sizes of components
λj to the collision probabilities to the hypothetical situation where we need to register
10 domains for each individual in the largest city in the world, which is currently Tokyo
with around 37 millions inhabitants. The horizontal axis shows the number m of names
hashed on a logarithmic scale. In contrast, the vertical axis shows the collision probability
Q(λ|m) given the λ selection and the number of names to hash m. The red vertical line is
placed at the 370 million mark. The blue square shows the interception of the red vertical
line with the probability curves in each graph.

��� ��� ��� ��� ��� ���

�

���

���

���

���

���

���

�
�
��

�

�������������

���

�����

�����

�����

��� ��� ��� ����

�

���

���

���

���

���

���

�������������

���

�����

�����

�����

Figure 5.1: Comparison of collision probabilities for different λ values [205] © 2022 IEEE.

The spatio-temporal aspect of routing requests also plays an important role in the
collision probabilities of SD-MSCN. Collisions only affect routing when they happen in
the same network and at the same time. If a collision happens in two different networks,
i.e., controlled by different controllers, these controllers will not even notice that the
collision happened. Also, since the communication paths of the network are updated
often, the same is valid if a collision happens between a hash in use and another that is no
longer consumed. The spatio-temporal aspect then lowers the overall collision probability
when using SD-MSCN.

As mentioned before, the strategy ΛK can be changed to adapt SD-MSCN to different
use cases, with only the requirement of reserving the initial 8 bits to store the value that
represents the selected strategy. For instance, when providing a virtual reality service
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aiming to explore cached views of the space, i.e., cached service responses, another strategy
ΛK = v4 = {“v", 56, 8, 56} can be used. In this strategy, c1, c2, and c3 still represent the
strategy, the provider, and the function, although fewer bits were used to represent the
provider because λ2 = 56. c4 is used to allow exploration of parameters since its hashing
space is λ4 = 56 bits. This better exploration of the parameters can happen because
they can be stored together in the final 56-bits long component (i.e., addressing space
≈ 7.2 × 1016). Example 4 shows the use case in which all parameters are in a single
component. Furthermore, even finer exploration of the addressing space is possible by
using collision resolution measures implemented at selected SI.

/v/com.provider/render/x-27.592y-48.424h3mα35°ρ45°r10m

Ex. 4. A service name with all parameters in the same component.

5.2.4 SD-MSCN Protocol Workflow

The workflow of SD-MSCN is shown in Figure 5.2, where a UE is a first user that starts
consuming a service, and later a joining UE will also consume the same service after
an initial setup was already performed for the previous user. For every user that starts
consuming the service, the SDN controller is responsible for installing communication
flows in the network issuing Flow Modification (FlowMod) control messages [182] to the
switches in the network. Figure 5.2-I shows the steps to allow the first request to arrive
from UE to the service. UE starts by creating a local hash of the service name to then
send the request message. This hash is created using Equation 5.4, similar to the example
given in Equation 5.5. As this is the first request to the service, there is no path installed
in the network. Thus a Packet-In control message [182] is created by the first switch
that does not know what to do with the request. This message is forwarded to the
controller that will inspect the message and install the communication flows required for
the communication between UE and service. Also, after issuing FlowMods to update the
network paths, the controller will generate a Packet-Out control message [182] to deliver
the request to its destination. A similar process in the opposite direction is shown in
Figure 5.2-II, which allows the response from that request to be delivered at the UE.
Finally, in Figure 5.2-III, all communication paths are installed, and the communication
can happen directly between UE and service.

Figure 5.2-IV shows the process of an UE starting to consume a service after the
initial setup – shown in Figure 5.2-I to Figure 5.2-III – was done by another UE. In this
case, if the joining UE attaches to one of the switches that already know where to send
the request for that service, this request is directly forwarded to the service. However,
when installing the initial response flow in Figure 5.2-II, we also installed a more generic
flow rule that, besides forwarding the response back to the joining UE, creates a Packet-In
message to notify the controller about other UEs consuming that service. This information
allows the controller to build a database of services and users that consume them. When
the controller receives this message, it also issues a FlowMod message to install a new
specific response flow to prevent future notifications, similar to this, from being sent to
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the controller by the same UE. After the controller was notified and the specific response
flow was installed to the joining UE, the communication normally happens between UE
and service as shown in Figure 5.2-V.

UE Controller ServiceSwitches between
Controller, UE, and Service

Request
Packet-In
FlowMod

Packet-Out

Response
Packet-In

Packet-Out
FlowMod

Packet-Out

Request Request
Respose Response

Name
Hashing

Joining 
UE

Name
Hashing Request

Response
Packet-InRespose

Request

Request Request
Respose Response

FlowMod

I

II

III

IV

V

Interest Packet
Control for
Interest Packet

Data Packet
Control for
Data Packet

Figure 5.2: Operation of SD-MSCN [205] © 2022 IEEE.

The notification that the controller receives about joining users is important since it
allows the controller to take proactive actions when handovers happen. For instance, since
now the controller knows users and the services they consume, eventual paths that need
to be installed after the handover to keep the users connected with the services can be
done proactively. This approach helps to handle user mobility events, however, service
mobility events also create issues in ICN architectures. This happens because, in general,
the information about path changes takes time to be propagated in the network among the
switches. SD-MSCN has an advantage in this scenario. Since it uses SDN, there is no need
to wait for routing information to propagate in the network. It can be actively installed
in the switches by the controller. Network updates due to service mobility events can also
be handled proactively since the controller has a global view of the network and knows
when services will be moved to different hosts. One advantage of using ICN instead of IP
is the possibility of creating the service-users database only by inspecting the Openflow
field of the message that stores the service hash. Implementing a similar mechanism in
IP networks would demand a dedicated service to acquire this information and build this
database, sometimes also requiring direct interaction from users and service providers.

5.3 Performance Evaluation

In the present section, we discuss the performance evaluation results comparing SD-MSCN
with other ICN and IP approaches. We follow the general evaluation methodology detailed
in Section 4.3 and focus the evaluation around two variables, (i) end-to-end latency to
consume services, measured from the moment a request was created at an UE to the



97

moment when a successful response was received from that request, and (ii) system cost,
measured as the number of control messages sent in the network. The specific details of
the methodology used for the experiments in this chapter not covered in Section 4.3 are
given in Section 5.3.1. Section 5.3.2 shows discusses the results obtained in the presence
of only user mobility, and Section 5.3.3 discusses the results when both users and services
experienced mobility events.

5.3.1 Performance Evaluation Methods

In this chapter, four protocols were evaluated for comparison:

(a) An IP over SDN protocol, referred to as Standard IP supported by SDN (SD-IP), in
which all addressing is done using IP addresses, and DNS is used for service name
resolution.

(b) A Proactive IP over SDN protocol, referred to as Proactive SD-IP that differs from
(a) in only two aspects: (i) data paths are proactively updated on handovers, and
(ii) when a service instance changes hosts, DNS invalidation messages are sent to
UEs so they can proactively request a new resolution of the service name. Since
IP architectures do not keep a service-users database, similar to our proposal, the
broadcast transmission was used to disseminate these invalidation messages.

(c) A protocol based on Software-Defined Information-Centric Networking (SD-ICN) [263]
that was developed similar to SD-ICN [263] that uses flat hashing over service names
and then replaces these hashes in traditional Openflow matching fields. In the orig-
inal study, authors propose the usage of both source and destination fields to store
these hashes. However, this approach would require specific features in the switches
to emulate PIT behavior from ICN. Therefore, we used only the destination field to
store the hash, and the source field was used to store information about the source
of the request to allow the controller to create the response communication flows in
the network.

(d) Our proposal referred as SD-MSCN as described in Section 5.2.

The topology used in the experiments is shown in Figure 5.3. The red line is the
path used by the vehicles that moved with an average speed of 50 km/h. The circles
represent Base Stations (BSs) that work as APs and also have the computing power
to run services, while the dotted lines represent the wired optical fiber backhaul links
between them. The blue circle is the host of the controller, and the red circle is the initial
host of the services that were consumed by UEs. The topology was created in a way to
create multiple handovers for the UEs in order to evaluate the behavior of the proposal.
Also, the controller was placed a few hops away from the core of the topology in order to
highlight the negative impact of protocols that send too many requests to the controller,
as this is an undesired behavior.

The experiments were divided into two groups, using static and dynamic services.
For the static services, the services were running in the red circle node throughout the
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Figure 5.3: Top view of the topology used for simulations [205] © 2022 IEEE.

entire simulation, while for the dynamic services, they would start running there, but
would change hosts randomly. This random service mobility pattern can be justified
by the various reasons that services may need to be moved to the edge of the network.
For instance, services may move for load balancing, energy saving, improved resource
allocation, or according to user mobility patterns. During the experiments, three services
were available with request rates of 1 per 1 s, 5 s, and 10 s. The adoption rates of these
services were 100%, 10%, and 50% respectively, and each of them would take 1-2 ms to
process the request before issuing a response.

5.3.2 Static Services

In the present section, we compare the four approaches aforementioned in the presence
of user mobility. Thirty-three simulation runs were performed for each one of the ap-
proaches in order to record the values displayed in this section. The first variable studied
is the average end-to-end latency observed by UEs, shown in Figure 5.4. On the hori-
zontal axis, four types of requests are shown: (i) the first request executed by each UE,
(ii) the first requests performed after handovers, (iii) the remainder of the requests not
in the two first classes, and (iv) the combination of all three classes. On the vertical
axis, the average latency is shown in milliseconds. Since IP-based solutions rely on DNS
resolution to identify the host address to which they send the request, they achieve poor
performance for the first request of each UE. This is due to the time consumed with
DNS resolution during the process of sending this first request instead of the local hash
operation that is performed by the ICN-based approaches. Furthermore, we observe that
Proactive SD-IP and SD-MSCN perform better on the first requests after handovers. This
happens since network paths are installed proactively during the handover, facilitating the
re-establishment of communication after the handover. Despite the better performance
in these two classes, the Overall class shows a similar behavior between both IP-based
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approaches and our proposal. This is a consequence of the small frequency in which
events on the two first classes happen compared to the total number of requests. Just
SD-ICN has a significantly worse performance overall, which is caused mainly by the flat
hashing strategy adopted. Using this strategy, most of the requests have to be sent to the
controller to get routed, which leads to an increase in the end-to-end latency as messages
are sent through a sub-optimal path most of the time.

Figure 5.4: Simulation results for round-trip latencies with 99% confidence interval [205]
© 2022 IEEE.

To better understand the differences between the latencies observed by using each of
the approaches evaluated, Figure 5.5 shows the Cumulative Distribution Function (CDF)
of latencies. Figure 5.5-a shows the distribution for all requests in the simulations, while
Figure 5.5-b is a zoomed-in version of Figure 5.5-a in a specific region. The vertical axis
shows the percentage of requests with latency under the value displayed on the horizontal
axis in milliseconds. As shown in Figure 5.5-a Standard SD-IP, Proactive SD-IP, and
SD-MSCN have a very similar behavior until the mark of 90% of the requests. Just
SD-ICN has a worse performance, because most of the requests sent are routed using the
controller. When requests have to use the controller to be routed, more time spent to
deliver the request. This extra time spent leads to the right shift of the SD-ICN line in
Figure 5.5-a, pushing this line further away from 20 ms mark when compared to the other
approaches. After the 90% mark, the behaviors of the three other approaches start to be
different, which can be better observed in Figure 5.5-b. The differences between IP-based
and ICN-based approaches are represented by the area between their respective curves
in Figure 5.5-b. This difference is created in situations where ICN-based approaches
have advantages, such as the initial request and some requests after handovers. Also,
it is possible to observe that 99% of the round trip latencies for successful requests are
under 40 ms for ICN-based protocols, while it takes up to around 55 ms for the IP-based
protocols to deliver the same percentage of the requests.
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Figure 5.5: Cumulative distribution of round-trip latencies [205] © 2022 IEEE.

Figure 5.6 compares the costs of the different approaches evaluated. This cost is
measured as the number of control messages sent during the simulations. The different
approaches are listed on the horizontal axis, while the number of control messages sent is
shown on the vertical axis. Four types of control messages are highlighted: (i) FlowMod,
messages used to install communication flows in the network; (ii) Handover, messages
related to the execution of handovers; (iii) DNS, messages for service name resolution;
and (iv) Packet-In and Packet-Out, messages sent from switches to controller and from
controller to switches. SD-ICN has the highest cost in FlowMod and Packet-In and Packet-
Out messages. Again this behavior is due to the flat hashing that causes many messages
to be sent to the controller for routing and consequent installation of communication
flows. Our approach of using hierarchical hashing allows more re-usage of already installed
communication flows, which causes the number of FlowMod and Packet-In and Packet-
Out messages to be similar to the Proactive SD-IP approach. Figure 5.6 also shows
that there is no cost with DNS for the ICN-based protocols, which is expected since
these approaches do not need name resolution. Finally, all four approaches have similar
behavior regarding the number of control messages used during handover.

5.3.3 Dynamic Services

In this section, we discuss the results obtained in the same conditions as in Section 5.3.2
but now including service mobility events. To evaluate these service mobility events,
service instances were randomly assigned to migrate from one BS to another at given
frequencies. Such service mobility events can be used to achieve different goals, such as
load balancing, improving resource allocation, reducing communication latency, or saving
power consumption with resources. We only evaluate what happens when service mobility
events are triggered in the network without accounting for the cause of these events. The
frequencies of mobility events were every 60 s, 30 s, 20 s, 10 s, and 5 s. These frequencies
are compatible with other studies in the literature. For instance, Aissioui et.al. [14] used
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Figure 5.6: Simulation results for number of signaling messages sent with 99% confidence
interval and using logarithmic scale on Y-axis [205] © 2022 IEEE.

the frequencies of 1 service mobility event every 25 s, 16 s, and 8 s when evaluating
scenarios where only service mobility events induced by user mobility were accounted for.
When more sources of service mobility events are included, we expect to achieve slightly
higher frequencies, such as the ones we use for our experiments. In total, 165 simulations
were executed for each approach, 33 for every data point observed in Figures 5.7 and 5.8.

Average values of end-to-end latency observed after service mobility events are shown
in Figure 5.7. The horizontal axis shows the frequency with which service mobility events
were triggered, while the vertical axis shows this average latency. Regarding latency, the
highest values were observed when using Standard SD-IP, which is caused by its reactive
nature. In this case, an UE only notices that the service moved after receiving an error
message as a response to the original request. After this, UE needs to perform a name res-
olution to identify the new host address of the service, and just then, it can re-establish
a connection with the service. The proactive SD-IP had good performance for lower
frequencies since the DNS invalidation messages were used to proactively run name reso-
lution and proactively identify future addresses of services. However, since these warnings
were disseminated using broadcast, the latency increases significantly faster than other
approaches, for higher frequencies of service mobility events. This fast increase in latency
highlights the scalability issues of Proactive SD-IP, which is a result of the congestion
in the network and the controller making it difficult for messages to be delivered. Both
ICN-based approaches do not suffer from this scalability issue and keep good performance
for higher service mobility events frequencies.

The control cost was also evaluated for different service mobility events frequency.
Figure 5.8 shows on the vertical axis the number of control messages sent for every fre-
quency displayed on the horizontal axis. It is important to mention that DNS invalidation
messages were also computed with the other control messages as cost in this section –
no service mobility was considered in Section 5.3.2; thus, there was no DNS invalidation
messages. SD-ICN obtained the highest cost among the approaches evaluated. Again
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Figure 5.7: Simulation results for latency after service mobility events with 99% confidence
interval [205] © 2022 IEEE.

this is the expected behavior due to the flat nature of the hashing used in this approach.
SD-ICN sent more control messages when compared to Proactive SD-IP. Still, no conges-
tion was caused in the network since these messages are sent more distributedly over time,
differently from the invalidation messages in Proactive SD-IP. Multiple messages sent at
the same moment are responsible for the congestion that lead to the increase in latency for
higher frequencies. In general, SD-MSCN obtained the best performance, sending fewer
control messages than the other approaches in all scenarios.
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Figure 5.8: Simulation results for the number of signaling messages sent with service
mobility with 99% confidence interval and using a logarithmic scale on Y-axis [205] ©
2022 IEEE.

5.4 Chapter Conclusions

This chapter discusses the concept of MSCN and presents an implementation based on
SDN called SD-MSCN. We explore the possibility of latency reduction by using SD-MSCN
in the presence of user and service mobility events at the edge of the network. We
also study the trade-off of this approach in terms of the number of signaling messages
needed for the proper functioning of the proposed protocol. Simulation results show that
our proposal outperforms Standard SD-IP, Proactive SD-IP, and SD-ICN approaches in
scenarios such as the first service request and requests after service mobility events. Also,
it keeps a similar behavior in other scenarios. Furthermore, the signaling cost of our
proposal is only greater than the Standard SD-IP approach in the presence of frequent
service mobility events, having a smaller cost than Proactive SD-IP and SD-ICN.

We used Long Term Evolution (LTE) models to simulate the wireless channels. Still,
similar gains are expected when using more recent wireless communication technology,
such as the 5G NR. Overall, communication behavior in long-lasting communication flows
is determined by the messages sent when no mobility events happen since these represent
the great majority of all messages. Although the proposed SD-MSCN can outperform
the Standard SD-IP for post-handover requests, it is possible to obtain similar behavior
by implementing proactive strategies still using IP-based protocols. Nevertheless, signif-
icant gains in our proposal were observed when service mobility events were introduced
in the experiments. In these experiments, even the proactive strategy based on IP was
outperformed by SD-MSCN for higher frequencies of service mobility events. This be-
havior happens because this proactive strategy relies on broadcasting DNS invalidation
messages, which leads to scalability issues.
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The differences of latency in a small number of messages can be important, especially
in the vehicular use case where safety levels may decrease with more significant delays to
receive safety-related information [133]. Besides the gains in latency, other gains enabled
by our approach are outside of the scope of this study. For instance, mobility management
is simpler when using our approach since: (i) user mobility events do not require UE
addressing updates; and (ii) service mobility events do not require updates on the UE.
Also, using hashes of service names as addresses removes the necessity of DNS services,
simplifying network management even more. Finally, our approach enables the concurrent
consumption of services from multiple hosts, as services are routed via names and not
topological addresses. This possibility could further contribute to reducing latency, which
we can lead to interesting future studies.

After studying the SCN-based addressing strategy to mitigate disruption caused by
user and service mobility events, this thesis proceeds to discuss a application state posi-
tioning strategy. The time taken to consume application state stored in different hosts at
the edge together with the user mobility may impact the final latency to consume a service.
Thus, in Chapter 6, a graph-based algorithm for state data placement is discussed.
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Chapter 6

Distributed Application State and User
Session Management

Research Question 3: How to manage application state in mobile latency-constrained
scenarios?

In order to satisfy Future Internet application demands, such as low latency levels,
Edge Computing (EC) architectures are awaited to bring computing power to process
tasks closer to final users. However, at the edge of the network, user and service mobil-
ity events raise issues for service provisioning. These events disrupt the communication
between users and services when triggered. In this chapter, we discuss a graph-based
algorithm [206]1 designed in the context of the Distributed Application State and User
Session Management (O.3) objective of this thesis. This algorithm mitigates these is-
sues by considering latency constraints and user and service mobility when positioning
key datasets for services in a set of computing-enabled network nodes. This algorithm is
used to assemble a mobility-aware latency-constrained solution to position user-specific
service instances, i.e., service instances that use application state and user session data.
Our proposal is compared with other baseline solutions. Simulation results show that our
proposal delivers a similar or larger number of packets under the latency requirements of
different vehicular applications. Furthermore, by analyzing historical mobility data, our
solution reduces the number of service migration events by 21%, which leads to a decrease
in service interruption time of 41% when compared to the baseline solutions.

6.1 Overview

One challenge of orchestrating services at the edge is managing the placement of state
data. Literature related to service migration generally focuses on protocols and strategies
to move this state in a reduced time window. This movement is triggered reactively, after
user mobility events (e.g., handovers), or proactively, by using mobility prediction. In
the present chapter, we discuss a distributed application state management strategy. We
aim to use graph theory to solve the problem of replicating and distributing state data

1Partially reproduced in this chapter – Copyright © 2011 IEEE.
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accounting for user mobility and constrained by latency.
Figure 6.1 exemplifies the distributed state management problem scenario. In this

scenario, there are cubes representing logic services and cylinders representing state ser-
vices. Isolating state in specific services is often applied in many application architectures
at the Cloud to achieve shared state for services or to improve scalability by separating
read and write storage. However, at the edge, the problem is more complex since access
to data is conditioned to network topology. By storing the data distributedly, we aim to
reduce state data migration by granting that the node where the logic service runs can
always access state data with a given latency constraint.

1 ms

1 ms 1 ms

1ms

1 ms

2 ms

Figure 6.1: Distributed application state management considering latency and user mo-
bility.

Distributed state management is the most challenging of the proposed objectives in
this thesis. We aim to approach the data distribution problem using an extension of Data
Graphs [88, 7], a subset of the graph labeling problem [79]. In our scenario, application
state data is distributed in the vertices representing edge nodes, and the links are used to
model latency. Furthermore, we will also introduce user mobility concepts when resolving
the data distribution problem. One important remark is that stateless components of the
services, represented by the cubes in Figure 6.1, are easily replicable, as they can be just
copied. Therefore, during our experiments, we consider that these services are deployed in
all edge nodes. This is a fair assumption, since there is no synchronization cost for these
copies, and these copies can be kept in an idle state without processing costs. Therefore,
we only have to account for the positioning of the Application State and User Session
Data (ASUSD).

ASUSD usually is important in the execution of complex analyses, such as using Ma-
chine Learning algorithms in real-time data streams, which have gained attention, espe-
cially at the edge of the network with emerging classes of applications, such as connected
vehicles and augmented reality. Traditionally, ASUSD is stored in web applications using
different approaches, such as in the main memory of the host for fast or frequent access,
e.g., user roles and access levels, or in databases, e.g., all data generated by users inter-
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acting with online systems. In the vehicular scenario, an example of application state
may be the dataset composed of positions and speeds of a set of vehicles in a certain time
window. This data may need to be fast accessed by an algorithm in order to perform
crucial coordinated maneuvering with multiple vehicles, for instance, to avoid a car crash
or reduce the damage of an inevitable one. Other domains also make use of ASUSD. For
instance, immersive games may use this data to control different in-game mechanics, such
as how characters interact with each other and their virtual environment.

6.2 Problem Definition and Formulation

In this chapter, we discuss an algorithm to identify the placement of stateful data in
computing-enabled network nodes at the edge. When computing this data placement, we
account for the latency requirements of applications and also for user and service mobility
events. For this purpose, we assume an edge network composed of Base Stations (BSs)
that works as Access Point (AP) for User Equipments (UEs) and also has computing and
storage capacity to provide services to these UEs. UEs connect to this network using
cellular technology. Also, this edge network is managed using Software-Defined Network-
ing (SDN) to allow fast response to changes in the topology. We assume the services dealt
within this chapter have strict Service Level Agreementss (SLAs) to work properly. Thus
computing and storage resources, as well as energy consumption, are not limiting factors.
The network providers must grant the requirements to make these applications run. This
assumption is reasonable for a series of safety-related applications and also entertainment
services with high Quality of Experience (QoE) demand. This scenario allows us to pro-
pose a data-placement algorithm that does not account for resource allocation. Still, there
are plenty of studies in the literature that focus on managing network resources at the
edge, which also include service migration events when needed [26, 186, 156].

We model our scenario as a data graph G = (V,E,W,D,ϕ), an undirected graph with
vertices v ∈ V and edges E ⊆ V ×V . Each edge e ∈ E has a weight we ∈ W . Also, D is a
set of data items that is mapped to the vertices according to the mapping ϕ. ϕ is defined
as ϕ : V → P(D), v 7→ D′, where P(D) is the power set of D, thus D′ ⊆ D. This means
that ϕ can take any of the vertices in V as an argument and, for each of them, output
any possible set generated by combining the data items in D. As any combination of the
data items is allowed, it is also possible to have data duplication, i.e., the same data item
mapped to more than one vertex.

We map the elements of the data graph to real-world entities in Figure 6.2. Each
graph vertex represents a network node with computing and storage capacities. For
simplification, we consider that these nodes also work as APs for UEs. Still, the proposed
approach is capable of handling scenarios where some of the nodes are not APs, only micro
or nano data centers at the Edge, and some are not eligible for running computing tasks
because they lack installed computing resources at the BS. The vertices in Figure 6.2 are
labeled with numbers, i.e., V = {1, 2, 3, 4, 5, 6, 7}. The links connecting vertices in the
graph represent the wired connections between the BSs, and their weights are the expected
latency on that link. For instance, w4,5 = 0.3 ms shows the expected latency between
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Table 6.1: ϕ outputs for different v in Figure 6.2 [206] © 2023 IEEE.
v 1 2 3 others
ϕ {b, c, d} {a, b} {e, f} { }

BS 4 and 5. These expected latency values must be estimated according to the link
technology and also historical data possessed by network providers. In our experiments,
we used values for an optical network based mobile backhaul from the literature [142].
Finally, the mapping ϕ informs where data is stored in the network topology. It maps
data chunks in the set D, represented by their labels, the elements of D, to nodes in the
network topology where these data chunks are stored.

For the example in Figure 6.2, the dataset D = {a, b, c, d, e, f} is the target of the
data placement. Each data item in this set can be defined in multiple ways and have any
size. For instance, each item may be a label for a data chunk. The set D is distributed
in the infrastructure according to the mapping ϕ(v). Table 6.1 shows which data chunks
are mapped, by ϕ, to be stored in which BS. For instance, the data mapped to be stored
at the vertex v = 1 is ϕ(1) = {b, c, d}, which means that the data chunks represented by
b, c, and d will be stored at the BS labeled as 1.
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3 6
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1

D = {a,b,c,d,e,f}

{a,b}

{e,f} 

{b,c,d}

{ } 

{ } 

{ } 

{ } 

W4,5 = 0.3 ms

Figure 6.2: Example Data Graph and respective real-world counterparts [206] © 2023
IEEE.

Let Vr ⊆ V be the set of reachable vertices of v in G, v is data covered, denoted as
v ⇝ D, when the complete set D is mapped to the vertices in Vr. This condition can be
expressed as [

vr∈Vr

ϕ(vr) = D. (6.1)

Similarly, a set of vertices Vs is data covered, denoted by Vs ⇝ D, if every vs ∈ Vs meets
the aforementioned criteria, in which case every vs will have a separate set of reachable
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vertices V s
r that must satisfy Equation 6.1. Note that a data graph only allows for one

mapping to be selected. Thus, when dealing with Data Covers (DCs) of sets of vertices, a
single mapping ϕ must provide the DC for Vs. All vertices in Figure 6.2 are data covered
because all vertices can reach each other, and the complete set D is mapped in the graph.
Finally, we define a target set Vt to be formed by all vertices vt where ϕ(vt) ̸= ∅, Vt is a
notable set important when studying DCs. For instance, in Figure 6.2, Vt = {1, 2, 3}.

To study data placement at the edge of the network, we define three concepts to work
with the data graphs: (i) Minimal Data Cover (MDC); (ii) δ-Mappings; and (iii) Budgets.

Minimal Data Cover. A MDC for a set Vs is a mapping that leads to the minimum
possible data duplication in which Vs is still data covered, i.e., Vs ⇝ D. In fully connected
graphs, the placement of a single copy of the dataset is enough to cover all vertices.
However, this is not the case when the graph has disconnected components, which would
require more copies of the dataset to be stored to cover individual components of the graph.
The idea of reducing data duplication becomes more relevant after the introduction of the
budgets to consume the data. When budgets are introduced, even fully connected graphs
are partitioned in different unconnected components because of this budget. We denote
a mapping ϕ that is a MDC for a set Vs as ϕ

��
Vs

. It is possible to find multiple MDCs
for the same set Vs in a data graph G. A MDC is an optimal solution to the problem of
minimizing data duplication while still covering all vertices in Vs. In Figure 6.2, b ∈ ϕ(1)

and b ∈ ϕ(2), in which case data duplication could be avoided and therefore ϕ is not a
MDC.

δ-Mappings. We define δv as a mapping where all set D is mapped to the vertex
v, and ∅ is mapped to all other vertices. This notation also allows expressing ϕ as an
addition of δ-mappings resulting in a mapping ϕ in which the set D is entirely mapped
to all vt ∈ Vt and ∅ mapped to all other vertices, as

ϕ =
X

vt∈Vt

δvt . (6.2)

One important property of the data graphs is that it is possible to produce a MDC
composed only by δ-Mappings. This property is proven as the Winners Take All theorem.

Theorem 1. Winners Take All: For any Vs ⊆ V given, there is at least one mapping
ϕ =

P
∀vt∈Vt

δvt that is a minimal data cover for Vs.

Proof. We will prove by induction that the theorem Winners Take All holds for any set
Vs.

For the base case, when Vs = {vs}, to find an MDC for Vs, we need only that vs ⇝ D.
To find a DC for vs, it only makes sense to map data in vertices in the same connected
component of vs in G, as data mapped in other components would never be reachable by
vs. Further, choosing ϕ = δvt for any vt where vs ⇝ vt implies vs ⇝ D as all set D is
reachable by vs. ϕ = δvt is an MDC as no data duplication is needed. Thus it is possible
to find an MDC for the base case where Vs = {vs}.

For the induction step, let Vs be given and suppose that there is a mapping

ϕ
��
Vs

=
X

vt∈Vt

δvt , (6.3)
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which is an MDC for Vs. We can now expand Vs by adding another vertex v′s not previously
present in Vs. v′s may either be present in (i) one of the connected components in which
∃v : v ∈ Vs; or be present in (ii) another isolated connected component in G in which
∀v : v ̸∈ Vs.

For (i), as vs and v′s are in the same connected component, there is a path v ′s ⇝ vs.
Since vs was data covered by one δvt , there is vs ⇝ vt. Thus, there is also v′s ⇝ vt, and
consequently v′s ⇝ D. Therefore, the theorem holds when v′s is added to Vs.

For (ii), as v′s is unreachable from any vs, v′s also cannot reach any vt ∈ Vt and thus
Equation 6.2 is not a DC to v′s. Still, we can find

ϕ′��
Vs∪{v′s}

= ϕ
��
Vs

+ δv′t , (6.4)

such that v′s ⇝ v′t just by selecting v′t in the same connected component as v′s. Vs ∪ {v′s}
is data covered by ϕ′, as v ⇝ D for all v ∈ Vs ∪ {v′s}. Further, ϕ′ is an MDC since if we
remove any d ∈ D from any of the mappings δvt or from δv′t , either a vs ∈ Vs, or v′s will
no longer be data covered. Therefore the theorem also holds when v ′s is added to Vs.

Budget. A budget in the distributed state management problem translates in the
real world to a threshold value of communication latency within which the data should
be consumed. We say a vertex v is data covered within a budget b if v ⇝ D and for every
vt ∈ Vt there is at least one path v ⇝ vt within the budget, i.e., the sum of all weights in
one of the paths v ⇝ vt is such that

X

e∈v⇝vt

we ≤ b. (6.5)

We denote by v
b⇝ D the case where the vertex v is data covered within a budget b, and

Vs
b⇝ D when all vertices vs ∈ Vs are data covered within a budget b. Notice that budgets

apply to individual paths from the source node v to nodes vt. This modeling strategy
accounts for the possibility of reading data in parallel from multiple sources.

It is also possible to consider an MDC within a budget b, denoted as ϕ
��b
Vs

. In the
real world, this budget represents the desired latency allowed to access the complete data
set. When evaluating this access latency, it is necessary only that the individual paths
connecting the source node vs (or set Vs) are within the budget and not the sum of all
paths used to produce the DC. This is due to the possibility of accessing data in parallel.

When defining data access latency only in terms of communication latency, it is pos-
sible to compute MDCs in which data is fully mapped using δ-mappings even when con-
sidering budgets. This property of the data graphs is interesting because it leads to less
complex solutions, i.e., simpler DCs that are easier to manage in the real world. Thus,
we proceed to prove this feature of the DCs, which is later used in Section 6.3 to compose
our data placement framework.

Theorem 2. Winners Take All Within a Budget: For any Vs ⊆ V and budget b given,
there is at least one mapping ϕ =

P
∀vt∈Vt

δvt that is an MDC for Vs within the budget b.
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Proof. To prove the theorem, we propose an algorithm to identify the vertices vt ∈ Vt that
lead to the mapping as presented in Equation 6.2 that is a MDC for a set Vs. Then we
will proceed to prove that (i) the algorithm can find a DC within a budget, and further,
(ii) this DC is minimal. The pseudo-code of this algorithm is shown and discussed in
Section 6.3.2 as a part of our proposed data placement framework.

To find a set Vt to compose a mapping as stated in Equation 6.2, we first identify
for every vertex vs ∈ Vs, the respective set of reachable vertices V s

r within the budget,
composing a set Vr. This can be done, for instance, by using a minimum spanning tree
algorithm [190] for each vertex vs and then cutting the branches of the resulting trees
when the sum of weights in each path from vs goes over b. Now, for every vertex vs there
is a set V s

r such that ∀vsr ∈ V s
r → vs

b⇝ vsr . We now must select the vertices to map to D

and produce the minimum data duplication.
To select the vertices to map D, we first choose the biggest set of reachable vertices

V s
r that share at least one vertex. We represent this selection by their indexes s ∈ It. It

is such that (i) ∀si, sj ∈ It → V si
r ∩ V

sj
r ̸= ∅ and that (ii) it is not possible to find a set It

with more elements. Let Ct =
T

∀s∈It V
s
r be the set of nodes shared by the reachable sets

in the It selection. We take one of these shared vertices as vt and mark all sets V s
r for

s ∈ It as data covered. We repeat this process with the remainder unmarked sets V s
r ∈ Vr

until all of them are marked as data covered, producing a set of vertices vt ∈ Vt. This set
is our goal, and the composition of the mapping of its vertices vt as δ-mappings, i.e., as
stated in Equation 6.2, results in an MDC for the set Vs.

For (i), it is trivial to prove that the result of the proposed algorithm is a DC because
all vertices in Vt were selected from sets of vertices vt ∈ Ct in which vt

b⇝ vs for all vs ∈ Vs.
As paths in the graph are undirected, it is also true that for all vs ∈ Vs, ∃vt → vs

b⇝ vt;
furthermore, ∀vt → vt ⇝ D with no additional cost, as the entire set D is mapped to vt.
Therefore, Vs

b⇝ D.
For (ii), to prove that the result of the proposed algorithm is an MDC, we will imagine

that there is a vertex v′t ̸∈ Vt that can replace at least two vertices vti and vtj , both present
in Vt, to produce a DC with less data duplication. If v ′t can replace vti and vtj , it means
it provides a DC for both the vertices vsi and vsj in Vs that were previously covered only
by vti and vtj . This leads to vsi

b⇝ v′t and vsj
b⇝ v′t, thus v′t must belong to both reachable

sets Vri and Vrj . Additionally, if v′t can replace both vti and vtj it must also provide a
DC to other eventual vs vertices, different than vsi and vsj , that are covered by either of
the vertices vti and vtj . Therefore v′t ∈ Cti and v′t ∈ Ctj . Still, vti and vtj were selected
in two different steps of the algorithm, and thus Cti ∩ Ctj = ∅. As it is not possible that
v′t ∈ ∅, the existence of v′t is contradictory. Therefore, there cannot be a vertex v ′t that
can replace two or more vertices vt ∈ Vt to reduce data duplication.

6.3 Distributed State Data Management Framework

We proposed a three-component solution for data placement at the edge of the network.
In the first component, described in Section 6.3.1, we compute Action Zones (AZs), which
are the inputs Vs for the DC identification algorithm. The second component uses the
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algorithm for identification of DCs, described in Section 6.3.2, to evaluate and decide
whether DCs are still valid or need to be updated. Finally, the third component de-
scribed in Section 6.3.3 details the process of data migration to take place when DCs
become obsolete and have to be updated. Finally, Section 6.3.4 describes the process to
synchronize multiple copies of the state data that are used in our solution.

6.3.1 Action Zone Identification

AZs are sets of BSs that either is currently in use by the UE, or that will be used in the
near future. To identify these BSs, historical data maintained by network providers is
used. We proposed the usage of Markov Chains [202] to create a mobility graph induced
from historical UE-BS attachment data. In this graph, for each BS there is a probability
of connecting to another BS represented as the weight of a link connecting these two
BSs in the graph. This probability is measured according to the number of times this
transition happened in a given time window of the historical data.

Using this approach, we can create a directed mobility graph Dm = (Vm, Em,Wm), in
which vi ∈ Vm is the set of BSs to which UEs can attach, and we form the set Em by
creating edges eij whenever an UE detaches from vi and attaches to vj. wij ∈ Wm are the
weights of the edges eij given by the probability of a UE attached to vi to attach to vj in
the next handover performed. A directed graph is used as a model to allow, for instance,
wij ̸= wji in Dm. The AZ An(vi, c) of a given BS vi is composed by all vertices vj ∈ Vm

within maximum distance n from vi and that the probability of future attachment P (vj|vi)
is greater than the cutoff probability c, where the probability of future attachment to vj
given that the UE is attached to vi is:

P (vj|vi) =
Y

eij∈vi⇝vj

wij. (6.6)

Historical data is used to determine the probabilities taken into account when eval-
uating AZs for the BSs, which allows this procedure to be executed offline and updated
with arbitrary frequency according to the requirements of the network providers. As men-
tioned before, we consider all BSs to be able to run computing tasks and work as APs;
thus, Vm in Dm is the same as V in G – although Em ̸= E since E represents the links
in the network topology. This might not be the case in some scenarios. For instance,
some data-center may be connected to the edge, providing computing power but not an
access point, or some BS may not have installed computing capacity. Still, our approach
is general enough to handle these scenarios by adding or removing nodes in the graph,
which may lead to a Vm in Dm different than V in G.

6.3.2 Data Covers Algorithm

Based on the proof of Theorem 2, we proposed Algorithm 1 to find MDCs within budgets.
This algorithm uses Minimum Spanning Tree within a Budget (MSTB), a variation of the
Minimum Spanning Tree algorithm [190] that, after computing the minimum spanning
tree, cuts every path when the sum of the weights from the source gets greater than
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the budget. A simple possibility of implementation of MSTB is given in Algorithm 2.
Still, implementations that run with better performance can be used as a replacement.
For instance, some implementations of the Minimum Spanning Tree algorithm run in
O(E log V ) [46] and can be adapted to the use case of the budgets.

Algorithm 1 Data Covers Algorithm to find MDCs within budgets [206] © 2023 IEEE.
Input: Source vertices: Vs, Budget: b
Output: Set Vt generator of an MDC ϕ

��b
Vs

=
P

∀vt∈Vt
δvt .

1: Vr ← ∅
2: for vs ∈ Vs do
3: V s

r ← MSTB(vs, b)
4: include V s

r in Vr

5: end for

6: Vt ← ∅
7: while Vr ̸= ∅ do
8: Let Ct be any of the sets in Vr

9: remove Ct from Vr

10: for V s
r ∈ Vr do

11: if Ct ∩ V s
r ̸= ∅ then

12: Ct ← Ct ∩ V s
r

13: remove V s
r from Vr

14: end if
15: end for

16: Let vt be any vertex in Ct

17: include vt in Vt

18: end while

19: return Vt

Algorithm 1 receives as input a set of vertices Vs = An(v, c) of a given BS v, and a
budget b. The objective is to create data covers that cover all nodes in the AZ of a BS
within the budget b. The algorithm then outputs a set Vt of vertices where data must be
stored to form an MDC. Lines 1-5 will select all sets of reachable vertices V s

r within the
budget b centered in the vertices vs ∈ Vs, which is done using MSTB. Then, starting in
line 6, the algorithm builds the set Vt. For that a while loop (line 7) is used to iterate
over all sets in Vr; the sets V s

r ∈ Vr are removed inside this loop, which will stop when
Vr = ∅. Inside the while loop, sets Ct are built in lines 8-15. These lines aim at selecting
Ct to be the set of nodes shared by the greatest number of sets V s

r . While Ct is built,
all sets V s

r that share nodes with Ct are removed from Vr (line 13). Whenever a Ct is
finished, one vertex vt ∈ Ct is selected to figure in Vt in lines 16-17. The process repeats
until Vr = ∅. The time complexity of Algorithm 1 depends on the implementation of the
MSTB algorithm and also on the relation between the number of edges and the number
of nodes in the network. Assuming that MSTB runs in O(E log V ) [46], Algorithm 1 runs
in O(V E log V ).
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Algorithm 2 MSTB: Minimum spanning tree within a budget
Input: Vertex: vi, Budget: b, Discovered vertices: Q (default: Q = ∅)
Output: Vertices in the MST: V

1: V ← {vi}
2: Q ← Q ∪ {vi}

3: for vj ∈ adj(vi) do
4: if vj ̸∈ Q and weij ≤ b then
5: V ← V ∪ MSTB(vj, b− weij , Q)
6: end if
7: end for

8: Q ← Q− {vi}
9: return V

At line 16 of Algorithm 1 a random vertex is selected from Ct to compose Vt. This
random selection does not impact building MDCs. However, it is possible to improve
the selection of these vertices to reduce data movement when reallocating these DCs.
Thus, to increase the re-usage of vertices in different DCs and reduce data reallocation,
we computed expanded AZs AN(vi, c) for all vertices vi ∈ Dm by selecting N greater than
n used to compute Vs. For instance, if we originally chose Vs = A1(vi, c) the expanded
AZ for vi could be given by A2(vi, c). Also, we compute the respective MDCs ϕ

��b
AN (vi,c)

for the expanded AZs. When selecting vertices, at line 16, if the intersection

Ct ∩ ϕ
��b
AN (vi,c)

(6.7)

is not empty, then the vertex vt would be taken from this intersection rather than taken
from Ct.

6.3.3 Asynchronous Data Movement

A given DC may become obsolete depending on the mobility of UEs, which means that
this DC does not fully cover all possible future attachment points of the UE within the
latency budget. When this happens, the DC has to be updated by moving ASUSD from
a given service instance. When a DC becomes obsolete, it still covers the current AP of
the UE, which leads to a bigger time window to carry out the data movement and also
removing the necessity of performing this movement at the same time of the handover
procedure. Furthermore, the ASUSD can be copied while the service still runs, improving
service continuity levels and also allowing the procedure to be aborted if needed. We
proposed the data movement strategy shown in Figure 6.3.

Figure 6.3 pictures a situation where an UE consumes ASUSD hosted at previous
Base Station (p-BS) – UE may not be necessarily attached to p-BS. Once the controller
takes the decision that p-BS is no longer part of the DC for that UE, the data movement
procedure starts to migrate the data to target Base Station (t-BS). Then, the following
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Figure 6.3: Workflow for moving ASUSD between different BSs [206] © 2023 IEEE.

steps will take place:

1. The SDN controller will issue Flow Modification (FlowMod) messages to install
network communication flows to replicate all requests for stateful data at p-BS and
forward these replicas to the controller.

2. The controller will send a Data Movement Request (DMR) to p-BS. This message
has the objective of notifying p-BS to take a snapshot of the ASUSD and send it to
t-BS.

3. During the time taken to produce the snapshot and send it to t-BS, incoming re-
quests will still be served by p-BS, and replicas of these requests will be sent to the
controller. This approach of storing data in the controller may not be ideal in some
SDN architectures, for these cases a dedicated network service can be used as an
alternative implementation. These replicas aim at reproducing the state changes
that happened with the data stored at p-BS after the snapshot was taken when it
arrived at t-BS.

4. After receiving the snapshot, t-BS sends a DMR Acknowledgment (DMRA) to the
SDN controller. This informs the controller that the migration procedure is finished
and that it can forward the replicas to t-BS. When multiple hosts need to receive
the ASUSD, only one p-BS is sufficient to carry out the migration of the data, which
should be the one currently in use by the UE, since this is the host receiving the
new incoming requests to be replicated.
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5. Once the DMRA has been received at the controller, the replica forwarding starts.
Also, when needed, FlowMod messages are issued to update communication flow
between UE and BSs that have the required ASUSD.

After this point, the service can consume the data from t-BS. During the migration
process, the service did not need to stop serving the UE. This behavior allows the reduc-
tion of downtime of the service and also is important in cases when the migration needs
to be aborted. Migrations may need to be aborted, for instance, when UE movements
happen faster than the data movement. In this case, the service will keep running at p-BS
without interruption, and the process can be restarted if needed after the SDN controller
chooses a new t-BS candidate.

6.3.4 Data Synchronization

In order to operate our distributed application state strategy, copies of the ASUSD may
have to be placed in different network nodes. A synchronization mechanism must be
installed to ensure that all these copies are ready to be consumed by users. For that,
we designed a simple synchronization mechanism that works in a similar fashion to the
Asynchronous Data Movement described in Section 6.3.3, but without interaction with the
SDN controller or another type of dedicated service in the network. Removing interaction
with the controller is important to reduce the load placed on this network component.

Considering the example DC represented in Figure 6.4, after all handover procedures
are executed, the UE will consume and write data to only one of the replicas, named
Primary. The other replicas of the data exist to assist in the upcoming mobility events
that happen. While they are not being consumed, they must be kept synchronized to be
used when required. These copies are named Standby in Figure 6.4. The data synchro-
nization process happens before the message reaches the application layer in the target
data manager. Considering a user sent a “write” request, i.e., a request that will update
the ASUSD, this request will be replicated by the Primary data manager, and each replica
will be forwarded to a Standby data manager. This synchronization process is similar to
different database replication architectures with one leader database and multiple follower
databases.

In traditional leader/follower database architectures, the process of synchronization
may lead to inconsistencies while the write messages are not fully propagated to all in-
stances. However, the DCs scenario has some differences. First, the data synchronization
happens among service instances that are connected directly on the wired network, and
therefore do not need to use wireless hops to send the replicas of the write requests. This
means that, in general, the synchronization process happens much faster than the con-
sumption of the data by the UE. Second, the UE only consumes the data from a single
instance at every attachment point. Since the UE will not write to one service instance
and right after read from another, the synchronization has a significant time window to
be carried out. The status data only needs to be consistent when the UE performs a
handover. During the handover the UE is not able to consume the data since the attach-
ment is not conclude. Thus, this synchronization have the entire handover time window
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Figure 6.4: Example scenario for data synchronization within a DC.

plus the normal latency over the wireless communication hop to be finished. Finally, al-
though small, the probability of achieving an inconsistent state still exists. One possible
solution to ensure the synchronization will take place when it is needed is to consider
a synchronization budget, similarly to the budget used when evaluating the DCs. This
budget should be used to ensure that replicas of the ASUSD are not placed to far from
each other and can be synchronized in a short time window. Ensuring data consistency at
this level escapes the scope of the present thesis, however it is an interesting opportunity
for future research.

6.4 Performance Evaluation

In this section, we compare three different service orchestration strategies with our pro-
posal following the general evaluation methodology detailed in Section 4.3. Specific details
of the methodology of the experiments of this chapter are given in Section 6.4.1. Sec-
tion 6.4.2 discusses the latency and network path length results, whereas Section 6.4.3
describes the results related to Service Disruption Time (SDT).

6.4.1 Performance Evaluation Methods

The strategies evaluated are: (i) Static Services, where services were executed constantly
in a data center connected to the edge network, i.e., single host; (ii) On-Demand Services,
in which services were spawned at the nearest host to the UE and would not be moved;
(iii) Follow Me Fog (FMF) based on a proposal from the literature [26] where services
migrate to the nearest host to the UE after each handover; and our proposed DC strategy
described in this chapter, using (iv) b = 1 ms, and (v) b = 2 ms. These budget values
were selected considering the average round-trip wired link latency of the scenario, which
is around 0.6 ms. These values lead to an average distance from data to UE access point
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Table 6.2: Parameters used for the simulations [206] © 2023 IEEE.
Description Value
Duration 1800 s
Repetitions 9 per scenario (45 total)
Mobility trace Realistic [244]
Transmission Time Interval (TTI) 125 µs
Number of services 1-3 per vehicle
Service adoption rate 100%, 50%, and 10% respectively
Requests frequency 1 Hz, 0.2 Hz, and 0.1 Hz respectively
Service processing time 1-2 ms
Migration execution time triang(100 ms, 1 s, 3 s)

of 1 hop in the 1 ms configuration and up to 3 hops for the 2 ms configuration.
Simulations were executed using a 750 BSs scenario shown in Figure 6.5. The blue

nodes represent BSs with computing and storage power to run services, and that can work
as AP for the UEs. The red nodes show the host of the SDN controller, and the green
node shows where services were executed in the Static Services strategy. Finally, the links
in Figure 6.5 represent the wired topology of the network. The position of the BSs was
sampled from a real-world dataset [183] from the city of Cologne, Germany, with over 7000
LTE AP. Also, a realistic mobility trace from that city was used to simulate vehicular
mobility [244]. More details about the simulation parameters are given in Table 6.2.

�������������
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�����������

Figure 6.5: Network topology used in the experiments [206] © 2023 IEEE.
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6.4.2 Latency and Network Path Length

Figure 6.6 shows the percentage of requests with latency under the requirements of three
different classes of applications [133] listed along the X-axis: (i) vehicular automated over-
take (10 ms), pre-crashing sensing and warning (20 ms), and see-through (50 ms). These
latency values represent the required average latency for these applications to work prop-
erly. On the Y-axis this percentage of requests that satisfied the threshold is shown. The
latency was measured as the end-to-end round-trip latency, i.e., since the request leaves
the application layer at the UE until the success response is received at the same layer in
the UE. This includes time consumed with re-attempts when services were unavailable at
the target host. Our proposal with b = 1 ms and FMF were similar in the 10 ms class and
performed better than the other approaches. In the 20 ms class, the two configurations
of our proposal performed better the the other approaches. Finally, at the 50 ms class,
the stability of the On-Demand approach together with the relative closer positioning to
the UE leads this approach to be the best performance. From this data, it is possible
to observe that service mobility is more important when meeting more restrictive latency
thresholds. Furthermore, as shown in Figure 6.6, the budget parameter in our approach
does not fully determine the latency observed in the requests. The final latency delivered
is on the order of tens of milliseconds, while the budget was selected as 1 ms and 2 ms.
This higher final latency is observed since many other factors have a significant impact
on the latency values, such as the wireless link latency, network traffic, packets out of the
optimal path, re-transmissions, and so on.
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Figure 6.6: Distribution of round-trip latency perceived by UE per class with 99.9%
confidence interval [206] © 2023 IEEE.

Figure 6.7 shows the overall distribution of latency observed where the final average
latency delivered can be seen. On the Y-axis, the latency is shown in milliseconds, on the
X-axis, the different strategies compared are listed. The red line in the middle of each box
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plot represents the median, with the exact value also shown in red. Latency outliers are
not shown in the figure. In the simulation, requests were dropped only after 3 s without
obtaining a response. FMF obtained a reduced latency compared to our approach. Still,
on average, both could be used in strict latency requirement scenarios. This low latency
level is obtained by FMF by performing many migrations, an approach that has a cost as
shown in Section 6.4.3.
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Figure 6.7: Overall distribution of latencies [206] © 2023 IEEE.

Figure 6.8 shows the distribution of the observed hop-distances from UE to services.
On the X-axis, the different orchestration approaches are listed, while on the Y-axis,
the single-way hop distance is shown. Each violin plot shows a black vertical rectangle
indicating the range between the first and third quartiles of the distribution and also a
white dot that indicates the mode of the distribution. Figure 6.8 allows the visualization of
how much longer the distances from UE to services when using static approaches compared
to approaches that re-locate services. FMF maintained service hop distance in the mark
of 1 hop, only the wireless hop, for most of the time, with very low-frequency outliers. For
our proposed approach, the modes of the distributions of hop distances were 4 and 2, i.e.,
3 and 1 wired hops plus the wireless hop, for b = 2 and b = 1 milliseconds respectively.
This is the expected behavior when considering the selection of these parameters, as
described earlier in this section. Reduced distances from UEs to services are important to
control latency stability and reduce overall network traffic, as less infrastructure is used
to transmit the packets.

6.4.3 Service Disruption Time

Figure 6.9 shows the total SDT during the simulation, on the X-axis, the simulation time is
shown, while on the Y-axis, the total SDT, both axes are shown in seconds. This variable
was measured as the time that services were not available due to service mobility events.
As expected, the two approaches with no service movement, i.e., Static Services and On-
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Figure 6.8: Overall distribution of hop distances between service and consumer for every
request [206] © 2023 IEEE.

Demand Services, do not have any interruption time and, therefore, overlap at the zero
mark. FMF obtained the worst performance on this variable because of the high number
of service mobility events triggered by moving services whenever a handover happens. At
the end of the simulation time, FMF had, on average, 41% more SDT when compared to
our proposal. This high number of migrations can also be observed in Figure 6.10, which
shows the total number of migrations throughout the simulation time. On the X-axis
of Figure 6.10, the simulation time is shown in seconds, while on the Y-axis, the total
number of migrations is displayed. On average, our proposal with a budget of 1 ms had
21% fewer migrations when compared to FMF. The higher number of migrations when
using a budget of 1 ms when compared to a budget of 2 ms is due to the greater number
of options available to host the ASUSD when combining the latency budget with mobility
data. This higher number of host options leads to the formation of DCs that reduces the
need for data movement triggered by user mobility.

Figure 6.11 shows the average total SDT per vehicle spawn in the simulation. On the
X-axis, the simulation time is shown, and on the Y-axis, the average SDT in seconds per
vehicle. The average SDT per vehicle settled between 2.5 s and 3 s for FMF, while settled
between 1 s and 1.5 s for our proposal after t = 500 s in the simulation. As expected,
our approach had a better performance compared to FMF, again justified by the reduced
number of migrations performed in each approach.
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Figure 6.9: Cumulative Service Disruption Time (SDT) [206] © 2023 IEEE.
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Figure 6.10: Total number of migrations performed over time [206] © 2023 IEEE.
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Figure 6.11: Average Service Disruption Time (SDT) per vehicle.
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6.5 Chapter Conclusions

This chapter discusses data graphs and DCs that are used to compose a solution for
application state and user session data at network nodes at the edge. We also discuss how
this tool can be used together with user mobility data and a data movement protocol in
the composition of this mobility-aware latency-constrained data placement solution. Our
proposed approach is compared to other approaches, showing that we obtained similar
to better performance when serving requests under end-to-end latency requirements of
different classes of Future Internet applications while maintaining low service interruption
time and reducing the number of data movement events required.

In the present chapter, we consider the usage of duplication of the data in different
nodes to reduce the degradation in service consumption due to user mobility. Still, after
handover events, users would consume data from a single host. However, partitioning
and distributing ASUSD could also be used to reduce service latency further. This data
distribution can be especially important when considering services where data reading
and querying time is non-negligible and where time could be saved by reading data in
parallel from different source hosts, which could lead to interesting future works.
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Chapter 7

Conclusions and Future Works

This chapter discusses important remarks and lessons learned during the execution of
the Ph.D. thesis. Section 7.1 discusses the thesis as a whole and lists takeaway insights
obtained while investigating each individual research question. Section 7.2 lists possible
next steps that could be explored regarding this thesis in the future.

7.1 Conclusions

Service provisioning has become one of the main aspects of communication over the Inter-
net and is constantly evolving. In each step of evolution, new obstacles must be faced by
industry and academia to meet the requirements of emerging services and applications.
In the current step of evolution, service provisioning is moving from the centralized Cloud
to the Edge. This shift raises issues related to the provisioning of the services, some of
which are covered and studied in this thesis. Specifically, we study in this thesis how
user and service mobility in the form of handovers in cellular networks and service host
migrations can impact communication and how to reduce this impact.

We start the thesis at Chapter 1 by introducing the three main issues related to man-
aging services in latency-constrained highly-mobile scenarios, such as when provisioning
vehicular services. For each of these issues, we ask a research question and hypothesize
how Future Internet paradigms, such as Edge Computing (EC), Software-Defined Net-
working (SDN), and Information-Centric Networking (ICN), could be used to mitigate
these issues. These important paradigms in the scope of the present thesis, and also mo-
bility management solutions and Future Internet applications are compiled in a literature
review presented in Chapter 2. Besides this review, we also discuss, in Chapter 3, related
solutions from the literature that also uses these paradigms and have a similar goal to
this thesis. Some of these related solutions are used for comparison with our proposal,
whereas some others were used as inspiration or basis for the algorithms and protocols
proposed in this thesis.

Research Question Q.1 is investigated in Chapter 4, where we start by analyzing only
the user mobility perspective. In this chapter, we study how SDN can be used when
handling user mobility in the form of handover events in cellular networks. In order to
propose our solution, we observe tendencies awaited for enhancing handover performance,
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specifically by avoiding the execution of the Random Access Channel (RACH) procedure
and setting up the communication updates required after the handover before discon-
nection, i.e., Make-Before-Break (MBB). In our work, we use a recent proposal from
the literature on how to perform RACH-less and MBB handovers in non-synchronized
networks [52] as a basis to develop an SDN-enabled RACH-less MBB handover scheme.
We design a protocol that allows the necessary information exchange between all parties
involved in the handover, i.e., user, SDN controller, and both Base Stations (BSs), consid-
ering this literature proposal and also SDN requirements. With this scheme, we were able
to significantly reduce Handover Execution Time (HET) compared to other SDN-enabled
handovers from the literature [30].

Research Question Q.2, discussed in Chapter 5, focuses on what impacts different ad-
dressing approaches have on communication latency in the presence of user and service
mobility events. In this chapter, we explore the usage of an ICN inspired protocol for
service provisioning implemented on top of SDN features. In order to emulate ICN be-
havior on top of SDN we used a strategy based on hashes. Still, using simple flat hashes
to represent service names would lead to the loss of an important feature of network rout-
ing, the prefix-based matching. This feature allows routing rules to match packets based
on patterns, which reduces the size of routing tables, and in SDN, it also permits the
reduction of the number of packets to be sent to the controller for routing. We proposed a
hierarchical hashing strategy to keep the possibility of using prefix-based matching when
routing. In the end, when using name-based routing instead of topology-based, such as
in the IP, we observed our performance had a better performance for handling user and
service mobility events. Proactive IP strategies using SDN could achieve similar perfor-
mance compared to our proposal when handling user mobility. However, our proposal
had a significantly better performance when handling service mobility events.

Finally, Research Question Q.3 is presented in Chapter 6. In this chapter, we focus
orchestrating addressing stateful services, which are services that have specific application
state data that differentiates one instance from another. When consuming this type of
service, users cannot consume any instance of the service, but only the one that has the
correct state for its usage. One problem when consuming this type of service happens
when the user moves away, topologically, from the host of the state data. Higher latencies
to access this state data may increase the total service latency and put at risk Quality
of Service (QoS). We propose a graph-based algorithm to position state data in the
network, considering user mobility patterns and latency constraints. Our main goal was
to reduce the necessity of relocating this data, thus also reducing the interruption time
due to service migration. Our graph-based algorithm uses a latency budget when selecting
possible nodes to store state data. These nodes are then selected to host the data according
to historical user mobility data. As expected, we observed a decrease in the number of
service migrations and interruption time when comparing our approach to other service
orchestration solutions.
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7.2 Future Works

In the present thesis we studied different topics related to our research questions, each
one of these topics may be further studied. Regarding Research Question Q.1, we focused
our studies on designing a signaling protocol for handover, omitting the decision process
of whether the handover should be performed and how to choose the best available BS.
Studying this decision process would be an interesting future work to continue exploring
Q.1. In our study, the decision was taking by simply looking into quality of signal variables,
such as the Received Signal Strength Indicator (RSSI), at the User Equipments (UEs).
However, Machine Learning (ML) algorithms, specifically models design for mobility pre-
diction, could aid in this decision process. Another possible future work would be to
perform a more exploratory analysis of different scenario configurations, e.g., random mo-
bility, changing vehicle speed, or topology variation. Specifically for high-speed mobility,
handover success rates tend to decrease, thus increasing HET, which might require the
usage of other handover mechanisms to achieve expected HET.

When proposing an ICN addressing scheme on top of SDN in the scope of Research
Question Q.2, we did not explore some of the features enabled by name-based routing.
For instance, by addressing network objects using names, multi-path communication can
be performed, and also consuming these objects from multiple hosts. This is an inter-
esting feature of ICN-based protocols that can be used to further reduce communication
latency by consuming data in parallel from different hosts, and also reliability by creating
redundant requests to multiple nodes that can respond in case of failure of one of them.

In the context of Research Question Q.3, similarly to Q.2, the distributed positioning
and consumption of stateful data can be used achieve further reduction of latency and
reliability. In our studies we focused on achieving simpler placements for the data in which
the state data was not divided. However, this distribution can be especially important
when considering services where data reading and querying time is non-negligible and
where time could be saved by reading data in parallel from different source hosts. In
our studies we also focused on finding data placements that reduce the amount of data
duplication. Still, duplicating data can also be used to increase reliability when accessing
this data.

7.3 Publications

During the Ph.D. course the following studies were published in internationally recognized
venues:

1. Rodrigues, D. O., Souza, A. M. de, Braun, T., Maia, G., Loureiro, A. A. F., and
Villas, L. A. (2023). Service Provisioning in Edge-Cloud Continuum: Emerging Ap-
plications for Mobile Devices, in SBC Journal of Internet Services and Applications,
2023.

2. Rodrigues, D. O., Braun, T., Maia, G., and Villas, L. (2023). Mobility-aware
Latency-constrained Data Placement in SDN-enabled Edge Networks, in Proceedings
of the IEEE/IFIP Network Operations and Management Symposium, 2023.
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3. Rodrigues, D. O., Braun, T., Maia, G., and Villas, L. (2022). Mobility-aware
Software-Defined Service-Centric Networking, in Proceedings of the IEEE Interna-
tional Conference on Computer Communications and Networks, 2022, 1–10.

4. Rodrigues, D. O., Braun, T., Maia, G., and Villas, L. (2021). Towards SDN-
enabled RACH-less Make-before-break Handover in C-V2X Scenarios, in Proceedings
of the IEEE International Conference on Wireless and Mobile Computing, Network-
ing and Communications, 2021, 337–344.

5. Rodrigues, D. O., Maia, G., Braun, T., Loureiro, A. A. F., Peixoto, M. L. M.,
and Villas, L. A. (2021). Exploring Hybrid-Multimodal Routing to Improve User
Experience in Urban Trips, in MDPI Journal of Applied Sciences, 2021, 11(10).
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