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As software development becomes an increasingly important part of modern soci-
ety, understanding the similarities and differences between different software devel-
opment skills is critical for improving the effectiveness and efficiency of software
development teams.
In this thesis we explore the use of user skill level data to identify similarities in
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1 Introduction

We are all familiar with keyword search which is often used by search applications

in our own computer and throughout the internet. In keyword searching, you enter

some text, and the search engine returns documents containing the text that you

entered. These results are then ranked, based on different criteria.

Although this type of keyword search generally does a good job in ranking web

pages, most of us know that this kind of search completely fails in other contexts.

For example, searching your own computer for a document by relying on keywords

can be very frustrating. Not to mention searching a data store the size of your

corporate intranet.

Rather than blindly returning anything that contains the text you typed into

the search bar, semantic search takes into account the context of your search as well

as the underlying meaning of the documents to be searched. For example, searching

with the keyword java, it might mean the programming language, the island, or

a drink. There are multiple different meanings for one word, so it is quite hard to

know what the user is actually trying to achieve with just one word. If you are using

that particular search engine for the first time, usually it just ranks them based on

popularity. Later the search engine can learn more about the user from its search

history and give more relevant answers based on that. If those are not suitable then

users can just add descriptions like “java island” if they meant the island.

Semantic search denotes search with meaning. It seeks to improve search ac-
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curacy by understanding the intent and the contextual meaning of the search by

ranking the results based on similarity. When it comes to software development

there are a huge amount of different skills. All the tools, languages, methods of

programming and managing the development are just a few to mention. Given the

proper background knowledge we can tell which skills are similar. But it is impos-

sible for one person to know all the skills in the world and rank them against each

other based on similarity.

The application in this thesis has data on the user’s own measurement of their

skill level as well as interest on that specific skill in a 0-5 scale. For example, if

person is interested in Java, maybe they would also like C#, because many other

C# users are interested or skilled in similar skills.

RQ1: What is the best method to process data of user skill levels to

achieve the best possible result in similarity?

Measuring this similarity can be very difficult. Does there exist any standardized

metrics currently that can be used? Or do we just trust on basic instinct on the

similarity between the skills?

RQ2: How can we measure similarity between skills in software devel-

opment?

At the moment, the application users do not have a specific process to find

suitable candidates for new projects. They just search with terms they think are

relevant. Currently the application uses Elasticsearch, and one of the applications of

this similarity data would be to integrate semantic search to this using a similarity

score found by the model for the similarities.

In this thesis we are tackling a problem that includes creating a semantic search

for different expertise in the software development business, like what programming

languages one has experience in or what kind of development methodologies are

used. What if some people only list programming languages they have used and then
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someone would like to find a person with experience in “web technologies”? Using

just a regular search would not show people who have not added web technologies

into their expertise, even though they have multiple years of experience in the field.

This is the problem that this thesis is trying to solve. If this kind of similarity can

be found using this type of data, it should be easy to scale this into much larger

data set to get even more precise results and add more skills.

The Chapter 2 goes through the necessary background information required to

understand what semantic search is and how it works. It also goes through some

other relevant information regarding the processing of the data and methods used

in it. The Chapter 3 takes a look at the current situation in search engines and a

deeper look into specific search engine used by the application in this thesis. The

Chapter 4 tells about the company and their need for the application. It explains

how the current application is used and why does the company have this need for

this new approach. The Chapter 5 goes through different methodologies used in this

thesis and tries to argument why they are used. It also goes through the results and

tries to reflect on those whether they succeeded or not. The Chapter 6 goes through

the validation of the results from the processing. And then finally the conclusions.



2 Semantic search fundamentals

As stated before semantic search denotes search with a meaning. But where does

this meaning come from? How can a machine know the meaning behind some text

that is given to the search engine? There are different ways of constructing the logic

behind the semantic search. Usually they use artificial intelligence and machine

learning techniques like natural language processing or clustering to achieve this

kind of similarity score.

2.1 Machine learning

Machine learning is a subject that studies how to use computers to simulate human

learning activities, and to study self-improvement methods of computers that to

obtain new knowledge and new skills, identify existing knowledge, and continuously

improve the performance and achievement.[1]

If the machine is given one simple task then the learning can also be done easily

and the machine learns quickly. But if one increases the complexity of tasks and/or

increases the amount of tasks this learning process becomes increasingly more diffi-

cult.

The most important part of machine learning is the data the machine is used

to train and test with. When it comes to the amount of data one obviously wants

to use all of the available data. But the trick is to use the least amount of possible

data in order to achieve the result wanted. This is because the more data one has
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to teach its machine the more confident one can be with the results. But this comes

with a cost of time and complexity.

The result of machine learning is called a model. Model is trained with the given

data and its performance can be measured during and after the training. There are

ever increasing ways to perform this learning on the model. Some ways of learning

are better suited for specific tasks and the best way to teach the model should always

be chosen given the data and the task at hand.

As Wang et. al stated: "Generally speaking, the machine learning algorithm

comes down to solving the optimization problem" [2]. Getting a number to represent

this optimization problem usually happens with loss function (or sometimes called

cost or error function). This function maps values of one or more variables into

a number that represents the "cost" of that specific event. Job for the machine

learning algorithm is to minimize this cost. But depending on where the initial

position is the algorithm may end up in a local minimum instead.[2]

The figure from Wikipedia illustrates this very well (Figure 2.1). In the figure we

can see that if we start on the right side of the local maximum then the algorithm

may start diverting to the right and end up in the local minimum. One solution to

this problem is to have multiple runs with different initialization to have possible

different results and thus reducing the risk of ending in the local minimum.

2.2 Supervised learning

There are many different approaches to the usage of data in machine learning. One is

called supervised learning where the algorithm gets to use labeled data as an input.

Because we already know the answer in this dataset, we can use it to supervise

the algorithm into giving more accurate results. In this the data is usually divided

into training and test sets. The training set is used to train the model to increase

its performance. And the test set is used to verify the results and improve the
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Figure 2.1: Local minimum [3]
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performance of the model based on feedback. It is important to not use the same

data for training and verification as this will cause unbiased results.[4]

Supervised learning can be divided into two different types: classification and

regression. Classification problems use an algorithm to accurately assign test data

into specific categories, such as separating apples from oranges. Or, in the real

world, supervised learning algorithms can be used to classify spam in a separate

folder from your inbox. Evaluating classification can be done in different ways. One

way is calculating precision and recall. Recall is the proportion of real positive

cases that are correctly predicted positive. And recall is the proportion of predicted

positive cases that are correctly real positives. [5]

Regression is another type of supervised learning method that uses an algorithm

to understand the relationship between dependent and independent variables. Re-

gression models are helpful for predicting numerical values based on different data

points. [4]

2.3 Unsupervised learning

Another one that we are more interested in in this thesis is called unsupervised

learning. In this type of learning we do not have the labeled data as the model

only gets inputs without labels, categories or classes. The model is not given any

feedback and instead tries to find similarities/patterns, or the lack of those in the

given data without human interaction. [4]

2.3.1 Clustering

Clustering is one of the most common types of unsupervised learning. In this type

of learning the model tries to split the given input data into subsets that are called

clusters. This splitting happens so that each data point in a cluster is similar with
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Figure 2.2: Different clustering results [6]

each other point in the cluster with one or more predefined criteria. There are

multiple ways to define the criteria for the given tasks and they give very different

results depending on what criteria is used. The example from the Scikit-learn website

illustrates this very well (Figure 2.2). Looking at the figure one can see how different

these methods perform in multiple situations. As said before, all of these come with

their own pros and cons. As for an example, looking at the first row one can see

how some clustering methods divide this into halves or into thirds and some can

actually separate the circles into separate clusters. This same thing happens again

with different datasets with these clustering techniques performing very differently.
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2.3.2 Clustering evaluation

Evaluating the performance of a clustering algorithm is not as trivial as counting the

number of errors or the precision and recall of a supervised classification algorithm.

Evaluation of clustering results can happen in different ways. The best method

is usually chosen based on if one knows the true labels or not. [7]

In this thesis we are more interested in the methods where the labels are not

known because we do not know for sure what labels we should use for different

clusters. When the labels are unknown the evaluation must be performed on the

model itself. And usually try to give a number on how similar the clusters are

compared to other clusters. One of these methods is called Silhouette Coefficient

(or silhouette score) which is designed to calculate how well defined the clusters are.

The Silhouette Coefficient s of a single sample is calculated using

s =
b− a

max(a, b)

Where the a is the mean distance between sample a and all other points in the same

class. And b is the mean distance between sample a and all other points in the next

nearest cluster. Then the Silhouette Coefficient of the model is the mean of all of

the samples. [7]

2.3.3 K-means algorithm

We are going to take a deeper dive into k-means clustering as this is going to be

used in this thesis as the clustering method. K-means clustering algorithm tries to

cluster data by separating data samples into a given number of samples with equal

variance. As said this algorithm requires the number of clusters given as an input

before the clustering. One benefit of this algorithm is that it scales very well to large

number of samples and it has been widely used in multiple different applications in

many different fields. K-means divides the dataset into clusters with each cluster
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described with its mean of the samples in the cluster. These mean points do not

necessarily belong to the original dataset and are usually called centroids.[8]

The algorithm itself has three steps. First is the initialization where the algo-

rithm randomly chooses points in dataset to use as the first centroids of the clusters.

The second step is when the algorithm calculates the distance between all of the

points and the centroids and assigns points to the cluster. Then in the third step the

algorithm calculates new mean from all of the points inside the cluster and assigns

this as the new centroid. The algorithm also calculates the distance between the

old and new centroid. The second and third step is repeated until the centroids no

longer move over the given threshold and stable configuration is found. These are

then the final clusters that are returned. [8]

Given enough time the k-means always converges but this can happen inside a

local minimum This result is highly dependent on the initialization of the centroids so

multiple runs are recommended for best results. One can also try to use initialization

scheme called k-means++. K-means++ ensures that the first centroids are far apart

from each other and lowering the chance of local minimum and improving the results.

2.4 Semantics and semantic search

Semantics is the philosophical and scientific study of meaning in natural and artificial

languages. The word semantics comes from Greek verb sēmainō meaning "to mean"

or "to signify". [9] Semantics studies the meaning of words, phrases, sentences, and

other linguistic entities, not the meanings of actions or phenomena. [10]

Semantic web is an extension to current web where information is given well-

defined meaning. This enables better cooperation between computers and humans.

Semantic web also contains information about persons, places, events and so on, not

only media on the internet that contains objects like web pages, images and videos.

Even further the semantic web contains more than just hyperlink between these
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objects instead it can contain multiple relations between the resources mentioned

before. In short semantic search is an application of semantic web to search. [11]



3 Search engine and Elasticsearch

fundamentals

3.1 Brief history of search engines

As the number of web sites increased quickly in the 90s more search engines started

to appear to help people to find information they wanted quickly and more easily.

A search engine is a program that when given a search query it will look up from

its database for a corresponding result based on given parameters. A web search

engine is a search engine that is used to search web pages. [12]

In today’s life the search engines especially the web search engines have become

part of our daily life. We constantly use them to look for news, funny images, recipes

or find answers to questions. The amount of information available to us today is

something that is very hard to visualize.

During the early development of the web, there was a list of web servers edited

by Tim Berners-Lee and it was hosted on the CERN web server. As the number of

pages that went online increased the central list could not keep up. [12]

The very first tool used to search the Internet was called "Archie". The name

came from the word "archive". It was created by a group of computer science

students at McGill University in Montreal in 1990. The program downloaded the

directory listings of all the files located on public anonymous FTP (File Transfer



3.2 ELASTICSEARCH 13

Protocol) sites, creating a searchable database of file names. However Archie did

not index the contents of these sites and since the amount of data was so limited it

could be readily searched manually. [12]

There were some new tools used to search that incrementally improved from

the previous. But the next major improvement was the first full text crawler-based

search engines was called WebCrawler. It came out in 1994 and unlike its prede-

cessors, it let users search for any word in any web page, which has become the

standard for all major search engines since. It was also the first one to be widely

known by the public. [12]

Around 2000, Google’s search engine rose to prominence. The company achieved

better results for many searches with an innovation called PageRank. This iterative

algorithm ranks web pages based on the number and PageRank of other web sites

and pages that link there, on the premise that good or desirable pages are linked

to more than others. Google also maintained a minimalist interface to its search

engine. Unlike many of its competitors embedded a search engine in a web portal.

[12]

3.2 Elasticsearch

We are going through some basic information about Elasticsearch engine, because

the application already has a search application built on top of the Elasticsearch

engine.

Shay Banon created the precursor for Elasticsearch called Compass to help his

wife to search from her growing list of food recipes. After few iterations he wanted

to create more scalable solution and renamed it Elasticsearch and made the project

open source. The response from community was good and few people joined together

and created company around the Elasticsearch.[13]

The main point of Elasticsearch compared to others is that it is according to
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Banon: "a solution built from the ground up to be distributed and used a common

interface, JSON over HTTP, suitable for programming languages other than Java

as well" [14].

As Andhavarapu describes Elasticsearch: "Elasticsearch is a highly scalable open

source search engine. Although it started as a text search engine, it is evolving as

an analytical engine, which can support not only search but complex aggregations.

Its distributed nature and ease of use makes it very easy to get started and scale as

you get more data" [15].

Document

Elasticsearch stores the data in the JSON format like most NoSQL databases. This

is because JSON format is flexible and readily understandable by humans. And-

havarapu describes why JSON is used: "Reading similar information without the

JSON structure would also be difficult as the information would have to be read

from multiple tables. Elasticsearch allows you to store the entire JSON as it is.

For a database table, the schema has to be defined before you can use the table.

Elasticsearch is built to handle unstructured data and can automatically determine

the data types for the fields in the document. You can index new documents or add

new fields without adding or changing the schema. This process is also known as

dynamic mapping." [15]

Index

An index is similar to a database. The term index should not be confused with a

database index, as someone familiar with traditional SQL might assume. Your data

is stored in one or more indexes just like you would store it in one or more databases.

The word indexing means inserting/updating the documents into an Elasticsearch

index. The name of the index must be unique and typed in all lowercase letters.
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[15]

Type

A type can be compared to a table in a database, and an index may include one or

more types. Essentially, a type serves as a means of logically separating different

categories of data. It is also possible to establish relationships between different

types of data. For instance, one could define a parent/child relationship between

articles and comments, such that an article serves as the parent and can have one

or more comments as its children. [15]

Cluster and node

Elasticsearch is a distributed system, meaning it consists of one or more nodes that

operate as a single application which allows it to handle larger workloads than a

single server can handle. Each node contains a portion of the data and you can

start with a single node and expand the cluster by adding more nodes as your data

grows. The nodes work together to manage all the indexing and query requests on

the data and each cluster and node has a unique name. If a name is not defined in

the configuration Elasticsearch automatically assigns a unique name to each node.

Elastic search also enables you to add or remove nodes on the go without interrupting

the application. This process is handled seamlessly by Elasticsearch. [15]

Shard

In Elasticsearch an index refers to a grouping of one or more shards. Each in-

dex’s data is spread across multiple shards which enables Elasticsearch to store vast

amounts of data that cannot be accommodated by a single server. To index and

query data Elasticsearch employs Apache Lucene as an internal tool. Essentially a

shard in Elasticsearch is an instance of Apache Lucene. [15]
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Handling documents

The primary way of interacting with Elasticsearch is with the REST API. The

Elasticsearch itself provides JSON-based REST API over HTTP. Handling the docu-

ments in Elasticsearch happens with simple CRUD (Create Retrieve Update Delete)

operations. Elasticsearch will automatically index new documents added to the sys-

tem and also create the indices if they are missing. Updating the document is quite

expensive as under the hood the Elasticsearch would retrieve the old document,

apply changes and then insert it as a new document to the system. [15]

3.3 Searching in Elasticsearch

As the computation power is increasing and cost of storage is decreasing, the amount

of day-to-day data we deal with is growing exponentially. But without a way to

retrieve the information and to be able to query it, the information we collect does

not help. [15]

Information retrieval systems are very important to make sense of the data.

Imagine how hard it would be to find some information on the Internet without

Google or other search engines out there. Information is not knowledge without

information retrieval systems.

When it comes to text search engines in forward index each word in the document

is stored in the index of the document. In inverted index instead each word contains

the information on what documents contain that particular word. [15]

Using the same example as Andhavarapu to explain the forward and inverted

index. Imagine if we have three documents each containing a quote from Yoda from

Star Wars. These quotes are "Fear leads to anger", "Anger leads to hate" and "Hate

leads to suffering". Forward index for these types of documents would be created

like this 3.1. Using the same documents to create an inverted index would create
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the following index 3.2.

Document Terms

Document 1 fear,leads,to,anger

Document 2 anger,leads,to,hate

Document 3 hate,leads,to,suffering

Table 3.1: Example of forward index

Term Document

fear 1

leads 1,2,3

to 1,2,3

anger 1,2

hate 2,3

suffering 3

Table 3.2: Example of inverted index

Understanding how the index works in Elasticsearch is important as it is on of

the main step on configuring the search engine. By default, Elasticsearch indexes all

data in every field and each indexed field has a dedicated, optimized data structure.

Elasticsearch also has the ability to be schema-less, which means that documents

can be indexed without explicitly specifying how to handle each of the different fields

that might occur in a document. When dynamic mapping is enabled, Elasticsearch

automatically detects and adds new fields to the index. This default behavior makes

it easy to index and explore your data. [16]

Elasticsearch is much more than just index based search engine. It can also

support complex queries with vector search or even embedding a machine learning

model directly to determine the ranking of the results.
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Elasticsearch describes vector search as: "Vector search transforms text, audio,

and images into numeric representations and leverages deep learning and machine

learning to interpret the meaning, intent, and context of these representations to

serve up much more relevant search results." [17]

With vectors we represent word in a numeric vector. This vector tries to capture

the semantic properties of the word. These vectors are ranging from dense with

10 to 1000 dimensions to sparse with over 50 000 dimensions. Comparing the se-

mantic properties, or similarity, between these vectors is usually done with Cosine

similarity. [18]

Cosine similarity is a measure of similarity between two sequences of numbers,

in this case, vectors. The cosine similarity is defined as the cosine angle between

the vectors in an inner product space. It is calculated using the dot product of the

vectors divided by the product of the lengths of the vectors. The cosine similarity

will always be between -1 and 1. Two proportional vectors have a cosine similarity

of 1, orthogonal vectors have 0 and two opposite vectors have similarity of -1. [19]



4 Case Competence management

system

4.1 About the company

There are two companies involved in this thesis, the company X that develops this

application and the company Y actually uses and has the data that is used in this

thesis. The company Y is quite large and has many employees with multiple different

skills and interests. Their main income is to sell the expertise of these persons as

consultants so it is very important for them to know what everyone wants and can

do.

Currently the application that is the target of this thesis is not publicly available

and is only used internally by the company Y. The company Y uses this application

to allow its employees to fill out their profiles containing information for example

about their skills, interests, education and previous projects. Skills that the user

fills in their profile are ranked on 0-5 scale on how good the user thinks they are

with this specific skill. We are focusing on those skills in this thesis.

4.2 Demand for semantic search and use cases

The demand for this semantic search feature that allows user to search candidates

for new projects more easily comes from the company X that wants to improve the
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product. We looked different approaches and this semantic search feature was the

most interesting and we thought this would bring the most value of all of the other

proposals.

In the application when a new project is starting and it is known what types of

technologies would be used in the new project, then the person in charge of finding

people to the new project uses this application to find people suitable for this project

based on their skills and vacancy. Of course the exact match for all the requirements

is hard to find so usually the person finding these people just takes one skill at the

time and tries to find a suitable person for the job.

Having a large number of people with different skill levels it has become increas-

ingly challenging to identify the best employees for new projects. With a large and

diverse workforce, it can be difficult to determine which employees have the skills

and experience needed to excel in a new project.

The intended use case of the new search would be that the person searching

people from the application could just list all of the skills required for the new project

and the application would then return best possible matches based on similarity and

vacancy. Of course exact match would be ideal, but in real world these rarely happen

if the list of required skills is long and contain multiple different skills from different

categories. Usually the new people to the project are not just a person, but multiple

persons that would form the team that would then fulfill the requirements for the

new project. But using this search currently happens only for a single position in

the team, for example back-end developer and skill needed for that. Of course if

the new project also has a front-end developer then obviously those skills are not

needed from the back-end developer.
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4.2.1 Other solutions

I was unable to find other solutions that would fit in the same category which is

creating this similarity data based on peoples own perception of skill levels. Papers

that came somewhat close were mostly comparing programming languages based

on their syntax or other methods using the text needed to write the code. I was

looking something that would result in some kind of similarity data that could be

used with search engine. This result would then be used in the application to help

these people find more easily the people they need for their new projects.

4.3 Examples of the data

The data in its unprocessed form had two different tables. One containing the skills

and the other skills of the users. The following tables are just examples of given data

and do not contain any information about the contents of the real data. All of the

ids are simplified for readability but are actually using the 16-octet version of UUID

in the real data. The simplest of the tables contains the information about the

skills (Table 4.1). It only contains the id of the skill and its given name. This table

does not contain any other information. I think that this table does not require any

further processing to be able to use it. We are only interested in this data because

it would be very beneficial to know what skills we are working with as all of the

actual processing later will only be done with the ids so knowing what skill is what

would be nice. In the example there is the id and the display name of the skill.

id name

321 Angular

332 NodeJs

9019 React

Table 4.1: Example of unprocessed skill data
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The next table contains the actual data that we are interested in. This table

contains the skills of all of the users (Table 4.2). Each row in this table contains one

skill of a single user. Starting from the id field of the data, this actually is the id

of the user. Then we have the skillId which is the id of the skill. Next skillInterest

which is users own interpretation of their interest level on that skill on a scale of 0 to

100. The next field is expInYears which is just as the name suggests the experience

of the user in years with that particular skill. The next field is the most interesting

for us, the skillLevel, this is users own interpretation of their skill level on a 1-5 scale.

Note that in this data there are bigger numbers than 5, this is because there was an

older system that used scale of 0-100. The new system maps the new values to the

old scale. Lastly we have the category field. This is users own input on how they

want to categorise these skills in their own profile. I believe that this is not usable

for the clustering later as it can contain anything and would not give enough value

for the result to be included.

id skillId skillInterest expInYears skillLevel category

12 321 100 5 64 Front End

12 332 100 2 14 Back-end / Backend

23 9019 80 4 100 JavaScript

Table 4.2: Example of unprocessed userskill data

The Figure 4.1 shows us a list of the 50 most common skills found in the infor-

mation we have. It gives us a quick look at the most frequent skills that are present.

There are 2 different lists of skills. One is without the unnamed skills and the other

with the unnamed skills. The unnamed skills are just skills that do not have a name

attached to them. These are explained later in Chapter 5 that goes through the

processing and handling of these skills.

Each skill is followed with a number that represents the count of users that have
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that particular skill in their profile. Given that the dataset contains almost 1000

different users that means that half of them know JavaScript, which is a quite large

portion.

We also have a graph that shows how common each skill is in the dataset. The

Y-axis is the times that skills appeared in the dataset. And the X-axis is the ranking

of that skill based on the amount of times it appears in the dataset. We can clearly

see how quickly they drop to only single digit appearances. This is something that

gives me worries about the possibilities of the data I am using. If most of these

skills only appear once or twice in the dataset, they only give little to no value when

trying to cluster based on similarity. I am hoping I can prove myself wrong in the

next chapter where I go through the processing of the data and get some initial

results.
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Figure 4.1: Top 50 most common skills, right with skills with no name (red) included
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Figure 4.2: Graph about skill occurrences



5 Processing the data

5.1 Preprocessing

5.1.1 Formatting

Before data can be processed it requires to take a look more closely and trying to

clean it as best as one can. The received data needs to be formatted so it can

be processed by the selected programming language with ease. Luckily the scale

of the skill level is limited so there should not be any outliers above or below the

predetermined scale. But this is something that also should be checked and fixed if

any are found.

The data was packed so that it came in multiple pieces so first I had to combine

the data together. And doing so I get some first look at the contents. Javascript was

used to combine these datasets as they were all in JSON format and the dataset was

not that large that it would have required a more performing language to process.

The dataset contained two tables, first one, call it skill table, containing the skill ids

and their names, and the other one, call it the user skill table, containing user id,

skill id and user skill level with that skill as a number from 0 to 100 as well as their

interest towards that skill. After the first run it was found that there are 5624 skills

in the skill table and 35120 user skills in the user skill table. But looking closely

the user skill table had 7426 different skill ids so that means about 1800 skills are

missing from the skill table.
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5.1.2 Validating

It is also important to check for missing values and try to figure why those are missing

and if possible try to deduce what those missing values could be. Knowing that this

dataset also contains data from older versions of this application and knowing that

the data has gone through several migrations it is highly possible that some values

are invalid or unusable. It is important to check how much of the data is possibly

affected by those migrations and try to fix them.

Like said before about 1800 skills have their ids missing from the skill table.

After trying to figure out why they are missing and finding those missing skills, I

came to the conclusion that they are nowhere to be found. Most likely scenario was

that they used some old id that was removed from one of those migrations where

the old data was migrated to support the new system. But the migration failed to

clean those same ids from other places leaving these traces of old data.

We are trying to find similarities between skills so leaving these skills in the data

can actually be helpful for the results. Even though these skills have no name, they

still can help find the similarities between skills. So I decided to just leave those

skills there and named them just as unnamed skills.

5.1.3 Separating skills

Looking more closely on the skills that are in the table, it was found that they

contain a lot of old data that still allowed users to fill their skill with text field,

meaning that they can contain anything. I found that many users had used one field

to list multiple skills and on top of that, different users used different separators.

Looking more closely I decided to separate the skill names into separate skills if

they contained any of the following characters: comma, ampersand, slash or bracers.

Again Javascript was used to separate these names as the data was in JSON format.

See code 1 and 2. After separation, if we find a skill that already exists, we do not
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create a new skill but instead add this same skill to the user to keep the amount of

duplicates low and save the similarity data.

There is also a lot of skill names containing the word "and" but looking more

closely to those, I decided that most of those actually require the word "and" between

them. After this separation we now have 41415 user skills and 8983 different skills.

The result from preprocessing is two files, the first one containing the skills and the

other contains the user skill in JSON-format.

As to give examples on how the data looks after the processing I present you

some example with the Table 5.1. Each row contains the information of one skill of

a single user. The fields are the same as before, but now the skill display name is

embedded to the information about the skills of the users.

id skillId skill skillLevel

12 321 Angular 64

12 332 NodeJs 14

23 9019 React 100

Table 5.1: Example of processed data

And lastly here is an example of what kind of data I am using in the clustering

(Table 5.2). I created a matrix where each row is a skill and each column is a user.

And the values are the skill levels of the user with that skill. This gives us nice

vectors on user skill levels which we can then compare on the similarity to create

clusters.

12 23

321 64 0

332 14 0

9019 0 100

Table 5.2: Example of data used in clustering
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Figure 5.1: Histogram on skill distribution (x-axis is the amount of skills per user

and y-axis is the number of users with this number of skills)

5.2 Processing

Processing is going to start from getting a look of the data and doing some diagrams

on how the data is distributed and can we detect something from those distributions.

I used jupyter notebook and python libraries like pandas to create the dataset

from the tables and matplotlib to draw the diagrams. The histograms were drawn

using the matplotlib histogram method with the Sturges’ formula on the bin width.

The first figure shows the distribution of the amount of skills per user. I am expecting

something like 10 skills per user. As we can see that most users have around 50

skills, which is still quite a bit more than I expected. I think that this will help us

find the similarities because the user has more skills in their profile than expected

thus expanding the possible matches for the skill similarities. (Figure 5.1).

The second figure shows the distribution of levels that users have rated their skill

level with that particular skill. Although users currently can only use zero to five

scale, it used to be 0-100. I am expecting to see these levels well distributed between

all skill levels. As seen from the figure (Figure 5.2) the levels are evenly distributed.

There are some peaks on the spots that map the current system to the old one. For

example the new scale of 4 is located near the 75 of the old system.

The third figure shows the distribution of interest in that skill rated by the user.
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Figure 5.2: Histogram on level distribution (x-axis is the skill level and the y-axis is

the number of skills with that level)

Figure 5.3: Histogram on interest distribution (x-axis is the user interest in skill and

the y-axis is the number of skills with that interest)

Clearly most of the skills have an interest of 100 so this data does not help us that

much (Figure 5.3).

5.2.1 First clustering

Clustering is the important part here as I am interested to find if we can group these

skills together in clusters that well define certain types of skills. Clustering is done

only with the skill levels because as seen from the histograms earlier the interest

level was heavily sided on the top end. For example I expect to find clusters that

one contains the front-end skills and the other back-end skills. Maybe some cluster

could contain the general skills in software development like using the git and some

may contain about managing the software development for example tools like JIRA
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or using agile.

K-means clustering is going to be used as it is general clustering algorithm that

is used in various applications. At least it is going to be a good starting point for the

initial results. I am using the Scitkit learn toolkit for their K-mean algorithm and

start by using default values and try to change those around after the first results to

see if I can improve the results somehow. The most important default parameters

used aside from cluster count are the number of time the k-means algorithm will

be run with different centroid seeds, which is in this case 10, maximum number of

iterations per run, which is in this case 300, and the tolerance on which the cluster

is considered converged, which is in this case 1e-4.

The clustering is calculated based on the user skill levels. One vector contains

user skill levels on all of the skills that are present in this dataset.

With just eight clusters, there are some good clusters that in my opinion contains

some similar skills, but it is hard to determine if those are actually the closest skills

together. We clearly had front-end skills in one group and skills that are used to

manage software development in another group. But there is also always one cluster

that contains "everything else". It does not matter if the cluster count is five, ten or

even fifty, all other clusters are between two and twenty and one always has the rest

containing over 6000 skills. Based on these results, the clustering did not achieve

the results wanted.

Next I tried to change the default values to try to improve the results. The most

notable difference came from changing the maximum number of iterations to 1000.

This notably increased the run duration but also improved the results in my opinion.

Clusters had less skills that I think that did not belong to that cluster. But still

however there is still the one cluster with over 6000 skills and there are still a lot of

skills that I would move to another cluster.

Increasing the maximum number of iterations over 1000 did not change the result
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Figure 5.4: Cluster size with default data

and the run time would also remain the same meaning the clusters did manage to

converge before that. Changing the tolerance or the amount of runs per different

centroid seed did not seem to have much effect on the results for the clustering.

Conclusion from the first clustering is that it did not succeed like I expected.

Maybe the data needs some more refining in order to get some clear clusters out

of it. I understand that the big over 6000 skill cluster is there to catch all of the

"outlier" that are present with only a couple of users. But suspect that these skills

would still belong to some other cluster and I would really like to get rid of that

huge cluster. See Figure 5.4.

Next I am going to try to refine the data even further to see if the results im-

prove. I am approaching this with normalizing and standardizing the data and then

comparing the results between the previous results and results after the refinement.

5.2.2 Standardizing and normalizing the data

Normalizing and standardizing is important. This ensures that all of the values

have the same importance in the model. There are numerous ways to achieve the

normalization and/or the standardization of the data. One of these is called z-score

standardization that standardizes features by removing the mean and scaling to unit
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Figure 5.5: Cluster size with normalized data

Figure 5.6: Cluster size with standardized data

variance. This is done with z-score which is calculated by subtracting each value

with the mean value and dividing the result with standard deviation.

After normalizing the data with the Scikit-learn Normalizer method the clusters

did not change like was expected (Figure 5.5).

I used the Scikit-learn StandardScaler method that uses z-score to standardize

the data and then try clustering with that data. The cluster size got way more even,

but it is hard to know if they contain similar skills as they contain so many skill and

looking what they contained there were always some skills that in my mind they did

not belong to the same cluster.

Normalization brought the standardization result with even more evenly dis-
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Figure 5.7: Cluster size with normalized and standardized data

tributed clusters (Figure 5.7). At a glance it is very hard to determine if these

clusters properly contain similar skills due to the amount of skills in them. But

the sizes seem quite promising, but we still have those huge clusters with multiple

thousand skills and those with only few.

Currently the data used in this has high amount of features or dimensions. Next

I am trying to apply PCA (Principal Component Analysis) to the data to see if it

can improve the results.

5.2.3 Using the Principal Component Analysis

PCA lowers the amount of dimensions or features in the data. In this case we are

comparing thousands of skills against each other and each skill is its own feature

so the data has several thousands of features. Using the PCA can greatly speed up

the processing and it can also be used to remove or lower the impact of features or

dimensions that are not important for the results.

Using Principal Component Analysis to project the normalized data into fewer

dimensions and trying the clustering with that data. I tried using different amounts

of dimensions to determine the best result to keep the distribution of skill similar.

I visualized the results using MatplotLib Boxplot to see the distribution of each

dimension and to see how much they affect the final result by looking at the outliers

and where the majority of skills are located. From the Figure 5.8 we can see that it



5.2 PROCESSING 35

Figure 5.8: Boxplot from different PCA dimension count with percentage of variance

explained by each of the selected components

seems that only the first feature is important for the distribution. The rest of the

features are located near the center meaning they might be able to reduce to fewer

features. I did more testing with even bigger sizes of features but the results were

the same that only the first feature seemed to have any impact.

I used PCA to lower the dimensions to only 2 dimensions so I can try to visualize

the result properly. The cluster size again got way more evenly distributed as we

can see from Figure 5.9. Now all of the clusters got so big it is extremely hard to

determine if all of the skills are properly similar.

Visualizing the PCA clustering result we can see some clearly defined clusters
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Figure 5.9: Cluster size with using PCA

Figure 5.10: Visualizing PCA result

(Figure 5.10). All of the most common skills are located on the top right section of

the plot. I also included some skills in the visualizing to present that most of the

popular skills are located in the right side.

5.2.4 Conclusion from clustering

The clustering did not achieve the result that was wanted. Maybe the data does not

have that strong connections between the skills of same type, but instead quite loose

connection with multiple types. This makes the clustering this type of dataset quite

hard. I believe that trying to refine this clustering even further does not improve

the results significantly. I think that it would not be worth trying to pursue with



5.2 PROCESSING 37

Figure 5.11: Dot product ranking normal data and results

this approach any futher.

Instead I think the next step would be to trying to actually compare skills against

each other. This way we can create a sort of ranking system to determine which

skills are similar. Using dot product on the dataset we can create a similarity matrix

that tries to represent a numeric value of the similarity between two types of skills.

5.2.5 Using dot product to create similarity matrix

Taking a dot product from the skills we can create a matrix on how similar skills

are compared to each other. I used normal dot product calculation for dot product

and Scikit-learn StandardScaler with z-score to standardize values. I compared four

different results. We use JavaScript as the target in all of these and show the top

ten of most similar skills, based on the dot product. Note that all of the "unnamed

skills" have been filtered from the results. The first image shows the results when

the data before dot product and the dot product are not standardized (Figure 5.11).

As we can see in the results there are some skills that I think are quite close to

JavaScript, for example the "css" and "node.js". But some are not and I think they

appeared here only because they are very common amongst all users.

In the second image we can see the results when the data is not standardized but
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Figure 5.12: Dot product ranking normal and standardized results

Figure 5.13: Dot product ranking standardized data and normal results

the dot product is standardized (Figure 5.12). This completely changes the results

but these still seem like good results, all seem to be related to JavaScript, but that

may be because it is a common skill.

The third image show the results when the data for dot product is standardized

but the result of dot product is not (Figure 5.13). Here everything again is related

to JavaScript, but I would say that the order is better than in results before.

The fourth and final image show the results when the data and the result of the

dot product are standardized. These results again change the order quite signifi-

cantly, and again some of these results are quite off. (Figure 5.14)

In my opinion the result with standardized data for dot product but not stan-
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Figure 5.14: Dot product ranking standardized data and results

Figure 5.15: Dot product ranking with python

dardized result of the dot product presented the best results. Here in the case of

JavaScript we can still see some similarities, but if we change to some more un-

common skill, the standardized results have drastically different results to the ones

without standardizing the results. This requires more testing to make sure this is

consistent among most of the skills. Here are the results using "python" (Figure

5.15). Here the top row has normal data and bottom row has standardized data

and the left column has normal results and right standardized results. As we can

see from the python example that it reinforces the claim on the JavaScript case.
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5.2.6 Cosine similarity

Just using the similarity matrix we can easily see how different skills are ranked

against each other. But not necessarily how similar they are between each other.

We can use cosine similarity to calculate how similar the vectors in the matrix

are. This can give us a number on how similar the skills are based on the data we

currently have. I am comparing different cosine similarity results from using data

without standardization or normalization, data with only normalization, data with

only standardization and data with both standardization and normalization.

I am expecting the results varying between the different types of data, but I

think that the same result from previous test also apply here, so that the result with

just standardized data would give the best results.

I used Scikit-learn cosine similarity method to calculate the cosine similarity

between the skills. I tested this with different skills but to highlight the results I am

presenting to you the results using JavaScript as an example.

From the Figure 5.16 we can see that results are somewhat similar to each other.

Some skills are ranked differently in each of the results. The main difference here is

that each of the results except the result with standardized data is containing skills

"Git" and "Java" in them. They are both very common skills and so is JavaScript

which is why I think they appear so high in the similarity. However the result

with the standardized data does not include the mentioned skills in them. Also the

skills contained in this list are in my opinion very close to JavaScript or JavaScript

environments in general.

5.2.7 Presence of unnamed skills

The earlier mentioned unnamed skills are filtered out from the results but they are

still included in the data. If we bring back the discussion on what to do about the

unnamed skills we can start using this similarity data to try to figure out what skill
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Figure 5.16: Cosine similarity with JavaScript

they actually may be.

Looking at the Figure 5.17 we can see how the skills are ranked when comparing

to "unnamedskill-8". I chose this skill as it is the most common skill of the ones that

does not have a name. From the figure we can see that it is considered to be close

to Git, Subversion and SVN which all are some sort of version controls. This means

that with high probability this skill with no name might actually be some of these

and almost certainly it is linked to version control. Using the same method for the

second most common skill of the ones that does not have a name, "unnamedskill-

85", I can say with high probability that it is either mariadb or mysql, because they

both are considered similar with the unnamed skill. At least the skill has something

to do with similar databases as those two.

But they are not a exact match. This means that they also might contain some

other similarity data that the others do not. So for now I am going to leave them as

is and maybe later if needed might run this type of conversion to the closest match
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Figure 5.17: Cosine similarity with an unnamed skill

and see if the results of the similarity change drastically.

5.3 Conclusion from processing

The clustering did not succeed like expected. The clusters were not bound strongly

by single type of skill instead they contained random skills that can be explained by

the data. Like said before I believe that the data contains loose connection between

multiple skills and they are not focused on the same types of skills.

However using the dot product to create similarity matrix and cosine similarity

brought some great results. The ranking and cosine similarity showed very promising

results and the next chapter will go through the validation of these results.



6 Validation

This chapter goes through the evaluation of the results from the processing. Now

that I have the similarity data I need to validate the results. This is not something as

easy as to just comparing the results to some other data to see how well it performed.

In this chapter I also discuss the possibilities of the similarity data and how it can

be used in applications.

Validating the results from the processing is not an easy task. There is no ready

database to compare the results to verify. Instead we need to use people to give their

take on how similar the skills are. Of course when we incorporate humans to give

their opinion, it is never fully objective. This is why we need multiple experiments or

interviews with different people to achieve the best possible result on the validation.

Due to the limitations of current situation, only way to evaluate the results is with

an interview.

6.1 Evaluating with experiments/interviews

There are many ways to try to validate these results with data from experiments.

One way to approach this would be to try to create the same kind of similarity

matrix from interviewing different people. But with dataset of this size it is quite

difficult and cumbersome to make people rank all of the skills with all of the other

skills. Not to mention that the person ranking would need some information about

all of the skills in order to know where to place it. Of course it would be more
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feasible to only include the most common ones, both from the processing and for

the people to rank. This way we could compare these two together and it would

give us a number on how well the processing of the data performed. This would give

confidence on the similarity matrix from the processing that it is on to something if

the results would be similar.

Another way to approach this is to have people go through the similarity matrix

from the processing and give their own take on how well it performed. This could

happen by interviewing people and presenting them with different results from the

processing. One option could be to present the four different results from the pro-

cessing when the data and the result was scaled or not and ask them which one of

these would they consider the most similar. Another option would be to give for

example the same top ten results for one skill in random order and ask them to

select the ones that are similar to the given skill. Another variation to this would

also be to ask them to rank them based on similarity and then comparing this to

the actual result.

6.2 Validation methods

For the interview I need to make sure that the person is well qualified to speak on

the topic. The most optimal person would be to use someone that was involved

in assigning this topic of creating this semantic search as they would most likely

have some picture in their mind as of what the end result should contain. But

unfortunately this is not possible so this adds a limitation to validating these results.

But I believe that anyone who knows the field is well suited to give their take on

the results in order to give the results more validation.

During the interview I would go through the methods used in the thesis so

that we can validate if the thesis produced good results and maybe if they can be

improved somehow. In the interview I will use around 10 skills from the top 100
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most common skills. I will select these skills myself so that I think these skills would

give the best overview of the results. I will show results of the clustering for the

interviewee to validate those results if they were a success or not. I will also show

results of the dot product ranking and the cosine similarity score on the skills with

the variations mentioned in the thesis. These variations included standardizing and

not standardizing the data to see how the results would change. I also include 2

skills with no name with the cosine similarity to present how this data can be used

as a tool to help determine what these skills could be.

6.3 Interview materials

The whole interview is presented in the Appendix B. The interview is going to be

semi-structured, meaning the actual order and phrasing of the questions are not

predetermined. But the overall theme and content for the questions are determined

beforehand. There also might be some questions that are not presented here in the

materials but those will be well documented in the results section. This section

shows the highlights of its content. It is possible for the interviewee to not know all

the possible skills that might be shown so it is allowed to look up what those skills

are.

First in the interview I will go through the results from the clustering. I will

explain how the clustering was done and show the sizes of the cluster as well as a

sample from each cluster of what skills are inside. See Figure 6.1. With this part I

want to know what they think about the clustering, whether it was a success or not

and why they think so.

Q1: Do you think the clustering was a success or not and why?

After that I will explain how the similarity matrix was created and show different

results from there. First I will show just a list of skills and ask if they are similar

to the top skill. I would also like to ask if one would change any of these skills to
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Figure 6.1: Interview materials showing cluster size and sample from first three

clusters on what skills they contain.
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Figure 6.2: Interview materials showing two lists from the similarity matrix

the other list. I will use "JavaScript" and "Python" as the reference skills here. See

Figure 6.2. The purpose of this question is to get feedback on the similarity matrix

that produces similar skills.

Q2: Do you think that these lists contain similar skills?

Next in the interview is comparing the different scaling methods and how they

affect the results. I will show a list of results with different scaling methods and ask

which of these lists look like they have the most similar skill together. I will show

these lists as "Java" and "Git" as reference. See Figure 6.3 showing these lists with

Java as reference. The goal of this part is to verify which of these methods give the

best results as was discussed in the earlier chapter.

Q3: Which one of these lists do you consider containing the most

similar skills compared to the top most one?

Next I will show lists from the similarity matrix using "Scrum" and "MySQL"

as reference. Here I will ask if the lists are properly ordered based on similarity.

See Figure 6.4 The goal of this step is to get feedback if the similarity is correctly

weighed on a certain skill so that the order of the skills based on similarity is good.

Q4: Do you think the order in these lists is good?

Next in the interview I will go through some results from the cosine similarity
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Figure 6.3: Interview materials showing four lists with different scaling

Figure 6.4: Interview materials two list to compare the order
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Figure 6.5: Interview material showing cosine similarity with "AWS"

and how we can measure the similarity between skills. I will show examples using

"C", "Docker", "AWS" and "Linux" as reference points and ask their opinion about

if they agree or not about the similarity score with cosine similarity between the

skills. See Figure 6.5 for an example with "AWS". The goal is to get feedback if

this is a good way to measure the similarities between the skills.

Q5: Do you think that this is a good way to measure similarity?

Lastly I will go through the presence of skills with no name. I will show two

examples of skills with no name and their cosine similarities from the dataset. See

Figure 6.6 for an example. The goal is to get feedback if this is something that can

be used to determine what these skills with no name could be. And maybe use this

tool to automatically convert those skills into corresponding skills to improve the

quality of the dataset.

Q6: Do you think that this can be used as a tool to find what those

skills with no names could have been?
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Figure 6.6: Interview material showing cosine similarity with a skill with no name

6.4 Results from the interview

Even though I got some results back from the first interview and immediately had

some ideas on how to improve the interview I decided that I will keep the interview

the same for all of the interviews so that they all would have the same materials. I

interviewed three people for this interview. All of them were more than suited for

this interview. First of them had previously worked for this same project and now

worked as a senior developer. The second person works as the CIO of the company

Y that actually uses this application. This person has some good insight on the

application as he has worked with it more than I have. And the last person has

good knowledge on multiple different skills and is currently working as a freelancer.

I will present the results from the interview from question to question and share the

main points that came up during the interview.

Q1: The list that I presented definitely should have been cleaned a bit more. The

lists contained a lot of information that was only not needed but actually hindered

reviewing these results. The lists were sorted alphabetically, which was not the
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correct solution. It would have been very helpful to sort these lists so that they

would be in order of how many times these skills were present in the data. This

would then show the most relevant skill for that cluster first and give the interviewee

better understanding what are the common skills that bind these all together. One

good point that also was raised is that these lists should have been filtered so that

skills with less than some amount of occurrences in the data would be filtered away.

All-in-all some of the clusters seemed very balanced in terms of size. Others had

the majority skill in them and were kind of trash bins containing all sorts of things.

One thing that was raised is that the smaller the cluster the more concise it was.

Especially the fifth cluster contained very similar or relevant skills. Few suggestions

for the future were that the most insignificant skill would be filtered away so that

the data actually had skills that were being used.

Q2: The main points that were said here were the fact that maybe these skills in

some cases are not that similar but rather relevant to each other. In the JavaScript

list all of the other skills are related to web development except Git. I believe that

Git raises here because JavaScript and Git are both in the top of the list of skills

when it comes to occurrences. One point that was said was that this list could be

used to help find suitable people for educating new skills. And it was said about the

list with Python as reference point that most of these skills do not even use Python

as a language if they are a framework or a tool. Instead this list tells that if a person

knows Python, they most likely are into machine learning and DevOps. But in the

end both of these lists were said that they looked very good and contained similar

skills.

Q3: This question showed how differently these lists can be made even with small

changes like standardizing the data. All three interviewees though the same ones

were the best ones, these were the top-left in the first example and top-right in
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the second example. However there were some tough choices. Everyone said that

the bottom-right was in both cases just full of random skills so we can clearly rule

that version out. Result of this question gave me a thought that maybe some small

variations in the data, for example standardizing it, are better with other skills than

others. From my own testing I usually found that the top-right was the clear winner

but in the case of Java the top-left is clearly better. So maybe this has something

to do with how many occurrences these skills and similar skills to those have.

Q4: When it comes to the order of these lists there is still a lot of improvement to

do. Although they contained similar or relevant skills the ordering was not optimal.

For example if you are looking for a person to do Scrum you would not take someone

with experience with Jira over someone who is considered Scrum master. This

repeats the same problem that was found before that if you are looking for someone

with experience in a specific skills this list does not guarantee that the person has any

skill in that even if those skills are considered similar. Clearly this way of ordering

the skills does not tell how close some skills are compared to others. Instead it tells

how likely these skills are relevant to each other.

Q5: All interviewees agreed that showing a number is a better way to compare

the relevancy between skill than just showing an ordered list. This gives a good

estimation on how similar this model thinks these skills are. Even though the same

problems from before are present here like some skills are higher up than others when

it should be the other way around. Some points that were noted were about the

values in the list. In the C language example the C++ was quite close but everyone

thought that it should have been closer. And the values in the list dropped way

quicker than compared to other skills. This was thought to be caused by the fact

that people with C skill do not have many other skills. Other point that was noted

was on how close the "aws" and "amazon web services" were because they are the
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same thing and it was impressive to find that the model also found that. When it

comes to the example with operating systems all of the operating systems are in the

top part. But it was quite interesting to find the "unix and linux shell scripts" in

the list so high. It was thought that just "shell scripts" should have been higher and

that was way too specific to be so high in the list. This number representation was

said to be a good representation of the possibility of that person knowing the other

skill also. And this would a great tool to help recruiters to rank suitable candidates

on a new project based on a number rather than just looking through a list of skills.

Q6: When it comes to presence of these unnamed skills this number representation

would certainly help to find what those missing skills are linked to. Even though

they are not as close as the "AWS" and "Amazon Web Services" so that it can be

said with almost certain accuracy that this unnamed skill is the skill closest to it

but it can be clearly seen that skill is linked to the same area. In the example of

the "unnamedskill-8" it can be clearly seen that it is linked to version control but

it cannot be said for certain that it is one of those listed version control tools.

Other Some other comments that were given were about how this could be a great

tool for recruiting even if the person in charge of the recruitment is not familiar with

the skills. Also this would be used to find new people for training new skills so that

a company could just query with the skill and the application would give the best

possible match of people who would be most likely interested in that particular skill.

In the end the interview was a great success and it gave me some good feedback on

the results.



7 Conclusion

7.1 Answers to the research question

RQ1: What is the best method to process data of user skill levels to

achieve the best possible result in similarity? Unfortunately there were no

similar studies for this type of assignment so there was not much comparing to

do between results from this thesis and other papers. Although there were studies

that tried to find similarities between programming languages but those used very

different approaches.

Through the process of the trial and error of processing the data I can say that

there is no definite answer to this question. Different processes produced different

results and the process to use in some specific case should always be tailored to

that specific problem. Even a small change in the process can drastically change

the results. For example the simple act of standardizing the data gave very different

results from the normal. And as was seen from the interview results that these small

tweaks changes what the results look like and based on those results one should

decide what type of processing to use. And the results may even differ depending

on different characteristics of the skill in the data for example how common it is and

does it have many links to other skills.

In conclusion while this study could not draw upon similar research it provides

valuable insights into the processing of skill data. The trial and error approach used
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in this study highlights the importance of tailoring the processing approach to the

specific problem at hand. It also emphasizes the need to consider the characteristics

of the skills in the data to obtain accurate and meaningful results.

RQ2: How can we measure similarity between skills in software develop-

ment? The results of this study and the feedback from the interviewees suggest

that measuring the similarity or relevance between two skills using a numerical score

holds great potential. Measuring the similarity or relevancy between two skills with

a number gives great advantages over for example using just a list with skills in

order of similarity. When the similarity score is between zero to one it is very easy

to compare how similar it actually is compared to the skill we want.

In case of this thesis I used cosine similarity to calculate how similar two vectors

were and as it was seen from the results and from the interview it seemed to work

very well. This kind of tool could be found useful for recruiters trying to find suitable

candidates to hire or for companies trying to find suitable people to educate new

skill to increase their competence with that skill.

In conclusion the use of similarity scores to measure the relevance of skills holds

significant potential as demonstrated by the results of this study and feedback from

the interviewees. This approach could prove to be a valuable tool for recruiters

and companies seeking to identify the most suitable candidates for specific roles or

training programs.

7.2 Discussion

In this thesis we explored the possibility of finding similarities between software

development skill only using user skill levels. While there were no similar studies for

this type of assignment the process of data processing revealed valuable insights into

tailoring the processing approach to the specific problem at hand. Furthermore we
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found that measuring the similarity or relevancy between two skills using a numerical

score holds great potential offering significant advantages over using just a list of

skills in order of similarity. Also the unnamed skills could be defined with this type

of similarity score but I believe that this would require more data to be certain

about the similarities.

The data that was used in this thesis only contained people working in a single

company. Of course these people had some experience prior to joining this company

but I still believe that company policies and culture would still affect how common

certain skill are presented in the data. Not to mention how the data was structured

and migrated multiple times making the data not so coherent. Users had previously

been able to write in text field their skill and those got migrated as such.

I believe that if this same process would have been done with data from multi-

ple companies and many more users then we would have seen even better results.

Around 35 000 user skills is nothing small but this number could have been far

greater. Even with data like this the results were very promising and more data

would be very easy to produce.

Unfortunately due to the limitations of current situation I was not able to create

the semantic search application that was the goal for the results from this thesis.

However I believe that once we have this similarity data it is not that difficult to

create semantic search in Elasticsearch using vectors from the matrix as the basis

for vector search.

Like said before these results could be improved with even more data. Also

cleaning up the data used in this by the company using this could also improve

these results as that would reduce the amount of those skills that would appear

only one time. One could use this matrix as the corpus for some machine learning

application that tries to guess skill given similar skills and their similarity scores

with that skill. In conclusion with data that was this simple to produce and still
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gave such promising results holds great potential moving forward finding similarities

between software development skills.
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APPENDIX A. CODE A-2

Listing 1 Function to split skill name into an array of skill names.
{javascript}

function splitName(name) {

name = name.toLowerCase().replace("(", ", ").replace(")", " ");

let oldSplit = [name];

let newSplit = [];

const splitters = [",", "&", "/"]

for (const splitter of splitters) {

for (const n of oldSplit) {

if (n.includes(splitter)) {

newSplit = newSplit.concat(n.split(splitter));

}

else {

newSplit = newSplit.concat(n);

}

}

oldSplit = [...newSplit]

newSplit = [];

}

return oldSplit.map(e => e.trim()).filter(e => e.length > 0)

}



APPENDIX A. CODE A-3

Listing 2 Function to separate skill name into multiple skills.
{javascript}

function separate() {

const combined = JSON.parse(fs.readFileSync("./combined.json", "utf8"));

const skills = JSON.parse(fs.readFileSync("./skills/result.json", "utf8"));

const fixedSkills = [];

const fixed = [];

const skillsByName = {};

const splittedById = {};

for (const skill of skills) {

const idx = skill.id;

const splitted = splitName(skill.displayName);

splittedById[idx] = splitted;

for (const name of splitted) {

const id = uuidv4()

skillsByName[name] = id;

fixedSkills.push({id: id, name: name})

}

}

for (const userSkill of combined) {

const splitted = splittedById[userSkill.skillId]

if (splitted && splitted.length > 0) {

for (const split of splitted) {

const id = skillsByName[split];

fixed.push({...userSkill, skillId: id, skill: split})

}

}

}

fs.writeFileSync("fixed.json", JSON.stringify(fixed), {encoding: "utf8"});

fs.writeFileSync("fixedSkills.json", JSON.stringify(fixedSkills), {encoding: "utf8"});

}



Appendix B Interview materials

Questions:

Q1: Do you think the clustering was a success or not and why?

Q2: Do you think that these lists contain similar skills?

Q3: Which one of these lists do you consider containing the most

similar skills compared to the top most one?

Q4: Do you think the order in these lists is good?

Q5: Do you think that this is a good way to measure similarity?

Q6: Do you think that this can be used as a tool to find what those

skills with no names could have been?
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