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Abstract

In terms of microgrids (MGs) operation, optimal control and management are vital issues
that must be addressed carefully. This paper proposes a practical framework for the opti-
mal energy management and control of renewable MGs considering energy storage (ES)
devices, wind turbines, and microturbines. Due to the non-linearity and complexity of opet-
ation problems in MGes, it is vital to use an accurate and robust optimization technique
to control the power flow of units efficiently. To this end, in the proposed framework,
teacher learning-based optimization (TLBO) is utilized to solve the power flow dispatch
in the system efficiently. Moreover, a novel hybrid deep learning model based on principal
component analysis (PCA), convolutional neural networks (CNN), and bidirectional long
short-term memory (BLSTM) is proposed to address the short-term wind power forecast-
ing problem. The feasibility and performance of the proposed framework and the effect
of wind power forecasting on operation efficiency are examined using the IEEE 33-bus
test system. Also, the Australian Woolnorth wind site data is utilized as a real-world dataset
to evaluate the performance of the forecasting model. The results show that the proposed

1 | INTRODUCTION

Smart grids, which include multiple microgrids (MGs) at the
distribution level, are a significant interest in future electrical
grids. In to reduce costs and have a reliable operation in smart
grids, MGs’ energy management and optimal scheduling must
be considered [1]. Generally, there are three classes of MGs in
terms of voltage: AC MGs, DC MGs, and hybrid AC-DC MGs.
Given that MGs are the link between the end-users and utilities,
energy management is one of the main issues in these systems.
MGs’ operation is categorized into two different modes: Grid-
connected and isolated. Isolated MGs can supply small loads
and maintain the system’s performance in the event of a distur-
bance in the upstream grid. However, one of the main obstacles
to the isolated method is that they are not connected to the
utility grid. Therefore, loads must be supplied using only the
energy provided by distributed generation units, which is the
greatest challenge to manage. On the other hand, MG is con-
nected to the utility grid through a common coupling point in

framework can be used to schedule MGs in the best way possible.

the grid-connected method. This allows power to be exchanged
with the utility grid for costs and benefits. Renewable energy
sources (RESs) are among the technologies that are becom-
ing more popular due to environmental conditions, greenhouse
gas emissions, and limited fossil fuels. Integrating RES and ESs
with power grids can cause positive changes and benefits. That
is why MGs are so important as the next generation of the
power grid. One of the most critical issues associated with their
operation is their optimal energy management and scheduling.
Today, wind turbines have become one of the most popular
technologies. Due to the many benefits of this technology, sci-
entists have done much research to eliminate the challenges in
this technology, including increasing the accuracy of forecasting
in the system as much as possible. In this regard, wind power
forecasting is one of the main topics of this study.

In recent years, MGs’ energy management and optimal
scheduling have received considerable attention. Authors in
[2] have proposed a probabilistic energy management scheme
based on the crow search method to minimize the cost of

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is

propetly cited.

© 2023 The Authors. /2T Renewable Power Generation published by John Wiley & Sons Ltd on behalf of The Institution of Engineering and Technology.

LET Renew. Power Gener. 2023;1-10.

wileyonlinelibrary.com/iet-rpg 1


https://orcid.org/0000-0001-8316-5588
https://orcid.org/0000-0001-5224-9973
https://orcid.org/0000-0003-2145-4936
mailto:kavousi@sutech.ac.ir
http://creativecommons.org/licenses/by/4.0/
http://wileyonlinelibrary.com/iet-rpg
http://crossmark.crossref.org/dialog/?doi=10.1049%2Frpg2.12727&domain=pdf&date_stamp=2023-04-20

2 |

MOHAMMADI ET AL.

the hybrid MGs. That paper has focused on using unscented
transform to deal with uncertain variables. In [3], an energy
management scheme is developed for combined heat power
(CHP) based MGs and has formulated the operation of these
systems as a multi-objective optimization problem. Authors in
[4] suggested the 2 m point estimation algorithm for MGs
and developed a stochastic management framework. Authors in
[5] presented a management plan considering electric vehicles
and ESs. Paper [0] proposes an energy management method
for combined heat power-based MGs that considers demand
response technology and various generating units. In that papet,
demand response is utilized for improving energy management
and generative adversarial nets for renewable power forecast-
ing. A machine learning-based energy management system for
optimal scheduling of hybrid AC-DC MGs has been suggested
in [7]. Ref. [8] has investigated the components and basics of
hybrid microgrids (HMGs). In that papet, the energy manage-
ment of CHP-based MGs is formulated as a multi-objective
optimization problem, and different types of units and demand
response technology, are utilized. In Article [9], different gen-
eration units and uncertainties in the system are considered,
and a statistical energy policy using odoutless conversion is
proposed. Article [10] has proposed a stochastic energy man-
agement method for AC-DC MGs. Various generating units are
addressed in that work and system uncertainties are recorded
using the unscented transform. The paper [11] proposed an
energy management method for CHP-based MGs that con-
siders the need for reaction power and RESs. Ref. [5] has
suggested a management scheme for HMGs that thought CHP
models, plug-in electric vehicles, ESs, RESs, and a strategy for
feeder reconfiguration. A secure distributed cloud-fog-based
optimal scheduling system for MGs was presented in [12]. A
two-layer energy management method for MGs with high pen-
etration of RESs and ESs considering battery degradation is
proposed in [13]. Ref. [14] provides an efficient energy man-
agement technique for renewable MGs considering ESs and
tidal power generation units. While the above works addressed
essential topics regarding the energy management of MGs, the
research in this area is still in its infancy. In this regard, this paper
proposes robust energy management for MGs considering
RESs.

Another vital concept in modern power grids is renewable
energy. This concept, which is essential to power grids cre-
ates several challenges including power forecasting. Due to the
crucial role of wind power in the optimal scheduling and opera-
tion of power grids, wind power forecasting has attracted many
researchers in recent years. In the following, several studies
about wind power forecasting are investigated. Ref. [15] has sug-
gested a three-layer backpropagation neural network prediction
method for one-step-ahead wind speed prediction. In [16], a
prediction technique based on the wavelet transform for wind
power forecasting is proposed. Future wind data is forecasted
using this strategy by analyzing hypothetical symptoms. In [0],
a renewable forecasting model based on generative adversarial
networks is proposed, and the results of the proposed method
are compared with several well-known methods. Ref. [17] has
suggested a recurrent neural network-based approach to esti-
mate wind power by learning the temporal relationship of the
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FIGURE 1

Schematic construction of MG’s structure.

time series data. Ref. [18] has proposed a forecasting model
using long short-term memory (LSTM) to address the gradient
vanishing problem. As one of the advanced variations of recur-
rent neural networks, LSTM can learn the information stored in
time seties data more successfully. To improve load forecasting
accuracy, this paper proposes a novel method based on PCA,
CNN, and BLSTM. It is worth noting that the PCA algorithm
is used to reduce the dimensions of the data.

The main contribution of this work can be summarized as
follows:

- Proposing a robust optimal scheduling framework for AC
microgrids is presence of ESs and renewable energy sources

- Proposing a novel deep learning method for wind power
forecasting considering environmental features.

- Assessing the impact of wind power forecasting in on the
efficiency of MG scheduling.

The rest of the paper is organized as follows: In Section 2,
the optimal scheduling and operation of the MG are formulated
as an optimization problem, and the details of the TLBO are
presented. Section 3 is focused on the proposed deep-learning-
based forecasting model. The simulation results and conclusion
are provided in Sections 4 and 5.

2 | MG OPERATION AND OPTIMAL
SCHEDULING

MGs are designed to facilitate electric power supply at the dis-
tribution level. Figure 1 illustrates the schematic construction of
typical MGs. In smart MGs, physical layer parameters (e.g. volt-
age, active power, reactive power, etc.) are measured and sent
to the MG central control at regular intervals through advanced
metering infrastructures (AMI). Each node in these systems is
equipped with a smart metering device that communicates with
central control through communication channels. MG central
control schedules the system’s components one day ahead of
operation based on the system’s characteristics, energy market
price data, RESs’ forecasted output power, and load demand.
In the following, the operation of MG is formulated as a con-
straint optimization problem, and then the TLBO is described
in detail.
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2.1 | MG scheduling problem formulation

In this section, the operation of renewable MGs is modeled as
a single-objective optimization problem. The main cost objec-
tive function incorporates the cost of generation units, ESs,
and power sold/ purchased to/ from the utility grid as follows
[19]:

+ 5S¢ max{0, 14 — z/ !

Minh(X) = Z Z [/ P.B.. +
+ Sg;f max{0, z/;_l - uf}]

Ny
+ z [ﬂ;P;B';/ + SX”; max{0, ﬂ'; - u;._l}
_‘1 - -

+S ffmax{() / ! —ﬂf} (nlet(rm’ 1

The variable X'in Equation (1) indicates the optimum opera-
tion point of grid components and their binary OFF/ON status
as follows:

X = [B, Ulixexuxng s # = Ny + N, + 1,V € Ny

B = P B Il P = WGy Py s o) .
UL = Uty A B = 1P P P
P(l/:nd [ rid] € {O l}

The primary optimization challenge is solved by taking into
account vatious practical limitations. The balance between con-
sumption and generation in the system is maintained through
the following load flow equations:

1\//

P = Y VY, co8(0,+ 8, = 6,) 3)
n=1
N,

Q’”” D VI VY, sin@), +6,-8,) )
n=1

The restrictions on the generation units, utility grid, etc., are
presented in the rest.
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2.2 | TLBO algorithm

As mentioned before, the TLBO is utilized to solve the schedul-
ing problem of MGs and minimize the operation cost. Due
to the high ability of evolutionary optimization techniques in
solving constraint/non-constraint single/multi-objective opti-
mization problems, these algorithms have attracted much
attention in recent years. For instance, authors in [2] used the
crow search optimization to solve the optimal scheduling prob-
lem of MGs. This paper employs the TLBO algorithm to solve
the optimal scheduling problem of MGs. The TLBO algorithm
is a population-based algorithm that models the learning pro-
cess of students in the class [20]. The algorithm consists of
two phases: The teacher and student phase. The main idea
behind the teachet’s phase is that during the learning process,
the teacher attempts to move students’ mean grades toward the
best student. It is worth noting that in each iteration, the teacher
is considered the best current solution. The mathematical model
of the teacher phase is described as follows:

AX,, = 1,(T, — EM) (12)

)(iﬂeu/ — )(10/{/ + A)(/T (13)

where 7}, M,
students, a random number in the range of [0,1], and a random
integer between 1 and 2 in the /th iteration, respectively. The sec-
ond phase (i.e. the student phase) simulates the learning process
among students in which students increase their knowledge by

r;, and F; present the teacher, the mean grade of

discussing with each other. For two randomly chosen students,
the student phase is expressed as follows:

i#F
(14
Note that F(X) represents the objective cost function of

students in Equation (15). The advantages of TLBO over
other well-known optimization methods (e.g. PSO, CSA) are its

)(Z‘WW — )(jo/// + rz()(z _)(/) Zf F()(z) < F()(/)
)(Z_WU/ :)(jﬂ/d + 7"[-(){/- _)(2) Zf F()(Z) > F()(/)
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FIGURE 2  Dataset generation stage.

simplicity, two-step movement in search space, and no depen-
dence on regulatory parametets.

3 | WIND POWER FORECASTING
MODEL BASED ON PCA-CNN-BLSTM

This section presents the detailed and mathematical model of
the different parts of the proposed forecasting method. The
proposed method forecasts future wind power using previously
measured values and environmental features. In this model,
first, the PCA is utilized as a feature selection and dimension-
ality reduction method, and then the CNN-BLSTM model is
trained using the output of the PCA. This section presents three
different concepts as follows:

A. Data generation stage
B. PCA
C. CNN-BLSTM model

3.1 | Data generation stage

The first stage of the proposed model is the dataset generation
stage. The historical data is first processed at this stage to gen-
erate the proper dataset for training the model. Figure 2 shows
the dataset generation stage. In this stage, two windows of sizes
m and 7 are utilized to generate the input and the corresponding
outputs from the historical data sequence. For instance, if 7 is 4
and #is 1, the input related to each data sample is its four previ-
ous samples. In Figure 2, the data generation stage is depicted.

3.2 | Feature selection using PCA

PCA can reduce the dimensionality of data by decreasing the
number of feature vectors. It can be used to improve the com-
putation rate of artificial neural networks by diminishing their
calculation times. The procedure is described in detail in the fol-
lowing paragraphs. The PCA simplifies the input features into

a complete output element. To separate the similarity between
the data vectors and maintain the initial variable details, the PCA
mostly discovers a small set of linear combination variables to
replace the actual variables.

If 7/ was the temporal vatiable of observation and

J was the environmental variable in an initial dataset

X ={x11, X125 Xjjs s Xpnt , the matrix can be constructed as:

X110 X2ttt Xy
~ ~ e

X=|" (15)
Xpl X2 Tt X

Stage 1. The normalization matrix (X*) is produced by
normalizing the data set:

X* = - Zmin_ (16)

Xmax — Xmin

Stage 2. The covariance matrix (R) is created by using a linear
transformation:

1 -
R=-(x*)" x* 17)
n
Stage 3. The feature matrix, A; is obtained by solving

['T—R| = 0, and finally, it leads to calculating the collected
contribution portion, 3;:

A;
=1 Z:;] li

M~

B = (18)

A considerable amount of data is within the & main features
with a 75-95% contribution, which the # initial variables can
deliver.

3.3 | The CNN-BLSTM model

In this section, first, the basic details of the CNN and BLSTM
and then the hybrid model of CNN-BLSTM are desctibed in
detail. The CNN-BLSTM has been extensively used for video
frame prediction, speech recognition, text understanding, etc.
The main advantage of this architecture is that the CNN can
extract high-level features from data and feed them to the
BLSTM, which has an excellent capability for capturing pat-
terns in sequential data like time series. Also, the bidirectional
structure of BLSTM allows the model to learn in two directions
(forward and backward). Hence, combining two architectures
can benefit from the advantages of both models.

3.3.1 | CNN architecture

The CNN architecture was initially proposed for the image clas-
sification task. The input of the model is usually a 2D matrix
with some channels. The CNN model has a sliding window with
some trainable weights called the kernel, which moves on the
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FIGURE 3  Schematic illustration of the 1D convolution.

information and learns the features of the input through the
backpropagation process. The shape of the kernel depends on
the input. For example, in the case of RGB images, the kernel
is 3D. Here, since the input data is a time series, 1D convolu-
tional layers are utilized. In 1D convolutional layer, the kernel
has only one dimension and moves on the input data in only
one direction. The schematic illustration of the one-dimensional
convolutional layer is presented in Figure 3. Additionally, the
convolutional neural network has a max pooling layer and a
dropout layer to prevent overfitting. It is worth noting that by
moving from the input layer to the output layer, the size of the
data decreases, and the number of channels increases.

3.3.2 | BLSTM architecture

LSTMs were first proposed to solve the gradient vanishing issue
in regular recurrent neural networks (RNN) [21]. The LSTM
records and stores information using the cell state and three cell
gates. The input and forget gates tell the cell state what infor-
mation needs to be added or removed. Additionally, the output
gate determines which section of the cell state should be out-
put. Note that the LSTM network’s training procedure is based
on backpropagation [22]. The LSTM’s transition equations are
as follows:

by = H(I’Vx,hxl + %,b/jl—l +b) 19

It = Hyb!ybl + bj (20)

The following equations implement the function /7
5= a(I’Vi,xXt + %,/ybz—1 +0;) 21
Sy =0Wy oy + Wyphi—y + by) 22

¢ = anh(W g + Wby + br) 23)

0p = a(%,xxl + LVo,/ybz—l +b,) 24)
G=fga+i-g (25)
h, = o, - tanh(c;) (26)

The notion of memory cells with regulating gates enables
LSTMs to significantly outperform RNNs in overcoming long-
term reliance and vanishing gradients [21]. The learning process
calculates the weights that determine whether the cells store or
delete data through backpropagation.

Another variant on RNNs is presented in [23], in which a
single RNN layer is composed of two RNN blocks simultane-
ously processing temporal input in opposing directions. At each
step, the ultimate output is a sum of the results of RNN blocks.
The bidirectional structure could be applied to LSTM to create
BLSTM. In the following, the mathematical relation between
forwarding and backward processes and the network’s output is
described:

by =HW -+ WZ/;’ZZH + ) 27)
b= H(V o+ WUZ,_l + ) 28)
g, = Wg;JZ, + W};JZ, +5, 29)
3.3.3 | CNN-BLSTM

In this section, the details of the CNN-LSTM architecture are
presented in detail. In order to extract high-level features from
the input data, the first layer of the model in the CNN-BLSTM
structure is a one-dimensional convolutional layer with several
kernels where the shape of the kernels is usually 3 X 1. The
output of this layer goes through the RELU activation func-
tion to make the system non-linear. Afterward, to provide an
abstract from the representation and reduce the overfitting, the
output of the activation function goes through a max pool-
ing layer. Also, the max pooling layer reduces the computation
cost by reducing the number of learnable parameters. Several
BLSTM layers continue the network. After the BLSTM layers,
there is a dropout layer to prevent overfitting. The output of the
dropout layer is fed to a fully connected layer before going to
the output layer. The size of the output layer depends on the
application. Since the wind speed is a regression problem, the
model’s loss function is mean square error. The structure of the
CNN-BLSTM network is depicted in Figure 4.

4 | SIMULATION RESULTS

In this section, the performance and feasibility of the pro-
posed strategies are examined on practical test cases constructed
based on the IEEE 33-bus test system. The test system includes
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FIGURE 4 The structure of the CNN-BLSTM network.

a wind turbine, two microturbines, and one ES. The com-
plete details of the characteristics of the components and a
schematic illustration of the test system can be found in Table 1
and Figure 5 respectively. The test system operates based on
the 12 kV voltage level, and the MG is connected to the
upstream grid through the point of standard coupling at bus
1. MG and the upstream grid can exchange power based on
cost and benefits. In order to respect the idea of green energy,
the wind turbine unit is considered non-dispatchable, meaning
that all of its generation is consumed without considering the
cost-efficiency. This study considers the complete model for
transmission lines (impedance). The hourly electricity market
price is provided in Figure 9, and the load factor is from [24].

Moreover, the historical data of the Woolnorth wind site [25],
which is located at Woolnorth on Cape Grim at the northwest
tip of Tasmania, is utilized to evaluate the performance of the
proposed wind power forecasting model. It is worth noting that
the Woolnorth wind site is one of Australia’s most difficult situ-
ations for wind power forecasting due to its location on the edge
of a cliff exposed to the Southern Ocean. The data set contains
the wind turbine’s houtly power measurements for five years
from 2009 to 2014. The dataset includes five environmental
features: Wind speed and direction, temperature, atmospheric
pressure, and solar irradiance. In the following, the proposed
wind power forecasting model is examined, and then its results
are utilized to evaluate the performance of the proposed optimal
scheduling strategy.

4.1 | Wind power forecasting results
As mentioned before, the hourly historical data of the Wool-
north wind site is utilized to evaluate the performance of
the proposed forecasting model. In the first stage, the PCA
algorithm is used to identify less important features and
decrease the dimensions of the data. The total contribution
rate and the cumulative contribution rate of the input features
corresponding to eigenvalues are depicted in Figure 6.

As shown in Figure 0, the first two features (i.e. wind speed
and direction) include 86% of the information. This value goes

TABLE 1  Characteristics of the components of the system.
Min power Max power Bid Startup/shutdown Location
Type (kW) (kW) ($/kWh) cost ($ct) Ramp rate (Bus number)
Micro-turbine 1 100 1300 0.645 75 220 12
Micro-turbine 2 90 1100 0.675 70 180 25
Wind-turbine 1 0 2000 1.073 0 - 30
ES —250 250 0.318 0 - 18
23 24 25
| | — = Wind Turbine
I—V l-’ —26 27 28
I | I I |
LR L LR
Upstream PCC ll_> 2| 3 4 5 6 7 8 9 1 1 12 13 14 15 17 18

FIGURE 5
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Schematic illustration of the test system.
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up to 93% when the atmospheric pressure is included. So the
other features only contribute 7% of the data. In this regard,
only wind speed, wind direction, and atmospheric pressure are
considered from the output of the PCA. In the following, this
policy’s results are compatred with the case that all features are
included.

After the feature selection stage using PCA, it is time for
the data generation stage. The dataset generation stage is per-
formed on data considering 7 = 48 and 7 = 24, meaning that
the proposed model can simultaneously forecast the next 24 h
of data. After the input data is generated, it is time to train the
model. For this purpose, the data is divided into test and train-
ing datasets where the split ratio is 80%. The proposed model is
implemented in Python 3.8 using Tensorflow.Keras library. The
optimizer of the model is ADAM, and the number of epochs
is 250. The network architecture includes two 1D convolutional
layers of size 3 with RELU activation functions, followed by one
max pooling layer and a dropout layer with a 0.3 rate. After-
ward, there are two BLSTM layers with 128 cells, followed by
one dropout layer with a ratio of 0.3 and one fully connected
layer that maps the information to the output. The activation
function of the last layer is linear. Since the whole problem
is a regression problem, the model’s loss function is the mean
squate error.

Figure 7 shows the regression diagram and compares the
actual output power with the predicted values for 24 h related

PCA-CNN-

BLSTM 7.56 89.07 162.5
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FIGURE 8 Boxplot of the absolute error of different methods.

TABLE 2  Prediction metrics.

Method MAPE (%) MAE RMSE
ANN 17.868 209.36 362.09
CNN-BLSTM 10.95 117.3 187.3
LSTM 12.345 115.91 198.88
PCA-CNN-BLSTM 7.56 89.07 162.5

to 22/11/2009. Note that for better evaluation, the proposed
methodology is compared with two well-known methods called
Artificial neural network (ANN) and LSTM.

As can be seen from Figure 7, the proposed PCA-CNN-
BLSTM model has the best performance. The superiority of
the proposed method over other models can be seen at sharp
edges. This shows the effectiveness and positive role of PCA
and the deep structure of the CNN-BLSTM in forecasting. In
comparison with other models, it can be seen in Figure 7 that
the actual output power of the wind turbine at the 5th hour
is 303.76, and the forecasted value of PCA-BLSTM is 321.41,
where the output of LSTM and ANN are 210.84 and 647.68,
respectively.

For better comparison, the boxplot of the absolute fore-
cast error of baseline models is presented in Figure 8. As seen
from that figure, not only does the PCA-CNN-LSTM have a
lower mean absolute error, but also the diversity of the error
is lower for this model. Additionally, the regression metrics of
the models are presented in Table 2. The regression metrics in
this study are mean absolute petcentage error (MAPE), root
mean squate error (RMSE), and mean absolute error (MAE)
[6]. By comparing the regression metrics of the CNN-BLSTM
with PCA-CNN-BLSTM, we can see the PCA’s effectiveness in
improving the forecasting model’s accuracy.

41.1 | MG optimal scheduling

This section is focused on the optimal scheduling of the MG
for 24 h. Four different scenarios are looked at to show how
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TABLE 3  Power loss, maximum voltage deviation, and total cost of the
grid for different scenatios.

Maximum
Case Power voltage deviation Total cost
study loss (kW) (puw) ($)
Scenatio 1 19837 0.0042 55440
Scenatio 2 20945 0.0053 55316
Scenatio 3 19777 0.0029 56758
Scenatio 4 19204 0.0023 58023
4

W

—_—

Electricity market price ($)
[\

)

0 5 10 15 20 25
Hour

FIGURE 9 Houtly electricity market price.

the wind power forecasting model affects the accuracy and
efficiency of the best scheduling:

* Scenario 1: optimal scheduling is performed using actual
wind data.

* Scenario 2: optimal scheduling is performed using PCA-
CNN-BLSTM results.

* Scenario 3: optimal scheduling is performed using LSTM
results.

* Scenario 4: optimal scheduling is performed using ANN
results.

The power loss, maximum voltage deviation, and total cost
of the grid for all scenarios are presented in Table 3. As seen
from that table, the grid’s total cost for scenario 2 is minuscule
different from scenario 1 (124$). These values for scenatios 3
and 4 are (1318$) and (25839). This shows the high impact of
the wind power forecasting model on the optimal operation and
efficiency of the grid. It is worth noting that the maximum volt-
age deviation in Table 3 is the highest value among all buses
during the operation day. As can be seen, the maximum voltage
deviation for all scenarios is less than the corresponding thresh-
old. Since scenario 2 had the best results, only the results of
scenario two are analyzed.

According to Figure 9 and Table 1, the electricity price varies
at different day hours, and the generation cost of different

TABLE 4 MG optimal scheduling for 24 h.

Micro Micro Wind

Hour ES turbine 1 turbine 2 turbine
—250 0 0 0.0
2 —250 0 0 36.5
3 —250 0 0 87.4
4 —250 0 0 549.5
5 —250 0 180 321.4
6 —250 220 360 337.7
—250 440 540 287.4
8 —250 660 720 125.8
9 250 880 900 66.5
10 250 1100 1080 87.3
11 250 1300 1100 167.2
12 250 1300 1100 394.0
13 250 1300 1100 469.2
14 250 1300 1100 233.2
15 250 1300 1100 228.7
16 250 1300 1100 249.3
17 —250 1080 1100 369.5
18 250 860 920 827.0
19 —250 640 740 165.8
20 0 440 920 27.6
21 250 660 740 0.0
22 —250 440 560 0.0
23 —250 220 380 0.0
24 —250 0 200 0.0

units are not the same. Therefore, purchasing power from the
upstream grid and turning off expensive units is more benefi-
cial in the eatly hours of the day. As can be seen from Table 4,
dispatchable units (i.e. microturbines 1 and 2) are turned off in
the early hours of the day when the energy market price is low.
On the other hand, in the middle of the day, when the elec-
tricity price is very high, all generation units operate at their
maximum capacity to keep the operation cost as low as pos-
sible. Table 4 shows the MG optimal scheduling for 24 h using
PCA-CNN-BLSTM results considering 1 h intervals.

Another beneficial policy for the grid would be storing energy
in ES at low electricity prices and injecting that energy into the
grid in the middle of the day when the energy price is high. As
can be seen from Table 4 and Figure 9, the ES is charged at
the low-price hours (i.e. 12:00 AM to 9:00 AM and 5:00 PM
to 7:00 PM) and discharged at high price hours. This policy
could decrease the total operation cost of the system signifi-
cantly. Therefore, the presence of ESs in the grid can improve
the system’s efficiency.

According to Table 4, the amount of power exchanged with
the upstream grid has a reverse relation with the energy market
price, meaning that in low price hours, the priority is given to the
upstream grid rather than generation units. On the other hand,
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in the middle of the day, when the electricity price is high, most
of the grid’s demand is supplied through distributed generation
units.

5 | CONCLUSION

This paper focuses on wind power forecasting and the optimal
management and control of renewable MGs in the realistic envi-
ronment. For robust and efficient scheduling of MG, an optimal
framework based on TLBO was proposed. The first part of the
proposed methodology, which is for optimal scheduling, takes
the practical limitation of the system, such as ramp rate etc., into
account and presents an optimal framework for the efficient
operation of MGs. The performance of the proposed method-
ology was tested on the IEE 33-bus test system, including three
generation units and an ES. The results showed that the pro-
posed methodology could efficiently minimize operation costs
by managing the generation units and batteries. Also, the impact
of wind power forecasting accuracy on the efficiency of the grid
was examined. The second part of the proposed framework
was focused on wind power forecasting using a novel method
based on PCA-CNN-BLSTM. The performance of the pro-
posed model was evaluated using a real-world test case. The
results showed the acceptable performance of the proposed
model and its priority over two other well-known forecasting
models.

NOMENCLATURE

o Logistic sigmoid function
Ndischarge, haree  ES chatging/discharging efficiency
B¢/ B,/ Cost of generation units /ESs
Be,ii  Cost of upstream grid power

b;, bg, by, by, ... Bias vectors

¢ Cell state

DR,;/UR; ramp down/up rate
/, Forget gate
h(X) The cost function
7, Input gate at time #
N, Number busses
N; Number of generation units in the MG
Ny, number of loads
Number of ESs in the grid
Number of batteries in MG
Ny Number of time intervals
o, Output gate

Permitted charge/discharge rate within a
definite period Az
The maximum value of the charg-

P, charge/ discharge

P, charge/ discharge,max
ing/discharging rate within a defined
period of time Az

P/ Pe/”™  Max/min #ith generation units’ output
power

Periamin'/ Peridme’  Min/max power of the upstream grid

Pcid The power exchanged with the upstream

grid

P, 0" Feeder capacity

Limax
P O,
Py’ Total power loss
P,/ Psi Power of batteries/generation units
RES  The spinning reserve
S /S Generation units * Startup/shutdown cost
85"/ Sy@ff ~ ESs’ Startup/shutdown cost
ON/OFF Status of the 7/th generation
units/ES
17/6 Magnitude/phase of the voltage
Vi / Ve Voltage limitations of the bus
Hye.f.r, maxc/ min Capadty of ES
W, battery
Wi Wi Wip...  Weighting matrices
X Control variables
Y/6 line impedance magnitude/phase
9, LSTM cells’ output at time #

Injected active/reactive power
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