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Abstract: Human–machine interaction (HMI) refers to systems enabling communication between
machines and humans. Systems for human–machine interfaces have advanced significantly in terms
of materials, device design, and production methods. Energy supply units, logic circuits, sensors,
and data storage units must be flexible, stretchable, undetectable, biocompatible, and self-healing
to act as human–machine interfaces. This paper discusses the technologies for providing different
haptic feedback of different natures. Notably, the physiological mechanisms behind touch perception
are reported, along with a classification of the main haptic interfaces. Afterward, a comprehensive
overview of wearable haptic interfaces is presented, comparing them in terms of cost, the number of
integrated actuators and sensors, their main haptic feedback typology, and their future application.
Additionally, a review of sensing systems that use haptic feedback technologies—specifically, smart
gloves—is given by going through their fundamental technological specifications and key design
requirements. Furthermore, useful insights related to the design of the next-generation HMI devices
are reported. Lastly, a novel smart glove based on thin and conformable AlN (aluminum nitride)
piezoelectric sensors is demonstrated. Specifically, the device acquires and processes the signal
from the piezo sensors to classify performed gestures through an onboard machine learning (ML)
algorithm. Then, the design and testing of the electronic conditioning section of AlN-based sensors
integrated into the smart glove are shown. Finally, the architecture of a wearable visual-tactile
recognition system is presented, combining visual data acquired by a micro-camera mounted on the
user’s glass with the haptic ones provided by the piezoelectric sensors.

Keywords: haptic interfaces; human–machine interfaces; virtual reality; tactile feedback; sensors;
actuators; virtual interaction model

1. Introduction

Humans have always been seeking more and more improvements in their natural
sensing and physical characteristics. These improvements could be associated with some
cognitive evolutions caused by the human instinct to adapt to new changes in living
environments. Due to the exponential growth in the complexity machine structures and
the consequent need for interaction between the functionalities of machines and human
sensations, human–machine interfaces (HMIs) were born [1–3]. This has led to a new era of
virtual reality (VR) and augmented reality (AR), where humans can interact with machines
through specially designed smart interfaces [4–6].

Haptics or haptic technology reproduces the touch feeling during the interaction with
a real-world or virtual environment [7–9]. Teleoperation, the term for remote physical
interaction, refers to using computer software to interact with a virtual world [10–12].
Thanks to the fast advancement of technology in recent years, the design of haptic devices
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has increased tremendously. However, multidisciplinary competencies are required for
designing haptic interfaces, including computer sciences, software design, electronics,
communication, electromechanical design, and ergonomics [13–15]. The haptic interface
comprises a manipulator acting as a mediator between humans and simulations and
continuous visualization of virtual or remote environments. The user moves around in
the virtual or remote environment by manipulating the robotic equipment. Computer
simulations of different activities may convey lifelike, tactile feelings to a user using haptic
feedback, consisting of mechanical feedback in a human–machine interfacing system [16,17].
Haptic feedback enables things generally visualized to assume real physical characteristics
such as mass, hardness, and texture. Haptic interfaces can improve production evaluation in
computer-aided design and manufacturing (CAD/CAM), design prototyping, and letting
people handle virtual products before producing them. Furthermore, haptic interfaces can
be useful for training and education purposes, for instance, in surgical procedures or to
simulate activities carried out in dangerous environments, enabling the optimization of and
improvement in personal skills [18,19]. Haptic interfaces can also deliver force feedback
while teleoperation procedures, such as telesurgery or hazardous waste clearance, are being
carried out remotely. The advantages of haptic feedback are obvious, given the variety of
uses.

These technologies are discussed in detail in this work; specifically, an analysis of
haptic feedback interfaces, one of the many principal vectors in HMIs, has been conducted.
It will also be discussed how reliable these systems are in applications fields such as
healthcare (physical rehabilitation, smart virtual elderly healthcare, etc.), communication
devices for disabled or deafblind people, entertainment, and VR and AR applications.

After describing the human tactile sensation and analyzing the overall anatomy of the
various mechanoreceptors in the human skin, the principal haptic interfaces are classified
according to the main effect that defines their functionality in terms of haptic feedback.
Then, a comprehensive account of the state of the art of wearable haptic interfaces is
presented, comparing them in terms of cost, number of integrated actuators and sensors,
main haptic feedback typology, and future applications. Finally, a survey of sensing systems
that implement haptic feedback technologies, particularly smart gloves, is introduced by
discussing their general key design requirements and technical features.

A fundamental task that an HMI’s transducer should accomplish is to gather and
elaborate data coming from its sensing system through an efficient and well-designed
signal conditioning section that improves the functionality of the same HMI’s transducer.
Indeed, a novel smart glove is presented based on ultra-thin AlN (aluminum nitride)
piezoelectric sensors to detect finger movements and gestures [20–22]. Notably, the device
allows gestures to be recognized through a machine learning (ML) algorithm performed
locally on the microcontroller. Furthermore, the architecture of a wearable hybrid visual-
tactile recognition system is introduced, combining pictures acquired by a micro-camera
mounted on the user’s glasses and haptic signals gathered by the presented smart glove to
identify the grasped objects. Afterward, the development and testing of the conditioning
section interfaced with AlN-based piezoelectric sensors are introduced.

The main novelties and contributions of the presented scientific work are:

• Analysis of the main applications of the haptic feedback technologies, providing a
general discussion of the physiological mechanism of the haptic feedback, as well as a
general classification of modern haptic interfaces.

• A comprehensive overview of wearable interfaces for haptic feedback, providing
comparative analysis and insights about the discussed systems and defining features
and architectures of the next generation of haptic devices.

• A survey of recent sensing systems for haptic interfaces in the form of smart gloves
for monitoring hand and finger movements and providing biofeedback to the user.

• A novel smart glove based on ultrathin AlN sensors for detecting hand motions. Ad-
ditionally, the architecture of a hybrid visual-tactile recognition system based on the
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developed glove is introduced. Finally, the design and testing of the electronic condi-
tioning section for handling signals generated by piezoelectric sensors are reported.

The remainder of the paper is arranged as follows: Section 2 reports the problem
definition and applications of haptic feedback technologies. Next, Section 3 presents
a general classification of modern haptic interface technologies. Section 4 presents an
overview of wearable interfaces for haptic feedback, along with a comparative analysis
and discussion of the presented systems. Additionally, Section 5 reports a survey of
sensing systems for haptic interfaces. Section 6 describes the smart glove supported by
a machine learning (ML) algorithm to recognize gestures by analyzing signals provided
by five piezoelectric AlN-based sensors. Then, the design and testing of the electronic
conditioning section for the AlN flexible sensors are described. Lastly, the architecture of a
wearable hybrid recognition system is presented, which combines pictures acquired by a
micro-camera and haptic data acquired by the smart glove to recognize the grasped objects.

Selection and Exclusion Criteria for Performing the Survey of Haptic Technologies

The fundamental step for arranging the survey of haptic technologies was a prepara-
tory screening to identify the most suitable scientific articles and review papers according
to a set of selection and exclusion criteria. Specifically, the definition of the latter was been
performed considering different aspects of the analyzed documents, such as the suitability
to the treated topics, relevance, publication year, and redundancy with respect to other
selected papers. Notably, the goal was to provide the reader with the broadest and most
detailed view possible regarding the technologies used to provide haptic feedback. The
selection process was carried out in accordance with the workflow depicted in Figure 1;
a three-step analysis was carried out, beginning with the title, moving on to the abstract,
and finally reading the full text.
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Overall, the survey of haptic technologies led to the analysis of 138 documents, dis-
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(research articles, review papers, books, and websites).
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2. Problem Definition and Application of Haptic Feedback Technologies

This section analyzes and classifies the existing typologies of haptic technologies and
their use cases in different environments. “Haptic” derives from the Greek “haptesthai”,
signifying linked to touch sensation, commonly connected with adaptive connections to
pass on or visualize items [23]. The tactile sensation can be described as unintended and
dynamic. Hence, simple haptic devices such as remote controls, directional wheels, and
gaming controllers are crucial.

Haptic systems, also called kinesthetic correspondence or 3D touch, refer to any
technical solutions that can implement touch by applying a few powers, vibrations, or
movements to the user. In the last few years, several innovative haptic interfaces have been
reported in the literature [23].

The demand for haptic feedback technologies has increased due to the quick advance-
ment of VR and AR. Especially with portable or wearable formats, these technologies
enhance users’ immersive experiences in a wide range of fields, including social media,
entertainment, medical equipment, mechatronics, and more. The primary idea behind
haptic feedback technology is to activate mechanoreceptors or afferent nerves beneath
the skin with sophisticated actuators to produce a sensation or a feeling. Multi-modal
pseudo-haptic feedback on replicated weight sensations in virtual reality has made some
progress. Since VR has grown in popularity, it is crucial to give virtual items an accurate
haptic sensation. Understanding the psychological impact of such feedback is still a work
in progress [24].

Ensuring greater rigidity and reduced inertia is a significant difficulty for modern
tactile systems. Specifically, impedance-based systems are constrained by their high rigidity,
whereas admittance-based ones are constrained by their ability to produce little inertia. As
a result, it is challenging to reproduce both forceful touch and minimal inertia in virtual
settings [25].

To introduce sensing and feeling improvements by implementing interfaces for haptic
feedback, a typical use case of such interfaces is the development of smart prostheses.
Generating haptic feedback for smart prostheses is still quite difficult since they have
trouble accurately gripping items when they do not have them. Recent scientific studies
have employed several techniques to create haptic feedback. It has been demonstrated
that vibrotactile feedback may be achieved by employing a compact and lightweight
vibrator. The frequency restriction and the additional 400 ms delay are this method’s
drawbacks. However, the pressure feedback devices unavoidably increase the bulk of the
equipment. Pressure feedback may typically imitate the pressure of the smart prosthesis-
grabbing objects. Therefore, L. Chen et al. developed the so-called Multimodal Fusion
Transcutaneous Electrical System to overcome these problems [26]. This system uses
various combinations and stimulation feedback with variable stimulus level, frequency,
waveforms, and stimulating places to produce a multimodal stimulus haptic feedback. The
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stimulator has numerous independent channels and can create up to eight waveforms per
electrode channel. To increase its dependability, it can connect to any device using Bluetooth
4.0 [27]. Nevertheless, under some circumstances, this could hurt and be uncomfortable for
the amputee. Therefore, transcutaneous electrical nerve stimulation is the most practical
way to produce multimodal fusion nerve stimulation (MFNS) when no stinging sensation
is present.

2.1. Haptic Feedback’s Physiological Mechanisms

Kinesthetic feedback and tactile feedback are the two main categories of haptic feed-
back. Both have to do with how human muscles, joints, and tendons feel, which may
provide us with information regarding weight, strain, gestures, etc. Skin sensation, cre-
ated through tactile feedback, enables perceiving fine tactile perceptions such as vibration,
pressure, texture, etc. As a result, when we engage with the actual world, they help us
discern between the form, texture, and other surface features. Joint motions with several
degrees of flexibility enable various actions in our daily and professional life. Actuators
that can deliver both force and torque are necessary for kinesthetic feedback. The majority
of kinesthetic feedback systems rely on heavy external mechanical equipment. Including
actuators within the body is a huge problem in creating a torque with a high force required.

2.2. Haptic Feedback

Under the skin, Merkel disks, Pacinian corpuscles, Meissner corpuscles, Ruffini end-
ings, Krause bulbs, and free nerve endings all contribute to the human sense of touch.
Every type of mechanoreceptor has distinct purposes and sensing characteristics (Figure 3).
The normal threshold for the tactile sensation on human fingers is 10–100 mN, with dis-
placements of 10–100 mm, and it varies from person to person, closely correlated with
the frequency of actuation. Low-frequency vibrations (10 Hz) affect the sensitivity of
Merkel cells and Ruffini terminals. However, Meissner and Pacinian corpuscles react to
high-frequency vibrations between 10 Hz and 800 Hz, with 30 Hz and 250 Hz as the most
sensitive frequencies. To appropriately stimulate the receptors and optimize the dimension
of the haptic device, these parameters are crucial for building haptic interfaces.
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as kinesthetic feedback. The sense of surface hardness, temperature, and other properties of the skin’s
surface derived through mechanoreceptors is known as tactile feedback.
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Another aspect of tactile feedback is temperature. Skin’s thermoreceptors gather
various thermal data, enabling accurate temperature sensing. The hand’s skin commonly
ranges in temperature from 25 to 36 ◦C when at rest. Thermoreceptors typically respond to
temperature changes between 5 and 45 ◦C, and a sudden shift in temperature can make
people experience discomfort. One of the human body’s most thermally sensitive areas
is the skin at the base of the thumb, which can detect temperature differences of 0.02 to
0.07 ◦C for chilling pulses and 0.03 to 0.09 ◦C for heating pulses.

3. General Classification of Modern Haptic Interfaces

To highlight the real status and prospects of tactile feedback interfaces, it would be
beneficial to summarize the present haptic feedback interfaces, classified into three distinct
approaches:

• Force-based tactile devices;
• Thermal-based tactile devices;
• Nerve stimulation tactile devices.

Force-based tactile systems are the most common feedback type to replicate kinesthetic
and tactile experiences. They are constituted by mechanical systems that use actuators to
exert stress on the muscles and skin to produce deformations miming the interaction of the
body with actual items. Point-to-point mechanical actuators cannot replicate kinesthetic
input because humans require torque to evaluate fine details such as weight, stretch,
and joint and muscle gestures. Four categories of force-based haptic interfaces may be
defined: elastomer-based bubbles, piezoelectric tactile interfaces, hydraulic tactile interfaces,
pneumatic tactile interfaces, and electromagnetic tactile interfaces. The first typology relies
on the movement of bubbles to give the impression of an impact or the item’s shape. By
tuning the microchannel system’s transmission intensity for the multi-variate feedback to
the joints, they could also provide kinesthetic feedback. Piezoelectric and electromagnetic
devices, which can react quickly and be combined into miniature systems, are frequently
utilized to simulate tactile sensations, particularly vibration.

3.1. Hydraulic Haptic Interfaces

The creation of wearable hydraulic haptic feedback interfaces is limited by the frequent
use of massive pipelines with external fluid conveyance in traditional hydraulic equipment.
For soft robotics and wearable technology, on the other hand, novel flexible and stretchy
pumping technologies have recently been developed. These include electrostatic, stimuli-
sensitive gels, and thermally responsive materials. In this case, liquid dielectrics could be a
functional implementation rather than an elastomeric polymer [28]. To understand why
they are a valuable solution, the most common use case of liquid dielectrics is dielectric
elastomers [29]. A dielectric elastomer membrane stretches over 100% when a voltage is
applied across its thickness, causing it to narrow out and expand. Dielectric elastomers
have thus been created as transducers for a wide range of applications, such as soft robotics
and adaptive optics. Additionally, liquid dielectrics more effectively solve problems of
catastrophic failure in dielectric elastomer actuators, given their self-healing nature, which
is not present in solid dielectrics.

On the other hand, as reported in [30], the polydimethylsiloxane (PDMS) stretchable
polymer was chosen to realize pumps and channels due to its chemical stability and easy
processing, allowing excellent stretchability and a long lifetime. Figure 4 describes various
typical structures of hydraulic activating haptic feedback interfaces (Figure 4b,c).
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Figure 4. Examples of hydraulically driven tactile interfaces. Illustration of a hydraulic glove with a
joint-stretching mechanism providing kinesthetic feedback (a). A diagram of a hydraulic actuator that
changes the cavity to provide out-of-plane displacement for tactile feedback (b) [31]. An electrostatic
mechanism controls the hydraulic actuators leading to dielectric normal and lateral motion as a result
of cavity deformation (c) [31].

In conclusion, it should be noted that hydraulic haptic interfaces may efficiently
produce straining forces, out-of-plane deformations, pressures, and vibrations, as a function
of the volume and liquid’s particular characteristics. The hydraulic haptic interface often
applies more force than other technologies because of the high density of the fluid employed.
The reaction time difficulties of hydraulic haptic devices, on the other hand, approaches
hundreds of Hz due to the low liquid flow speed, and the deformation range would
decrease, reaching zero at a high-frequency stage. A voltage of several hundred volts, or
even more than 1 kV, is required to activate electrorheological fluid and dielectric liquid.
Integrating a high-voltage amplifier on the body raises safety issues, restricting the future
wearable applications of hydraulic systems.

Finally, realistic kinesthetic feedback can be provided using electrorheological (ER)
fluids controlled via an electric field [32]. In particular, by applying a time-varying electric
field, different haptic feedback can be provided, enabling issues of magnetorheological
(MR) fluids to be overcome; in fact, the electrical circuitry for regulating ER fluid is simpler
than that for MR fluid.

3.2. Pneumatic Haptic Interfaces

Using pneumatic actuators, similar to those used in hydraulic feedback-based sys-
tems, is another method for generating haptic feedback. Indeed, a pneumatic interface is
composed of a pipe or cavity system containing gas pressured by a compressor to cause
shape deformation. The analysis of compressed gas at rest and/or during motion and
its application to the device’s design are the core principles of pneumatics, as described
in [33]. In a pneumatic system, working energy (kinesthetic energy and pressure) is held
in the potential status by air pressure, allowing air expansion. The expanding air is the
fundamental element of the tactile and kinesthetic interfaces. Pneumatic actuation has
medical uses in addition to its traditional uses in industrial automation and robotics. To
overcome the drawbacks of commercial haptic devices, pneumatics researchers use the
benefits listed below:
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• Cheap and high responsivity;
• Compact and lightweight systems;
• No constraints on output size or design;
• No recirculation lines, unlike a hydraulic system;
• Simple pressure and speed adjustment
• Appropriate for a spotless workplace;
• High power-to-weight ratio;
• A safe usage.

These advantages have resulted in the widespread adoption of pneumatic methods
in the haptics field. However, because of specific pneumatic actuator restrictions, the
development of a pneumatic tactile system involves a methodical design process. The
design of a pneumatic haptic glove that uses the tube’s change in air pressure to control
hand gestures is shown in the image below. Because of their resemblance to human skin and
durable working properties, polymer-based pneumatic actuators are commonly utilized in
wearable tactile interfaces. To provide lifelike tactile feedback, a haptic device’s directional
indications and diverse mechanical sensations are crucial.

3.3. Piezoelectric Haptic Interfaces

Piezoelectric actuators transform electrical energy into mechanical deformations or
stress using the inverse piezoelectric effect, generating forces on the skin as tactile input.
Moreover, piezoelectric-based devices’ mechanism and mode of operation enable the
production of vibrational tactile feedback with a fast response time (Figure 5a).
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Figure 5. Examples of interfaces with piezoelectric actuators for generating haptic feedback. Illustra-
tion of the piezoelectric haptic feedback system (a). To give rapid feedback on the contraction and
release of haptic sensations, a smart glove incorporates sensors and PZT stimulators (b) [34].

Numerous piezoelectric materials, including lead zirconate titanate (PZT), potassium
niobate (KNbO3), barium titanate (BTO), polyvinylidene fluoride (PVDF), sodium tungstate,
etc., can be used in haptic interfaces. Due to its excellent piezoelectric performance, PZT is
the most common piezoelectric material for implementing sensors and actuators due to
its excellent piezoelectric performance (Figure 5b). Furthermore, for use in biocompatible
devices, lead-free piezoelectric materials such as KNbO3 have been created. In short,
piezoelectric-based haptic actuators make use of their compact size and quick reaction time
as a typical vibrotactile haptic technology. However, even at their resonance frequency, the
displacement of piezoelectric actuators makes it hard to reach hundreds of micrometers.
Multilayer piezoelectric transducers, or those operating at the resonance frequency, can
amplify the actuator’s deformation to provide a stronger feeling. These latter are very
difficult to fabricate, restricting their use in permanent haptic feedback systems.
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3.4. Electromagnetic Haptic Interfaces

Another alternative for providing pressure and vibration as haptic feedback is electrom-
agnetic-based actuators. A permanent magnet reacts rapidly and provides significant
deformation within an electromagnetic field. A coil, a supporting body, a cavity shape, a
permanent magnet, and a handling layer make up a standard electromagnetic actuator.
The created magnetic field, also known as the Lorentz force, will attract or repel the magnet
hung by the handling layer when current flows through the coil. The number of coil
turns, coil size, coil–magnet distance, magnet size, and magnetism affect the actuator’s
force. Individual tiny electromagnetic actuators must be created and designed to create
skin-integrated electromagnetic haptic interfaces. After being packaged, the actuators
and electronic sections may be combined within flexible circuits using microfabrication
techniques. This approach results in a controlled haptic interface. Advanced structural and
mechanical design may be used to improve the performance of LR electromagnetic actua-
tors. Additionally, the benefits of electromagnetic actuators are higher force-displacement
and stronger tactile feedback than piezoelectric ones, as well as a larger vibration frequency
with quick response, compared to pneumatic or hydraulic haptic ones. Finally, the elec-
tromagnetic tactile interface has further benefits over pneumatic and piezoelectric ones,
including non-contact sensing and control features that make it a viable option for touchless
VR interfaces. Their working bandwidth is too narrow for ultrasonic applications compared
to piezoelectric actuators; they also feature higher dimensions.

3.5. Thermal-Based Haptic Interfaces

It is crucial to accurately reproduce thermal perception in VR and AR applications,
allowing users to simulate touching a virtual item with different thermal characteristics.
The performance of virtual reality is significantly improved by thermal stimulation or
sensing-based haptic interfaces that make it easier to identify and characterize associated
objects. The best options for achieving these perception goals are thermal-based interfaces
that modify the skin’s perceived temperature depending on the thermal characteristics of
virtual objects [35]. To create a device integrating thermo-haptic materials to accurately
replicate real tactile perception, many prerequisites must be met. At first, a broad range of
temperatures around the typical body temperature of a human should be generated via
the thermo-haptic interface. The thermal-haptic interfaces must also correctly and quickly
manage the temperature. A variety of physical haptic interfaces, including thermoelectric
(TE), microfluidic, and other temperature-controlling haptic interfaces, as well as Joule
heating haptic interfaces (Figure 6a), can be used to regulate the temperature of human
skin [36].

Joule heater-based haptic interfaces—also known as thermal heaters—increase the
temperature through a resistive path in which an electric current flows, simulating the
thermal feeling with a fast reaction time. The Joule heating device’s thermal actuators
are essential to provide heat feedback. Thin metal films and functional carbon textiles are
two examples of flexible and elastic materials that generate thermal heating feedback for
wearable electronics. These materials make it easier to construct Joule-heating actuators
for wearable haptic interfaces. Thermal heaters may generate heat and sustain high tem-
peratures, but it might be difficult to build a device with a steady performance that can
dissipate heat effectively enough to prevent overheating.

Joule heaters cannot provide a cooling feeling due to a lack of cooling microstructures.
Thus, for VR/AR applications, a cooling device must be used in conjunction with a Joule
heater.
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3.5.1. Thermoelectric Haptic Interfaces

Due to their ability to deliver heating, thermoelectric-based haptic interfaces are
essential for thermal feedback [37]. Through the thermoelectric effect, sometimes referred
to as the Peltier effect, they provide a cooling feeling to human skin. The thermoelectric
devices are made up of thermoelectric pairs (constituted by p- and n-type semiconductors)
linked in series and placed between two electrode layers (Figure 6b). Heat transfers from
the heat sink to the junction as a result of electric charge in p-type and n-type materials
diffusing to the junction, raising the temperature on the device’s top surface. The figure
of merit (ZT) quantifies the performance of thermoelectric materials, depending on the Z
coefficient, a function of the thermoelectric properties of used materials, and T, the absolute
temperature. On the other hand, the electric current flows in the opposite direction, causing
the top surface’s temperature to fall.
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Thermoelectric haptic interfaces may convey information through various temper-
ature distributions in thermal pixels, in addition to controlling body temperature. For
instance, S. Kim et al. described employing a flexible thermoelectric device to create a
2D arrayed thermal haptic interface [35]. To transfer thermal information, the flexible
thermoelectric version includes a 2D thermal distribution array; specifically, the device
enables the modulation of each thermoelectric unit cell included in the array. The skin’s
thermoreceptors transmit the real-time thermal pattern to users, who can then use it as a
blind-assistance tool to determine where there are obstructions. In addition, thermoelectric
haptic interfaces must be stretchable to be integrated into human skin and accommodate
everyday motions. A high-level combination of pixelized thermal outputs was necessary to
provide high-resolution reproduction of thermal feeling in VR/AR, separately regulating
groups of thermoelectric cells and thus enabling a quick temperature response. However,
these criteria are difficult to meet due to the unpredictable heat flow and inefficient heat
dissipation. Several devices utilize metallic finned structures to increase heating and air
efficiency for heat dissipation (Figure 6b) [38]. Typical thermoelectric systems can only be
used in combination with rigid heat-conductive support layers, reducing their application
in flexible interfaces. Thus, for wearable thermal-based tactile devices, heat-conductive
layers are essential.

3.5.2. Microfluidic and Other Thermal-Based Haptic Interfaces

As depicted in Figure 6c, fluidic heat transfer technologies are also used to create
thermal haptic interfaces by controlling the temperature of water or air inside channels in
contact with the human skin. Air is also employed in VR and AR applications to simulate
cold and warm feelings as an alternative to aqueous liquids. To simulate thermal feeling,
S. Cai et al. developed a pneumatic glove that inflates airbags containing hot and cold
air. [36]. Since fluidic action relies on pneumatic forces, it ensures a high reaction rate (i.e.,
27.5 ◦C/s). The authors employed the developed interface in VR/AR applications; the
experimental data indicated that the device successfully reproduced thermal feelings.

The thermoelectric effect and microfluidic heat transfer technologies are the main
methods for generating tactile and thermal sensations. Devices reproducing the cooling
effect have also been reported in [39], which rely on electrocaloric (EC), magnetocaloric
(MC), and mechanocaloric (MEC) phenomena. Since the external electric field can affect
performance, the electrocaloric effect, which refers to the change in adiabatic temperature or
isothermal entropy produced by the polarization state in polar materials, offers significant
promise for wearable cooling interfaces. Using EC materials and the thermodynamic cycle,
skin surfaces may be warmed and cooled (based on the Carnot cycle). When they apply an
electric field, their temperature increases (an adiabatic temperature change), and the extra
heat is dissipated through a heat sink. The temperature of the EC materials falls when the
electric field is removed. Without the electric field, these materials may absorb more heat
from the load (iso-thermal entropy change). The repetition of this procedure will lower the
load’s temperature. For wearable thermal VR/AR systems, thin and flexible electrocaloric
materials are preferred [40–42].

3.6. Nerve Stimulation-Based Haptic Interfaces

Electrical nerve stimulation, sometimes known as “electrotactile feedback,” is one
of the most promising techniques for delivering efficient haptic feedback, along with
mechanical forces and heat transfer. The direct application of conductive electrodes to the
skin causes an electric current to flow through that body area, particularly the hands or
fingertips, stimulating the local nerves under the skin to create a haptic sensation. Since it
requires no energy conversion and is simple, the term “electrotactile” is frequently used in
haptic feedback research. Direct electrical stimulation is the most successful and frequently
reported method of using electricity for stimulation. This topic will be the main focus of
this section, even though there are other ways to use electricity for stimulation (such as
electro-vibration and electrostatic tactile display). Electrotactile feedback is typically in a
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frequency range from 1 to 800 Hz. The particular mechanoreceptors would be stimulated to
a great extent by the electrical input frequency. For instance, H. Kajimoto et al. developed
a stimulation technique that used a 200 Hz pulsed current to activate Merkel receptors
and induce pressure feeling. The Meissner corpuscles, which have a sensitivity range
of 20–70 Hz, were stimulated by a current with a frequency below 100 Hz, leading to a
perception of low-frequency vibration [43].

The solicitation frequency is not the unique parameter in stimulating specific mechanore-
ceptors; indeed, the direction of the current flow plays an important role. A tingling, itch,
vibration, buzz, touch, pressure, pinch, or pinch can all be qualitatively defined as the result
of electrostimulation. At skin–electrode interfaces, frequency has an impact on impedance
as well. Increasing the current intensity, the resistive component rapidly drops, producing
erratic feedback strength. Current tuning is an approach that has been extensively used to
address this issue [44].

In 2018, A. Akhtar et al. presented a new model that captures the relation between
electrical characteristics and the strength of electrotactile sensation. Additionally, they
presented an automated controller that regulated parameters following the values above,
thereby maintaining the same feeling intensity even during exercise or when electrodes
peeled off (Figure 7) [45].
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Figure 7. Operating principle of neural stimulation-based tactile interfacing system. Schematic
depicting the mode in which electric current excites the nerve to produce electro-tactile sensations (a)
using pulsed signals (b); an example of prosthesis based on neural stimulation tactile where feedback
intensity is steadily controlled when an amputated user pounds a nail (c) [45].

The main parameters are peak resistance (Rp), peak pulse energy (Ep), and phase
charge (Q). It was possible to calculate Rp from the measured peak voltage Vp supposing
known current intensity I:

Rp =
Vp

I
(1)

Additionally, the Q charge for a monophasic input waveform with current I and
duration T is as follows:

Q =
∫ T

0
Idt = IT (2)

Ep at the same condition:

Ep= Rp

∫ T

0
I2dt = I2RpT (3)

In their testing, participants had to alter I and T to achieve the same feeling intensity
under various electrode peeling-off circumstances (impedance changes). The results suggest
that Ep vs. R p exhibits an almost perfect linear proportional trend, considering various
slopes for the different feeling intensities of each subject.
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To accomplish electrotactile stimulation in the human body, a pair of electrodes is
required since a current flow demands a closed circuit. Nano-sized metallic contacts of
gold, silver, platinum, or stainless steel are the most popular. Due to their chemical stability,
biocompatibility, flexibility, and compatibility with microfabrication techniques for creating
ultra-flexible electrodes, nanosized Au films have found widespread usage.

3.7. Multi-Mode Integrated Haptic Interfaces

The demands and difficulties of the present and future haptic interfaces can be greatly
addressed by multi-mode feedback technology. This section examines the prospects and
state of the art of haptic feedback systems, highlighting their benefits and drawbacks
through comparison and analysis of each discussed implementation.

In detail, the benefits and drawbacks of the various haptic technologies utilized
in wearable and portable feedback interfaces are outlined in Table 1. Each technique
successfully replicates some tactile feedback in a limited range. Due to the demands of
multi-variate forces, only pneumatic and hydraulic actuators and electrostimulation are
practical for kinesthetic feedback. By creating bumps due to changes in liquid or gas
volume within the cavity, pneumatic and hydraulic actuators can generate pressure. These
devices have relatively slow rates of shape change, which causes modest flow velocities.
However, kinesthetic feedback can be generated because the gas and liquid tube system is
deployed over the joints and muscles.

Table 1. Summarizing and comparative table of the discussed haptic approaches.

Approach Actuator Mechanical
Feedback

Tactile
Feedback Advantages Disadvantages

Force-based
haptic Devices

Pneumatic
actuators Yes Force, shape, and

impact

Efficiently stretching
force, out-of-plane

displacements

Low-speed actuator
response, safety issues,

complex structure

Hydraulic
actuators Yes Force, shape, and

impact

Efficiently stretching
force, out-of-plane

displacements

Low-speed actuator
response, safety issues,

complex structure

Piezoelectric
actuators No

Pattern,
hardness, and

roughness

Compact size and fast
response time

Weak output due to low
piezoelectric film

displacement

Electro-magnetic
actuators No Pattern,

roughness

Lower power
consumption, fast

responsiveness, high
haptic strength

Narrow operating
frequency,

not-so-small packaging

Thermal-based
haptic devices

Joule heater No Warming Simple structure
Lack of cooling

microstructure and
dissipation structure

Thermoelectric
actuators No Warming, Cooling Complete cooling and

heating manipulation

Complex structure, also
for wearable due to

necessarily develop a
certain material for these

kinds of applications

Microfluidic
systems No Warming, Cooling Complete cooling and

heating manipulation Complex design

Nerve
stimulation

haptic devices

Electrotactile
stimulation Yes

Impact, pattern,
roughness, and

hardness

Compact, wide
bandwidth, multi-mode,

simple and compact
design

Tickling feeling, Unstable
contact resistance (due to

impedance conflicts),
Unstable feelings and

unclear bio-mechanism

Unlike the other methods stated earlier, electrostimulation is a mechanism that gener-
ates pseudo-haptic feedback. Skin deformation or application of force to the skin or muscle
is not made. These interfaces merely attempt to send electrical pulses from the neurons or
mechanoreceptors to the brain. The structure of nerve-stimulation-based devices might
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be simplified to enable their wider diffusion in practical applications. There is still more
work to be performed to better understand the nerve stimulation mechanism and select an
electrical signal group that will produce a more realistic haptic impression. A novel system
that combines several haptic feedback interfaces can create multi-mode haptic feedback and
enhance perception. The development of wearable haptic devices that concurrently give
several skin stimulations is still far from adequate. Few studies discuss how several tactile
stimulus systems work in concert. Integrating many haptic feedback interfaces into one
device should rely on their mechanisms to achieve a better result. To minimize space and
create mixed stimulation modes, C. W. Carpenter et al. created an electro-pneumotactile
actuator [46]. This actuator integrated pneumatic and electro-tactile stimulators inside
the same device. Stretchable wires and pneumatic actuators offered both mechanical and
electrical stimulation.

4. Overview of Wearable Interface for Providing Haptic Feedback

Reproducing human touch is one of the primary goals of virtual reality research;
thus, a significant part of the research aiming to improve touch perception is centered on
sensory stimulation, avatar mobility, and avatar representativeness. The user is deeply
engaged in the VR experience, regardless of whether changes impact their cognition,
emotions, or bodily functions (interaction with objects, etc.) [47,48]. From the need to
recreate the interconnection with the surrounding environment for increasing the efficiency
of biomedical systems, haptic interfaces were used to develop modern health instruments.

Force feedback has been introduced and explored for teleoperation purposes, taking
into account the many classes of haptic feedback currently accessible in several simulators
and gaming interfaces. Furthermore, everyone agrees on the significant value of haptic
force feedback in rehabilitative and therapeutic systems [49]. In grasping and manipulation
tasks, where force feedback is an essential requirement, it has been demonstrated to lower
their rejection ratio [50,51] and improve the success rate [52]. Additionally, it reduces mental
and physical stress and fosters a sense of embodiment [53,54]. Through several techniques
that may be generally categorized as invasive and non-invasive, much work is being
performed to recreate this unusual, bio-inspired characteristic for impaired individuals [55].
R. Yunus et al. developed an innovative non-invasive wearable vibrotactile haptic feedback
(Vi-HaB) system [56]. By allowing them to recognize and differentiate between specific
fingers and different amounts of force input from the fingers to the upper limb, this device
restores a disabled person’s proprioceptive awareness. A plastic dummy hand integrates
five force-sensitive resistors (FSRs), one on each fingertip. Five motor motors transmit force
input to the user via these sensors.

Three separate units constitute the Vi-Hab system: slave side, master side, and pro-
cessing unit; the first includes five force-sensitive resistors (FSRs) and connects the master
side and the surrounding world [57]. The processing unit converts the sensors’ output
voltages into the corresponding force intensities. To obtain the best resolution, the band
was placed on the biceps region [58]. The wearable band has five equally spaced vibrational
coin motors installed on the upper arm aligned with the fingers. Changes in the amplitude
and frequency of vibrations are used to distinguish between different force levels. The
frequency range of these motors (40 to 400 Hz) falls in the range of the Pacinian corpuscles,
FA II-type receptors (Figure 8) [59].

A glove with multiple sensors and haptic feedback is needed for VR/AR applications
and sophisticated robotics. Glove-based devices have the distinctive benefits of a high
accuracy and multiple degrees of freedom (DOF) management functionality. These tech-
nologies, however, present several drawbacks for VR and AR scenarios. For instance, finger
movement is a fine characteristic that vision and voice identification have trouble picking
up. A smart glove with improved joint manipulation capabilities was proposed by M. Zhu
et al. [34]; it comprises elastomer-based touch sensors and a PZT haptic stimulator actuator.
This glove can be a supplemental control interface for augmented interactions for VR/AR
applications and the existing visual and voice control interfaces (Figure 9).
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Sensors and actuators for multimodal movement detection systems and fast haptic
feedback are included in a 3D-printed glove shell. The smart glove comprises finger-
bending sensors to sense the movements of each phalanx with multiple DoF, whereas the
palm sensor detects the shear and normal force in eight directions (Figure 9). Hemispheric-
shaped triboelectric sensors were made with the Eco-flex elastomer. The sensing mechanism
is based on the interaction between the finger skin, which serves as a positive triboelectric
element, and the elastomer, acting as a negative element. A microcontroller generates a
pulse-width modulation (PWM) signal for activating the vibrating actuator. The device’s
size may be decreased when Smore DOFs can be detected.
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Figure 9. Glove-based HMI for general purposes; it includes (a) triboelectric finger sensors for
sensing bending movements (b) with a related operating principle (c), a triboelectric palm sensor
(c) for detecting the sliding movements (d) with a related operating principle (e), and piezoelectric
mechanical stimulator for generating haptic feedback (f) [34].

Machine learning provides an appealing approach for in-depth analysis of the ob-
served triboelectric signals and extracting useful patterns from various occurrences [60,61],
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enabling the alternative implementation of the presented smart glove with significantly
fewer sensors. Sixteen sensors integrated into the smart glove were simultaneously mon-
itored as a preliminary test [62,63]. To give adequate characteristics for their study, the
authors aggregated the dataset from sixteen channels to extract the required features [60].
Convolutional neural networks (CNN) are a great tool to extract features automatically and
simultaneously decrease data complexity. The confusion map of the models demonstrates
that both approaches may help the glove achieve above 96% recognition accuracy using
400 training data for every item.

Now, arguing on a different design strategy, several recent studies focused on improv-
ing users’ orientation and positioning perceptions when using haptic devices. According
to their force reference system, tactile devices employed for this purpose may be divided
into three categories: grounded, body grounded, and ungrounded [64]. These technologies
have a wide range of uses, from personal assistants for visually impaired individuals [65]
to teleoperation, particularly in the fields of micro-robotics [66], medicine, and training
using emulators [67,68]. Therefore, one strategy to enhance these impressions is to employ
haptics to deliver feedback. B. Sauvet et al. suggested employing piezoelectric actuators
to meet these requirements (Figure 10). In their work, a novel ungrounded haptic de-
vice was created, examined, and experimentally validated. The unique gadget creates
an illusion of force using asymmetric accelerations and a piezo-actuator. Experimental
evaluations are performed to ascertain the force produced by the device and verify the
user’s impression [69].

The presented tactile system is made up of an aluminum frame, a linear guideway,
a brass moving component, and a piezo actuator, which drives the mobile component
(Figure 10). Three-axis accelerometers monitor the acceleration of both the mobile item and
the framework. The research is based on Amemiya’s haptic principle, a method that relies
on a pseudo-attraction force produced by unbalanced accelerations [70–73].
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An innovative method to improve orientation for users who are blind or visually
challenged users, or in other contexts such as simulators, is using portable haptic devices.
There are several existing methods; however, they all primarily concentrate on reducing
volume and force. As a result, systems that offer both a compact size and the development
of strong forces are required. The haptic feedback mechanism can be considered a combi-
nation of acoustic radiation force and acoustic streaming. Indeed, recent scientific works
revealed much interest in creating mid-air tactile feedback devices based on ultrasound;
these latter ones enable the induction of tactile sensations at any place and time without
hindering human mobility. In the literature, several works were presented that exploit
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the abovementioned effects employing transducers’ arrays, which were brittle, heavy, and
stiff. [74,75]. In their work, H.B. Akkerman et al. introduced a novel tactile interface
relying on printed polymer transducers (PPTs). They also focused on developing PPTs
piezomembranes deposited using a printing process. The membrane is a sandwich of poly-
imide (substrate) and P(VDF-TrFE); the element connections were realized using metallic
electrodes, and the element edges were formed by a thick organic material. The PPTs are
fully flexible, given their reduced thickness (<0.25 mm) and weight, making them suitable
for wearable applications [76]. Tests indicated that a 2 mm displacement was obtained for
PPT stimulated at its primary resonance of 29.5 kHz with a 500 V amplitude [77].

One of the most widely used haptic feedback strategies to provide users with tactile
information is vibrotactile feedback. High-frequency stimuli are produced by a vibrotactile
actuator and trigger FA-type mechano-receptors [78,79]. Numerous tactile interfaces neces-
sitate a substantially wider contact area [56,57], such as the torso or waist, because such
mechanoreceptors have larger receptive fields [80–82]. As a result, several tactile interfaces
have been created to deliver relatively basic alerts or give the user geographic location data
for navigating. Nevertheless, finding a haptic system where a person can use their hand to
engage with a virtual world by sensing local touch represented by vibrotactile feedback is
challenging. Despite vibrotactile feedback’s benefits, such as rapid user reaction times, it is
usually used for applications requiring a greater contact area.

A first example is the following study by S. Baik et al., which presents a vibrotactile-
array type tactile interface applied to the fingertip for VR/AR applications [83] (Figure 11).
A previous study by the same authors showed that a participant could recognize a virtual
item’s 2.5D shape produced with a finger-tip haptic interface that used a two-by-two tactile
matrix (Figure 11a) [84]. Then, the authors upgrade their system by extending haptic
contact with three-dimensional objects. A fingertip image is translated to the fingertip
location using the hand’s position data [83].
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Figure 11. Three-dimensional model and screenshots of type-A (a) and type-B (b) tactile interfaces
applied on fingertips. LF, LR, RF, and RR stand for the locations of the piezo actuator [83].

In a different study, the same researchers presented two finger-tip interfaces for the
index and thumb fingers. The type-A interface was originally intended to generate 2.5D
surface characteristics [85]. It contains four fingertip-sized piezoelectric actuators, each
consisting of a ceramic disk with a 9 mm diameter placed coaxially on a metal plate with
a 12 mm diameter. The second typology of vibrotactile fingers haptic interface (type B) is
depicted in Figure 11b.
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Continuous motion is another prerequisite for a realistic representation of a contact
point. By carefully determining the elapsed time between the onsets of successive actuation,
Israr and Poupyrev proved that discontinuous vibrotactile arrays could give the impression
of continuous motion [86,87]. The duration is further known as inter-stimulus signal onset
asynchrony (SOA). The following criteria must be met to produce the perceived tactile
movement:

SOA = 0.32·Ts + 0.0473 (4)

where Ts and SOA are the temporal distance between consecutive actuation’s onsets,
respectively. The SOA has to be greater than the signal latency since the authors employed
numerous actuators to produce phantom feelings [88]. Accordingly, SOA ≤ Ts demands
that the signal duration Ts be less than 0.0698 s [84].

To obtain this, the authors in [84] used an RGB-D sensor to track the hand position
and a computer to calculate the target solicitations. A sinusoidal signal with a 250 Hz
frequency represents the source signal. Then, the driving signals are synthesized through
two DAQ boards coupled with a custom piezo amplifier according to the actuators’ target
intensities. The mean Weber fraction for the developed haptic systems is depicted in
Figure 12a. Specifically, it reports the outcomes of prior work in which a virtual item
dimension assessment task was carried out using a mechanical feedback interface [89].
Figure 12b illustrates the experiment’s outcomes related to personal realism evaluations,
classified by the kind of haptic interface. Participants gave Type-B interfaces’ rendering
of the contact a considerably better realism rating than Type-A ones. The experimental
results show that the proposed vibrotactile fingertip interface renders virtual objects with a
perception comparable to that of a force feedback interface.
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Figure 12. Average Weber fraction according to the haptic feedback type (a). The results concerning
the haptic condition come from earlier research [89]. Mean subjective assessment of realism according
to the haptic interface type (b) [83]. For both images, the standard errors are shown by the error bars.
The single-star symbol (*) indicates that the observed significance level (p-value) of the test is lower
than 0.05; in detail, it was equal to 0.013 for the test reported in (b).

Through this investigation, it has been shown that different technologies, sometimes
even combined, can provide efficient and reliable haptic feedback for multipurpose applica-
tions, starting from biomedical to entertainment implementation. Therefore, the following
table (Table 2) resumes the characteristics and technical specifications of all the devices
analyzed in this paragraph.
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Table 2. Characteristics and technical specifications of all the analyzed devices.

Device Application N. of
Actuators/Sensors

Actuators or
Sensors

Technology

Feedback
Typology Future Applications

Vi-Hab band
[56]

Rehabilitation
systems

(biomedical)

(5) Vibrational coin
motors Vibrotactile

Kinesthetic Feedback
(independent and

simultaneous)

Force control on
active prosthesis or

exoskeleton

Smart Glove
[34]

VR surgical
training, VR social

network

(8) Triboelectric
sensors

(1) PZT stimulator

Triboelectric tactile
sensors based on
elastomer; PZT
tactile actuator

Vibrotactile
Feedback

Remote home-care;
Self-powered system;

Intelligence
improvements on

machines based on
AI Big Data

Ungrounded
inertial haptic

interface
[69]

Haptic devices

(1) Piezo actuator
P-602-3SL; (1)

Integrated position
sensor;

(1) 3- axis
accelerometer

MMA7361

Piezoelectric Force Feedback

Portable haptic
device; Reduced
mobile parts by

implementing ball
bearing

PPTs
[76] Haptic devices

Printed polymer
transducers (PPTs)
piezomembranes

Piezoelectric
Vibrotactile and
acoustic haptic

feedback

Free space haptic
feedback based on

ultrasound

Vibrotactile
array fingertip

[84]

VR object
recognition and

interaction

(4) Piezoelectric
actuators Piezoelectric Vibrotactile

Feedback 3D VR interaction

5. Survey of Sensing Systems for Haptic Interface

A large number of perspectives on intelligent wearable systems such as HMIs can be
expected thanks to the outstanding advancements in emerging technologies such as 5G/6G
communication, the Internet of things (IoT) [90–92], tactile Internet [93], machine learning,
image processing [94,95], and neural data processing [96,97].

Hand gestures are commonly involved in every form of human–computer inter-
action [98,99]. The preponderance of HMI systems relies on touch, audio, and visual
modalities. Using two-way tactile communication is crucial since sensory feedback alone
is insufficient for productive conversation. Most VR/AR systems mainly offer visual and
audio feedback but do not give consumers immersive experiences.

Innovative implantable and wearable devices having flexible and elastic form factors
and characteristics such as wearability, non-obtrusiveness, and biocompatibility have also
been made possible thanks to advances in material sciences [100,101]. To monitor tiny
movements, pressure changes, or physiological signals, these latter must be conformally
applied to the body [102,103]. These advancements in sensing technologies have expanded
the possibilities to develop intelligent, user-friendly glove-based HMIs. Technology ad-
vancements are making interactive gadgets quicker; therefore, it’s important to investigate
the modalities to enhance the user experience and accommodate several users, including
deafblind persons with compromised visual and audible modalities.

Realizing a robust tactile communication system that offers genuine emotions requires
understanding the physiological and emotional aspects of human touch [104]. O. Ozioko
et al. considered these factors while integrating interdisciplinary inputs from several
disciplines, including electronics, mechanics, communications, informatic, material science,
and robotic systems. They mainly concentrated on haptic smart gloves that use feedback
and tactile sensing [93].

Human contact largely relies on visual, audio, and tactile interactions, as already
mentioned; however, deafblind persons cannot use these senses. Nevertheless, impaired
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people with poor eyesight and hearing can rely on the sense of touch [105]. Therefore,
using systems with traditional tactile interfaces, such as keyboards, presents challenges for
them. People who are deafblind employ a variety of tactile and nontactile communication
techniques depending on the situation or stage of life. Nonverbal (typically employed
by users born blind and deaf), block alphabets, symbol-based approaches, lip-reading
(such as Tadoma), imitation, observation, and Braille are some of these communication
techniques. Deafblind people often employ gestures or touch to communicate; two popular
tactile options are Braille and the deafblind manual alphabets (touch-based) [106]. The
deafblind gesture language is an alphabet-based representation of spelling out words on
the speaker’s hand, where letters are indicated by touch, movement of the finger palm, or a
finger symbol [106]. The British deafblind manual alphabet (B-DMA), which is employed
in the UK [107], the Lorm alphabet, which is used in Austria, Germany, and Poland [108],
and the Malossi alphabet, which is used in Italy [109], are some of the most widely used
alphabets. Another touch-based method used by deafblind persons to communicate is
Braille. Louis Braille created a tactile reading and writing method that blind people and
a few deafblind persons mostly use. Numbers and letters are coded with raised dots
arranged in six-dot Braille units.

The main prerequisites for developing smart gloves are outlined in Table 3, which
could be employed for alternative and augmented communication.

Smart gloves are increasingly being used in a variety of industrial, learning, gaming,
and biomedical applications. Such devices comprise multiple sensors (such as touch,
pressure, and flex) to detect the hand’s pressure, flexion, and direction [79] (Figure 13).
Additionally, the glove acts as an input source in these applications, enabling natural and
immediate interaction with machinery in industrial, learning, gaming, and biomedical
applications. For these applications, researchers have created a variety of glove-based HMIs.
Figure 13a illustrates the main applications of the available smart gloves [93,110–112]; for
instance, they can be used for interacting manually without any tools, such as the manual
measurement of the angle between fingers using goniometers during hand physiotherapy.

Table 3. Basic characteristics for intelligent gloves [93].

Characteristic Requirement

Monitoring hand movements
Up to 23 degrees of freedom (DoFs) are needed to effectively monitor
hand gestures, including up to 4 DoFs for each finger (two for the first
joint and one for each additional joint) and 3 DoFs for hand rotation.

Tactile Response Tactile feedback improves both the bidirectional interaction with the
manipulated item and, thus, the user experience.

Wearability The device must be comfortable and simple to put on.

Dimension The device might be created in various sizes or made adaptable.

Weight The gloves should be light, often weighing between 50 and 300 g, as they
are placed on the hand.

Power Source The implementation of a low-power device is essential for this application.
Energy-autonomous devices should be taken into account.

Wireless communication A wireless connection (such Bluetooth or Wi-Fi-based) is recommended
for remote machine control.

The three basic types of smart gloves are also depicted in Figure 13a: gesture-based
smart gloves (G-SGs), touch-based smart gloves (T-SGs), and motion and touch-based intel-
ligent gloves (GT-SGs). Different sensing techniques, such as piezoelectric, piezoresistive,
and capacitive, were employed to create the sensors used in smart gloves [103]. Hence,
such components affect the smart glove’s performance, hindering a fluid and straightway
user experience. For instance, the quantity and sensitivity of the connected IMUs affect
the accuracy and precision of the smart gloves in determining hand position. Since most
IMUs employ MEMS technology, an established technology, they often provide excellent
repeatability and accuracy [110]. Smart gloves relying on IMUs, unfortunately, are unable
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to quantify applied load to the hand or finger, which limits their applicability. By creating
adaptable tactile sensors, actuators, and artificial e-skins, the issues mentioned above may
be effectively addressed thanks to rapid improvements in flexible and printed electronics.
For instance, glove-based HMIs might advance with the help of the e-skin-type solutions
made possible by flexible electronics, as illustrated in Figure 13b, to offer a deeper intuitive
user experience [103].
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that uses touch and the Lorm alphabet to facilitate communication for the deafblind (a4) [112]. An 
IMMU-assisted smart glove for capturing and identifying 3D human gestures (a5) [110]. Ges-
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Figure 13. Manual user interaction without the use of any equipment (a1). The doctor assesses the
finger angle with goniometers for therapeutic purposes (a2). A smart glove that recognizes gestures
and uses a highly stretchy, polymer-enhanced strain sensor (a3) [111]. An interactive smart glove that
uses touch and the Lorm alphabet to facilitate communication for the deafblind (a4) [112]. An IMMU-
assisted smart glove for capturing and identifying 3D human gestures (a5) [110]. Gesture-based
methods for deafblind remote communication utilizing PARLOMA, a revolutionary human–robot
interaction system (a6). A soft intelligent glove for hand rehabilitation that combines touch and
gesture methods (a7). For badminton, a sensory glove is employed to describe delicate hand motions
(a8). Tactile feedback and integrated haptic sensing (b1). Gas-permeable, multipurpose electronic-
skin electronic realized by laser-induced porous graphene and a spongy layer made of elastomer
with a sugar template (b2). An energy-autonomous electronic skin (b3). A smart glove designed as
an assistive device integrating touch sensors and actuators for persons who are deafblind (b4). A
material for electronic skin applications that is self-healing and self-powered (b5) [93].

Smart gloves with built-in sensors have been used in gesture-based HMIs to assess
finger position and identify important facial expressions [113]. Indeed, in G-SGs, the data
provided by the embedded sensing devices are analyzed using various computing ap-
proaches to detect hand orientations [93]. The application of this technology for individuals
with stroke, cerebral palsy, Parkinson, brain dysfunctions, and other conditions is now being
investigated [113]. Orthopedic surgery has also been researched using virtual-reality-based
rehabilitation, primarily for accident patients’ hands or ankles [90,114]. These systems were
created primarily to address the shortcomings and errors of the manual methods used
by practitioners to measure joint angles and progress in rehabilitation, respectively, using
goniometers and questionnaires. Gesture-based smart gloves have also been used for AAC
in addition to rehabilitation. For instance, due to their visual and hearing impairments,
deafblind persons are supported by the fingerspelling communication method employing
various finger motions to transmit letters, words, or sentences [115]. The output of sensors
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is analyzed to measure the intended letter using an adaptive pattern recognition algorithm.
Although the device allows deafblind individuals to communicate, it is neither wearable
nor portable.

A new data glove relying upon inertial and magnetic measurement units (IMMUs)
(namely, gyroscopes, accelerometers, and magnetometers) was introduced by B. Fang et al. [110].
The projected data glove contains 18 inexpensive, wearable, and small-sized IMMUs.
Cables link all sensor units to a centralized control device (Figure 14).
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Figure 14. The designed sensory glove with highlighted the main components (left) and worn by a
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The three-step ELM (Extreme Learning Machine)-based gesture recognition approach
was also applied to the data generated by the designed data glove. Creating a gesture
database and gathering motion data for various gestures constitute the initial stage. The
training classifier is the second stage, followed by the experiment and analysis stages. To
confirm the efficacy of the orientation estimation technique, three IMMU orientations were
assessed in various contexts. According to performance assessments, the suggested data
glove can precisely record 3D motions, and ELM-based algorithms can precisely identify
the gestures.

G-SGs are known for their remarkable performance in healthcare and rehabilitation
applications. In recent years, advancements in the tools and techniques used to carry out
these operations have made it feasible to treat and rehabilitate the upper limb in stroke
patients. Additionally, based on various rehabilitation techniques and the severity of the
patient’s disability, several robots can be selected. Robotics employment does have the
benefit of enabling a quantitative evaluation of patient enhancements. The upper limbs are
currently rehabilitated using a variety of traditional methods. Examples include coercive,
bilateral, mirror, and repeated task training. In this approach, the quality of life for those
with difficulties after a stroke might be improved [116]. Careful follow-up and evaluation
are necessary to measure hand motions that the patient can execute when customizing a
rehabilitation program to help the patient restore the abilities that have been lost. Therefore,
C. Luca et al. designed an intelligent sensory glove customizable to the user’s residual
physiological functions [117]. The proposed system relies on the Arduino platform and
comprises different bending and pressure sensors applied on three fingers and an LCD
screen mounted on common gloves. The sensors track the amount of pressure the patient
applies when first starting to grab the items. The device was tested on three healthy
volunteers, who were asked to perform particular rehabilitation exercises to ascertain the
joint angles’ range. Furthermore, the force to carry out typical gripping tasks was measured
using the integrated pressure sensors.
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A person’s lifestyle is unavoidably altered by limb loss following an amputation. Loss
of muscular and cognitive capabilities severely restricts their capacity to carry out everyday
tasks and lowers their quality of life. An upper limb amputee can partially regain motor
capabilities using a prosthesis based on an analysis of electromyography or powered by
body movements. Nevertheless, the restoration of normal sensory abilities is still difficult.
The B: Ionic glove, a prosthetic sensory system that may provide mechano-tactile stimuli
on the user’s arm as a function of the pressures generated at the glove’s fingers, was
introduced by M.F. Simons et al. in [118] (Figure 15).
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Figure 15. Schematic of B: Ionic glove, constituted by pressure pads, which contain conductive fluid
applied to the prosthesis’ fingertip, a battery-powered fluidic controller, and an armband equipped
with SMA actuators, worn by the user’s remaining limb to softly squeeze their arm [119].

Pressure pads were attached to the glove’s fingers, which contain a conductive fluid.
This fluid moves through a system of silicone tubes when pressure is applied, joining
electrode pairs and constituting electrical circuits. As a result, SMA (shape memory alloys)
actuators on a wristband worn by the user’s remaining limb begin to softly compress their
forearm [119].

The B: Ionic glove contains electro-fluidic sensor pads beneath each fingertip carrying
a conducting liquid, a fluidic control system, and a vibratory elastic band applied to
the forearm. When the pad is pushed, the conductive liquid is forced through silicone
channels closing a couple of contacts. The authors also created a wearable tactile device
that stimulates the user’s upper limb mechanically (Figure 16). The squeeze armband
shown in [120] inspired the design of the tactile armband used in this work. M. Garrad
et al. developed SoftMatter Computer (SMC) [121]; it was manufactured in silicone and
formed into a 3D-printed mold, employing an ionic-conductive medium represented by
saltwater, which is cheap and non-toxic. Five channels within the SMC allow silicone tubes
to fit into the device. Each channel contains two holes to insert copper contacts with an
applied AC voltage for preventing the saltwater from electrolyzing.

The armband can alleviate phantom limb discomfort and improve embodiment, pro-
moting prosthetic device acceptance and lowering high rejection rates. The armband has
the potential for more sophisticated computing and can rely on a variety of pressure points
and strengths applied by prosthetic fingertips to the user’s skin.
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Figure 16. Haptic armband constituted of five re-entrant hexagonal components obtained by 3D
printing. The device is actuated by twisted SMA wires, and the Kapton tape serves as a heat-resistant
barrier [119].

Tremors, a common movement disease, can have a negative impact on a person’s
life. There is a requirement for a biomechanical solution due to the many limitations
of the present therapeutic techniques. Neurodegenerative illnesses such as Parkinson’s,
neurological disorders such as multiple sclerosis, brain traumas, or drug side effects have
been reported to produce tremors. [122]. However, the tremor-reduction systems now
on the market have several drawbacks. Therefore, it is clear that low-weight, less impos-
ing orthoses are required to control hand tremors. It is possible to apply the jamming
mechanism, suggested by A.T. Wanasinghe et al. in [123], to develop such products for
hand tremor inhibition. To determine the nature and features of tremor movements, an
initial tremor motion evaluation was carried out [124]. As a result, the layer jamming
mechanism was suggested as the stiffening approach for tremor reduction devices [125].
Figure 17 illustrates the damping process of this tremor reduction device integrated into
a glove. Negative pressure triggers the layer jamming layer, consisting of a pile of paper
sheets within a closed polyethylene housing. When negative pressure is applied to this
housing, the air between the sheets is removed, increasing the frictional forces between
them, withstanding flexion.
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Figure 17. Schematic representation of the jamming elements’ positioning on the tremor suppression
glove [125].

The standard HMI solutions are self-occluding and unintuitive, as in vision- and
voice-based systems. To achieve a seamless and more user-friendly HMI, e-skin technology
can be applied. Creating an HMI that can enable extensive bidirectional user interaction
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while still conforming to the human skin is difficult. As mentioned, an e-skin should
include four crucial elements to function as an interactive two-way HMI: (1) touch sensors;
(2) vibratory actuators; (3) strain sensors; and (4) other specific and sophisticated capabilities
for healthcare applications, etc.

Besides tactile perception and actuating capabilities, detecting other chemical and
physical quantities from the body will allow accurate basic health monitoring and early
illness diagnosis. Consequently, users can track their health conditions using the same
wearable HMI they already use for interaction. This aim is essential for elderly individuals,
persons with sensory impairment (such as deafblind people), and these with chronic
illnesses such as heart disease or diabetes [93]. After evaluating the reliability and functional
purpose of HMIs, a comparison between the devices implementing haptic interfaces was
reported in Table 4, considering the quantity and types of the employed sensors, collecting
data technology, and future applications and improvements. According to us, the sensing
approach based on inertial sensors, implemented in [110] and [125], is the most promising in
terms of un-obtrusiveness, accuracy, and integrability in wearable devices. Indeed, they do
not require tight contact with the monitored body parts. Furthermore, given the advances in
recent decades of MEMS-based inertial sensors, they can be easily integrated into garments
and simultaneously ensure very high accuracy in detecting body movement [126,127].

Table 4. Summarizing table with the smart gloves previously analyzed and compared in terms of
sensors’ typologies and number, processing unit, and future applications and improvements.

Work N◦ of Sensors and
Type Processing Unit Resulting Data/

Feedback
Future Applications and

Improvements

B. Fang et al.
[110]

(15) MPU9250 9-axis
inertial and magnetic

sensors
STM32F4

ELM-based
gestures

recognition

Robotic teleoperation based on
the gesture recognition

C. Luca et al.
[117]

(3) Pressure sensors
(3) Bending sensors Atmega 328P Finger movements

detection Clinical study testing

M.F. Simons et al.
[119]

(1) Pressure pads made
with silicone elastomer
(1) Coiled SMA wires

and Kapton tape for the
armband

Atmega 328P Mechanotactile
stimulation

Testing on upper limb amputees
to assess the device in a real

application

W.V.I. Awantha et al.
[125]

8-layer jamming
mechanism, (1) Inertial

Measurement Unit
(IMU)

Arduino Mega 2560 Stiffening of
jamming elements

Improve wearability; stiffness
control; optimize tremor
suppression using force

assessment

6. Designed Architecture of the Smart Sensory Glove Based on AlN-Based Sensors

This section presents a novel smart glove supported by an onboard ML algorithm to
classify gestures by processing the signals acquired by the integrated sensors. The proposed
solution relies on five ultra-thin and flexible AlN-based piezoelectric sensors placed at
proper points on the back of the hand. Then, the design and testing of the electronic
conditioning section for AlN-based flexible sensors are presented. Finally, the architecture
of a wearable hybrid recognition system is shown, which combines images captured by a
micro-camera with haptic data collected by the smart glove to identify the touched object.

The piezoelectric sensors integrated into the smart glove are based on an aluminum
nitride (AlN) thin layer, a biocompatible piezoelectric material with high resistivity and
electromechanical response, well suited for applications on the human body. The transducer
was made by superimposing several layers: an initial protective 25 µm thick Kapton film, a
flexible material resistant to high temperatures, and then a 120 nm thick AlN layer and a
200 nm thick molybdenum (Mo) electrode are placed by photolithography, and then two
further patterned layers of 1µm thick AlN and 200 nm thick Mo. A Parylene layer was
applied both above and below to isolate the sensor’s surface, leaving a part of the upper
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surface free on which the electrical connections are to be applied. In this non-isolated
area, a connection package made with 3D printing was applied, depositing conductive (CI)
and dielectric (DI) ink. Figure 18 shows an exploded diagram of the obtained multilayer
transducer. Such sensors have previously been integrated into other wearable systems
to monitor swallowing in patients suffering from dysphagia [20], collect electrical energy
from human body movements [21], or in combination with a triboelectric sensor, collect
human joint movements [22].
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Figure 18. Illustration of the different layers constituting the sensor, and in the box, the representation
of the connection package made by 3D printing (a). Illustration of the sensor’s shape and dimensions
(b). Photograph of the resulting sensor connected with a coaxial cable (c) [20].

The sensor was characterized using a specially calibrated setup to establish the piezo-
electric response as the applied pressure varies. First, the sensor was inserted in a chamber
where controlled pulsed air flows were generated, resulting in pressure on the sensor
surface between 10 kPa and 50 kPa measured using a pull shear apparatus. Then, the
voltage signal was taken and measured directly from the sensor, without any intermediate
filtering or amplification stage, finding good linearity between the open-circuit voltage
signal and the applied pressure, according to the following equation:

Vpiezo= αAcontactP (5)

where the α parameter is a function of the intrinsic material properties and its response
to mechanical deformations, Acontact is the sensor’s contact surface, and P is the applied
pressure. Within the examined pressure interval, a 0.025 V/N sensitivity and a 15 ± 2 ms
response time (the rise time between 10% and 90% of the signal) were calculated.

Specifically, the smart glove is constituted by a standard cotton glove on which five
custom piezoelectric sensors are placed at the knuckles of the fingers by silicone glue. These
sensors allow the discrete detection of finger movements, given their very low thickness
and weight and high flexibility. A similar application of AlN-based piezo-tribo sensors was
proposed in [22], in which they were tested for their ability to detect different body movements,
including hand gestures (Figure 19). This study introduces a wearable hybrid sensor (WHS)
with three inorganic/elastomeric electrodes for multifunctional and multi-site identification
of human movements. The piezoelectric component is based on the same stack previously
presented in Figure 18, which was coupled with a conformable triboelectric component
consisting of a PDMS and Ecoflex blend and encapsulated a parylene C layer, whose surface
was modified with UV/ozone and oxygen plasma. In this paper, we perform a step forward
in terms of integration and data processing compared to the idea presented in [22].
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at the hand’s rear, starting from the closed (C) or the open (D) hand, for various conditions: dis-
tended index finger (i), index and middle finger (ii); thumb, index, and middle finger (iii); all fin-
gers except for the pinkie (iv); all fingers (v). (E) A series of actions involving the thumb and pinkie 
that begin with the closed hand. (F) The reliability measurement obtained during 100 repetitions of 
the closed-opened hand. The measurements were carried out by applying the WHSs on the middle 
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before being acquired by the following acquisition section. In laboratories, professional 
and specialized equipment is used to acquire and process the piezoelectric output voltage 
from sensors; however, realizing an electronic acquisition and amplification board is 
quite simple and allows almost the same performances to be obtained at lower costs and 
dimensions. Additionally, to ensure better comfort, the smart glove should integrate a 
stage to amplify and filter the signals generated by the piezoelectric transducers and then 
acquire and process them to extract useful information. Specifically, the conditioning 
section comprises a preamplification stage and a filtering stage; the first aims to convert 

Figure 19. The detection of hand motions using the developed WHSs. (A) Five sensors are attached to
the back of a human hand in positioning scheme (i) and picture (ii). A detected signal corresponding
to the hyperextension of the index finger (iii). (B) The signal provided by WHS applied to the middle
finger for different hand apertures. (C,D) The detected signals generated by five WHSs at the hand’s
rear, starting from the closed (C) or the open (D) hand, for various conditions: distended index finger
(i), index and middle finger (ii); thumb, index, and middle finger (iii); all fingers except for the pinkie
(iv); all fingers (v). (E) A series of actions involving the thumb and pinkie that begin with the closed
hand. (F) The reliability measurement obtained during 100 repetitions of the closed-opened hand.
The measurements were carried out by applying the WHSs on the middle finger and pinkie.

The tiny signals generated by the five sensors must be amplified and conditioned
before being acquired by the following acquisition section. In laboratories, professional and
specialized equipment is used to acquire and process the piezoelectric output voltage from
sensors; however, realizing an electronic acquisition and amplification board is quite simple
and allows almost the same performances to be obtained at lower costs and dimensions.
Additionally, to ensure better comfort, the smart glove should integrate a stage to amplify
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and filter the signals generated by the piezoelectric transducers and then acquire and
process them to extract useful information. Specifically, the conditioning section comprises
a preamplification stage and a filtering stage; the first aims to convert the input signal
supplied by the piezoelectric sensor into a low-impedance signal source and limit the
noise as possible (Figure 20). The latter carries out the same function and eliminates the
undesired signal components. These operations are performed in parallel by a conditioning
board including five identical conditioning channels, one for each piezoelectric sensor. The
design and testing of this conditioning section are presented in Section 6.1.

The conditioned signals from the five sensors are acquired by the 12-bit analog-to-
digital-converter (ADC) integrated into the nRF52840 System on Chip (SoC) (Figure 20).
It is a very low-power system-on-chip (SoC) that integrates a multi-protocol 2.4 GHz
transceiver and a powerful CPU with Arm® Cortex®-M4F architecture, equipped with a
1MB flash program memory. The chip is the ideal SoC for developing IPv6-compatible
automation applications or short-range wireless personal area networks. Furthermore, the
device comprises a 12-bit ADC, multiplexed on eight configurable channels, operating with
a sampling frequency of up to 200k sps (samples per second).

Afterward, the acquired data were employed to infer the gestures carried out by
the user. For this aim, the Edge Impulse® platform was used, an integrated development
environment for developing machine-learning models. It manages the acquisition and
processing of data easily and quickly; in fact, it conveniently imports sensor, audio, and
camera data and seamlessly distributes them to embedded systems, GPUs, and custom
accelerators. The platform allows using data from any sensor to extract meaningful in-
formation for recognizing sounds or keywords, as well as testing the created model with
real data to detect bugs early in the life cycle of the newly trained model [128]. The device
software, including SDK, client, and generated code, is provided in open-source mode with
an Apache 2.0 license. The collaboration with the TensorFlow Lite Micro project enables
supporting a wide range of architectures, operators, and targets.

The feature extraction is performed for the designed model with a 2 s time window
size and a 0.2 s overlap. In particular, a spectral analysis is chosen for the considered
application, which extracts the frequency and power features of the signal [128] (Figure 21).

Low-pass and high-pass filters can also be applied to eliminate unwanted frequencies.
It is suitable for analyzing repetitive patterns such as those in motion or vibration signals
provided by inertial sensors [128]. The resulting spectral features are sent in input to a
neural network comprising an input layer with 55 nodes (55 features), two hidden layers
constituted by 20 and 10 neurons, and 6 output nodes, representing six classes related to
six gestures associated with gestures indicating the numbers from 0 to 5 (Figure 19c). The
graphic representation of the designed inferring chain is reported in Figure 21.

Thanks to the communication capability of the selected microcontroller unit, the
developed smart glove can wirelessly send indications related to the system status and
recognized classes to a remote host device (Figure 20). Finally, the 3D model of the designed
smart glove is reported in Figure 22. As shown, the five AlN-based piezoelectric sensors are
placed in correspondence to the junction between the first and second phalanx. Additionally,
electronic conditioning, acquisition and processing sections are installed on the hand’s
upper face, along with the 500 mAh LiPo battery to supply the smart glove.
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6.1. Development and Testing of the Conditioning Section for the AlN-Based Flexible Sensors

Figure 23 shows the block diagram of the analog front-end developed for the AlN-
based piezoelectric sensors. This architecture comprises the following main sections:

• Preamplifier, which transforms the input signal provided at the sensor’s high-impedance
output into a low-impedance signal source.

• Amplifying–filtering block, which filters and amplifies the voltage signal provided in
output from the preamplification.

• Analog to digital Converter, which digitalizes the signal provided by the transducer.
• Power supply.
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A charge amplifier represents the preamplification stage, a circuital configuration
wherein output voltage is proportional to the total injected electrical charge or the input
current’s integral [130–133]. Figure 24 depicts the circuital configuration of the charge
amplifier implemented in the designed conditioning section based on the AD8542ARMZ
opamp.
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Figure 24. Schematic of the designed charge amplifier. The piezoelectric transducer is represented
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The sensor has been represented with the equivalent Thevenin circuit, i.e., as a voltage
generator Vq in series with Rp and Cp in parallel. Cc represents the cable’s capacitance, Ri
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is used to prevent electrostatic discharges (ESD), while Rf and Cf are the feedback resistance
and capacitance, respectively. A first voltage buffer stage was equipped with a Vcc voltage
divider that provided a Vcc⁄2 on the non-inverting terminal, using two resistors R1 and R2,
with the same value, enabling the stage to be supplied with a single power supply. Indeed,
the buffer output was connected to the non-inverting terminal of the charge amplifier and
the sensor’s ground. In this way, the DC contribution ( Vcc

2 ) on the output is not amplified.
Indeed, replacing the capacitors with an open circuit and applying the superposition principle
on the two amplifier’s terminals results in a DC output contribution of

Vo =
Vcc

2

(
− Rf

Ri + Rp

)
+

Vcc
2

(
1+

Rf
Ri + Rp

)
⇒ Vo =

Vcc
2

(6)

A common-mode voltage equal to Vcc
2 is present on the charge amplifier’s output by

disconnecting the sensor from the circuit. The transfer function at the output of the charge
amplifier is given by

Vo
Vq

= − Rf
Ri + Rp

(1 + sRpCp)

(1 + sRfCf)
(

1 + s RiRp
Ri+Rp (Cp + Cc)

) (7)

The function has a zero at the frequency fZ = 1
2πRpCp , determined by the sensor

impedance Rp and Cp, and two poles: the first, which depends on Rf and Cf on the
feedback loop, determines the lower cut-off frequency fL = 1

2πRfCf ; the second, depending
on Ri||Rp and Cp||Cc, determines the upper cut-off frequency fH = 1

2π RiRp
Ri+Rp (Cp+Cc)

. For

f = 0, the output signal has a static gain: G = Rf
Ri+Rp . The mid-band gain (the frequency

range between fL and fH) is given by G =
Rp · Cp

(Ri+Rp) · Cf . Beyond the high cut-off frequency fH,
the gain amplitude drops by −20 dB/decade.

The components’ values are shown in Figure 24, where sensor resistance and capaci-
tance were assumed equal to Rp = 1 MΩ and Cp = 1 nF, respectively. After performing
two simulations with two different values of Ri, (one with a value of 100 kΩ and the second
one with a value of 1 kΩ), the same values of fZ and fL were obtained, while as regards fH,
the value obtained (with Ri equals to 1 kΩ) is two decades greater than that found with
Ri = 100 kΩ.

The amplitude of the signal generated from the piezoelectric sensor is typically low,
as was previously mentioned. Thus, well-designed filtering and amplification are essen-
tial within the conditioning chain. The input signal’s informative frequencies should
pass through a properly constructed filter, whereas other components should be rejected.
Moreover, the filter typology and order should be chosen based on the specific application.
A Bessel filter should be employed if the piezoelectric pulse response’s shape is essential.
A Butterworth filter should be deployed if a flat frequency response in the pass-band is
necessary, but the pulse response is not crucial. Indeed, the latter is the filter type used in
our work since it meets our design’s requirements [129]. We deployed an active band-pass
filter based on Sallen–Key cells with Butterworth’s response (Figure 25).
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Since the main focus was to obtain a band-pass filtering stage, according to the
characteristics of the preamplifier stage of the abovementioned charge amplifier, the filter’s
bandwidth was defined by fL= 159 Hz and fH= 1.59 KHz, which are, respectively, the
low and high cut-off frequencies. fL and fH are related to the quality factor Q and the
center-band frequency f0 by these two relations:

fL= f0·[
√

1+
1

4Q2 −
1

2Q
] (8)

fH= f0·[
√

1+
1

4Q2 +
1

2Q
] (9)

Applying the frequency conditions to the Equations (8) and (9), the values of the
quality factor (Q) and f0 resulted

√
10
9 and 503 Hz, respectively.

We assume that values of all resistors and capacitors are R1 = mR, R2 = R, and
C1 = C2 = C = 10 nF. Therefore, considering the calculated value of the quality factor Q
and assuming a unitary static gain for the first stage (high-pass filtering), the following
values of

√
m and R are derived:

Q =

√
10
9

=

√
m

2 + m(1−K)
⇒
√

m ∼= 0.701 (10)

fL= 159 Hz =
1

2πRC
√

m
⇒ R =

1
2π·159 Hz · C

√
m
= 140 KΩ (11)

Stepping into the development of the next stage (the low-pass filter), some desirable
features we wanted for the low-pass filter were a flat-like signal attenuation near the cut-
off frequency. This requirement was satisfied by a Butterworth-type filter. Considering
the sizing method proposed in [134], the same values for both resistors and capacitors
as R3 = R4 = R, C3 = C4 = C = 10 nF were assumed. Since the filtering stage must
have an amplifying characteristic, a static gain of K = 1+R6

R5= 2 was set, introduced by the
resistors R5 = R6 = 10 KΩ. Therefore, knowing the value previously already defined for
fH= 1.56 KHz, the following R and Q values were given:

fH= 1.59 KHz =
1

2πRC
⇒ R =

1
2π·1.59 KHz · C = 10 KΩ (12)

Q =
1

3−K
= 1 (13)
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Due to technical reasons and the independence of the actual stage’s quality factor from
the previous one, an fH value equal to 2 KHz was preferred. Considering this variation,
a different value for R was also determined, that is, 8.2 KΩ (according to the available
commercial resistors’ values). To overcome the increase in the filter stage’s frequency
response at high input frequencies, a low-pass RC filter was placed at the amplifier’s
output, constituted by a 100 Ω resistor (R7) and a 0.047 µF capacitor (C5) [135]. The latter
added a passive pole ( 1

sR7C5 ) in the transfer function at about 34 kHz, which improved the
high-frequency response. The transfer function of the resulting filtering and amplification
stage is depicted in Figure 26.
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Figure 26. Bode diagram of the overall system’s frequency response: magnitude (a) and phase (b).

The printed circuit board (PCB) of the developed condition section for a single channel
of the smart glove is represented in Figure 27a, along with the corresponding 3D model
(Figure 27b). The Autodesk Eagle CAD software was used to develop the project’s schematic
and the corresponding PCB.

After the conditioning section was realized, different tests were performed to verify its
correct operation; the flexible piezoelectric sensors based on AlN were employed to carry
out the tests. Specifically, three piezoelectric AlN sensors were used, which differ slightly
in shape and size (Figure 28).

In detail, the large rectangular sensor (Figure 28b) was employed because it is consid-
ered the most suitable for the selected application areas (finger and wrist) since it features
a larger active surface, enabling a more significant response. An oscilloscope (model
DSO5102P, manufactured by Hantek Inc., Honeoye Falls, NY, USA) was employed to
acquire the voltage signals provided by the developed conditioning board (i.e., yellow trace
for the unfiltered signal and cyan trace for the filtered signal). A first functional test was
performed to assess the correct board’s operation by applying flexural (Figure 29a) and
impulsive (Figure 29b) solicitations. At first, flexural stress was applied, gently bending
the sensor’s tip and quickly releasing it; afterward, impulsive in-plane solicitations were
applied on the sensor’s surface and keeping it on a hard surface. Then, the sensor was ap-
plied on the index finger through a glove (Figure 30) and on the wrist (Figure 31), detecting
the stress induced by bending these body areas.
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(b), and small rectangular (c).
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(cyan trace) in response to the flexural (a) and impulsive (b) solicitations.
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(yellow trace) and the filtered output signal Vout, filtered (cyan trace) related to finger bending (b).
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6.2. Architecture of a Hybrid Recognition System Based on the Developed Smart Glove

Furthermore, the designed smart glove could be combined with a wearable vision
system to obtain a hybrid recognition system useful to assist visually impaired patients [136].
Specifically, the system integrates a micro-camera (model HD 500 W OTG, manufactured
by GesiousSpy Inc., Shenzhen, China) mounted on the user’s glasses (Figure 32). The
camera is characterized by a 2592 × 1944 pixel resolution, 30 FPS frame rate, and small
dimensions (15 mm × 15 mm × 13 mm), providing the pictures by a common USB 2.0
(Universal Serial Bus) interface. The system combines the visual data acquired by the
micro-camera with those acquired by the smart glove to improve the performance of the
systems in recognizing objects. Notably, the system core is a Raspberry Pi4 (8 GB RAM
version), which collects pictures from the micro-camera through a USB interface, and from
the data from the developed smart glove, transmitted through the BLE interface.
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In particular, the smart glove locally calculates the tactile features by spectral analysis
over 2 s windows and transmits them to the Raspberry Pi board through Bluetooth. In
parallel, the latter acquires the camera’s image and synchronizes them with the haptic
information transmitted by the smart glove. Furthermore, the Raspberry board processes
the pictures to extract the features; specifically, the processing consists of normalizing image
data to a float value between 0 and 1 and reducing the color depth. Then, the processing
board implements a neural network based on MobileNetV2 architecture [137].

The MobileNetV2 relies on bottleneck that depth-separable with residuals, In particu-
lar, the architecture includes, at first, a full convolution layer constituted by 32 filters; then,
19 residual bottleneck layers are placed. Batch normalization and dropout are employed
during training along with a 3 × 3 kernel size, typical for contemporary networks [137].
Relu6 functions are used as non-linearity due to their higher reliability when implemented
in low-precision computing. The neural network has an output layer constituted by n nodes,
corresponding to as many class objects to be identified. In this way, the neural network
allows objects to be classified based on both tactile and visual data.

Similarly, the Edge Impulse platform, based on the TensorFlow ecosystem, can be
used for developing the described model. As discussed above, it enables handling all the
involved phases, in other words, gathering the dataset, including pictures and signals from
piezoelectric sensors, the creation of processing and inferring chain, and model testing to
evaluate its performances. The model can be employed in C++ and continuously run on
the Raspberry board. Furthermore, the recognized object class can be communicated to
the patient by means of a vocal indication synthesized by the Festival speech synthesis
package, reproduced through earphones [138].
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7. Conclusions

Due to technological advancements in materials science and electronics, researchers
are becoming increasingly interested in studying and developing wearable devices that
can track body motions and vital signs in recent years. HMIs were created due to the
exponential growth of the complexity of machines’ structures and the resulting necessity
for interaction between their functionality and human perceptions.

This paper combines a systematic and comprehensive overview of the current technolo-
gies and devices for implementing HMIs with the presentation of an innovative assistive
solution for supporting impaired people. In particular, the definition, applications, and clas-
sification of current technologies for generating haptic feedback are introduced, including
force-based, thermal-based, and nerve-stimulation-based methods. Later, a survey of recent
wearable systems for generating tactile feedback is reported, which can find applications in
different fields, such as rehabilitative or assistive systems, entertainment, and automation.
Then, a comprehensive overview of sensing systems integrated into tactile interfaces as
introduced, focusing on devices in the form of smart gloves. Furthermore, comparative
analyses were presented, highlighting the potentialities, limitations, and perspectives of
each technology to outline the characteristics, features, and performances of the next gen-
eration of HMIs. Additionally, a novel smart glove was introduced, including thin and
conformable AlN-based sensors. Five flexible, ultra-thin, AlN-based piezoelectric sensors
were integrated into the presented system, strategically positioned on the back of the hand;
a microcontroller section acquires and processes the signal from piezoelectric sensors to
classify gestures using an onboard ML algorithm. In addition, the design and testing of the
conditioning section for AlN-based flexible sensors were covered. Finally, the architecture
of a wearable hybrid recognition system was presented. The latter employs a micro-camera
to acquire pictures and the smart glove to gather haptic data for identifying the touched
objects.
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