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Abstract  

  
Grain post-harvest losses due to deterioration during storage remains a prevalent challenge. 

The changes in environmental conditions if not monitored, can cause fluctuations in grain 

storage bins' temperature and humidity, leading to decay and infestation. Even though 

automatic grain monitoring systems have been developed they are not affordable. This project 

seeks to design an efficient and low-cost smart grain monitoring system to reduce unnecessary 

grain losses. To monitor grain conditions, the system employs temperature, humidity, and 

carbon dioxide sensors. Furthermore, this system employs machine learning classification 

algorithms to predict grain quality status (good or bad) based on sensor readings. The project 

implements the system prototype with 2 sensor nodes that communicate to a gateway through 

HC-12 transceiver modules.   
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Chapter 1: Introduction 
  
The production of grain has been increasing due to the development in production technology 

and the increase in the population. However, large amounts of these grains are wasted. Reports 

indicate that food wastage amounts to about one-third of the food produced in many low income 

and developing countries. Poor storage conditions and lack of appropriate storage facilities 

contribute considerably to food wastage [1], [2]. The world population continues to grow 

significantly, and so does the food requirements [3]. Due to the limited land available for crop 

cultivation, the idea of scaling food production does not entirely ensure food security. Authors 

in [4] researched the different causes of post-harvest losses in Ghana. They concluded that grain 

deterioration and pest infestations caused by uncontrolled fluctuating environmental conditions 

in the storage houses; contribute largely to post-harvest losses. To reduce these losses that occur 

during storage, grain conditions such as temperature, carbon dioxide content, and humidity 

should be monitored and possibly controlled. Monitoring and controlling storage facilities have 

become imperative for farmers and governments because of the need to ensure food security 

and provide value addition. The safety and quality of grains directly impact the lives of people 

because grains are an essential resource in many countries. Taiwo and Bart-Plange state that 

agriculture does not only play in the overall economic performance of Ghana in terms of 

improving the country's GDP, but it plays a significant role in food security enhancement, 

poverty alleviation, and employment generation efforts of the country [4]. Despite the vital role 

that agriculture plays in Ghana's economy, the agriculture sector is still quite untouched by the 

Information Technology industry [5].  

1.2 Problem Definition  

The world's population is expected to grow by 9.1 billion by 2050[6]. With such an 

increase in the population, it is expected that about 70% of additional food would be required 

to feed this growing population [6], [7]. In order to ensure food security with these ever-
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increasing numbers, post-harvest losses should be reduced. Globally about one-third of the 

world's foods produced are lost during post-harvest processes. In Africa, these losses are 

estimated to be between the ranges of 20% and 40% of the total food crops produced [8]. 

According to the world bank report, Sub-Saharan Africa alone loses food grain worth about 4 

billion USD yearly to post-harvest losses [8].  

Additionally, Ghana loses more than 318,500 tons of maize, rice, and millet annually, 

to post-harvest losses [9], [2]. Most of these losses occur during storage due to grain decay 

caused by fluctuating temperatures, moisture, and pest infestation. These losses have economic, 

social, and environmental impacts. Among the losses that occur during post-harvest processes, 

storage losses are considered the most critical in developing countries since there is little to no 

technology in managing losses that occur at this stage of the supply chain. If farmers are given 

an opportunity to technically and efficiently monitor their grain products in the post-harvest 

phase. In that case, they can be able to take appropriate steps to prevent probable losses that 

can be easily avoided. Thus, an intelligent grain monitoring system would prove beneficial in 

reducing the losses during storage. This capstone project seeks to provide a technical solution 

to post-harvest losses that occur in storage facilities due to uncontrolled environmental 

conditions by building a Smart Grain Monitoring System. The system detects environmental 

conditions in the storage house. The system design incorporates machine learning algorithms 

to analyse sensor readings and classify grain quality status based on past data gathered.   

1.3 Objectives   
  

This project aims to develop a smart grain monitoring system that will reduce unnecessary 

post-harvest losses that occur during storage. The system will detect changes in grain conditions 

and communicate with the monitoring centre. Furthermore, the system deploys machine 

learning algorithms to classify grain status as either good or bad and thus adding more meaning 

to sensor readings that are displayed to the farmer. The project objectives are  
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 Design a smart grain condition monitoring system for a granary using IOT  

 Compare detected grain conditions against set threshold values   

 To minimize food spoilage which leads to potential health risk   

 To maintain optimum environmental conditions in grain storage   

 To reduce losses that are associated with grain storage  

 To be able to predict grain condition using machine learning algorithms  

1.4 Project Outcomes   
  

The outcome of the project is an implemented design prototype of the smart grain 

monitoring system that:  

 Detects grain condition parameters   

 Transmit the sensor data   

 Receive sensor data and display on the system's dashboard   

 Can classify grain quality using sensor readings   

 Send notifications in form of text messages and alarms  

1.5 Motivation   
    

The world's population is estimated to double from 6 billion to 12 billion in about 50 

years as of 2009 [11]. This implies that food consumption will increase too. In line with 

Sustainable Development Goal number 2, which aims to end hunger, achieve food security and 

improved nutrition, and promote sustainable agriculture [10]. One way of ensuring food 

security is tackling the issue of post-harvest losses. Maize is a staple crop in most African 

countries but often, farmers struggle to preserve and store grain after harvest [11] efficiently. 

In Ghana, small-scale maize producers living in the Ejura-Sekyedumane district of the Ashanti 

region of Ghana face the challenge of a lack of inefficient grain storage facilities [11]. In 

addition to that, maintaining food safety and quality is another motivation for this work. Food 

crops, particularly grain, are essential sources of nutrition in prepared foods.   
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For this reason, it is vital to store grains in environments with optimum conditions such 

that irrespective of the season or weather, grains would still be safe for use. As such, this project 

aims to provide farmers with an affordable grain monitoring system that helps them monitor 

temperature, carbon dioxide, and humidity levels in grain storage bins. The proposed system 

goes beyond displaying temperature, humidity, and carbon dioxide levels. It classifies the grain 

status, good or bad, through machine learning. The system would help retain grain quality while 

ensuring easy and reliable maintenance of storage barns.  

1.6 Scope of Project   
    
 The scope of the work entails the mechanical design of granaries that shows optimal sensor 

node placements in SolidWorks, smart granary achieved by IOT, grain quality classifications 

through machine learning algorithms deployment, and a dashboard for the display of data at 

the monitoring centre. For real-world implementation, a series of grain storage barns would be 

used. We tested the functionalities of the system with a scaled-down version with two sensor 

nodes found in one silo.  

  

1.7 Research Methodology   
  

The main research technique that is performed is in the form of qualitative and 

quantitative. The qualitative part was done through literature review of existing designs. This 

gave an in-depth understanding to the current design trends and research into this area. The 

quantitative part is in the form of design and testing. With this, different aspects of the project 

were tested before final implementation.   
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Chapter 2: Literature Review  
  

2.1 Introduction to Smart Grain Monitoring Systems   
  

In past years, grain monitoring in grain storage was done manually by periodically 

taking samples of grains and observing their appearance. However, this method is labor 

intensive, inefficient and inaccurate. It is inaccurate because, during the periodic inspections, 

only grains at the top would be considered. For these reasons, researchers looked into how 

monitoring might be switched from manual to automation. With the success of automating 

grain monitoring operations, research is now underway to transition from wired to wireless 

automatic systems using relevant technology [12]. The wired systems' principal drawbacks are 

their limited anti-interference capacity and poor maintenance. These limitations of the wired 

systems have led many scholars in [12] to investigate the development of wireless sensor 

networks (WSN). The wireless sensor network is a specific network comprising of a large 

number of sensor nodes with self-organizing ways that can gather and transmit data through 

wireless technologies. There have been numerous wireless sensor networks developed and 

studied by different scholars. Most of these wireless sensor network systems are deployed in 

Asia, particularly in China, with few in Africa and even lesser in Sub-Saharan Africa. Sensor 

nodes play an important role in much of the activities relating to monitoring and managing 

grain storage through the WSN. Generally, the sensor nodes comprise temperature and 

humidity sensors while few investigations consider carbon dioxide sensors for measuring 

concentration of carbon dioxide in the silo. In most investigations, temperature and humidity 

are measured using the DHT11, SHT11, DS18B20, and LM series of sensors. MQ7 and MQ135 

sensors are commonly used for CO2 sensing. Sensor nodes are a critical part of the system 

because they affect cost, detection capability and connectivity issues. The processing sub-

system is part of the monitoring system that typically comprises of the microcontroller units 

and their peripherals. The MCU performs tasks, processes data, and controls other parts of the 
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system, particularly the sensor nodes. In most of the papers, different modules of the ATMEGA 

have been used. The standard modules include, ATmega 2560, ATmega 128L, and ATmega 

32. In some cases, the Arduino Freedom board was used. Also, the STM32, PIC32, and the 

different modules of the Node MCU were used. Because these systems are used in storage 

barns, batteries are used to power the microcontrollers. For most applications, Zigbee 

communication protocol is used as the medium that connects between the sensor nodes and the 

cloud services where data is stored and processed. Some other designs used Bluetooth, IEEE  

802.11b and the HC12 transceiver modules.  

2.2 Existing Solutions  
  

Purandare et al, [13] propose an end-to-end system for farmers and warehouse managers 

to reduce post-harvest losses. Their system consists of a notification-suggestion system, which 

provides current farm conditions, and offers suggestions about harvesting time and diseases 

that may affect the crop in its cultivation stages. The notification-suggestion system acquires 

data from environmental DHT sensors, communicates with the server for processing thereafter, 

the sensor readings are displayed on a dashboard. This system analyses previous data of storage 

losses, harvesting time, crop moisture content at the time of storage and meteorological data. 

This data is used to train machine learning models that predict grain's optimum temperature of 

storage and recommended sequence of stock dispatch/outlet. Prediction is done by using 

statistical and probability techniques such as classification, clustering and regression. The 

system's design is based on the major assumption that the farmer is unaware of the correct 

harvesting times which heavily impacts storage losses. The novelty of this system as described 

in the paper is the use of modern technologies like android, machine learning and internet of 

things (IOT) to fully automate the monitoring and analysis of preharvest activities up to the 

post-harvest storage stage. It is commendable that the design proposed is a thorough system 

that commences grain monitoring while it is still on the farm.  
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This ensures a highly accurate prediction of harvesting time and the optimum storage 

environmental conditions and the recommend grain stock dispatch. Moreover, this system 

establishes a multi-hop protocol for communication between various sensors, transmitters, and 

receivers in a sensor grid, as well as ensuring efficient power and bandwidth usage.  

The ability to estimate the suggested stock dispatch is crucial since traditional farming 

implies that grain stored first is dispatched first, but this technology proves otherwise. Over the 

course of five months, each stock is monitored for factors such as warehouse temperature, 

humidity, deviation from the optimal harvesting time, and corresponding losses, and 

trustworthy grain dispatch predictions are generated using machine learning, specifically the 

Elastic Net Regression model. The system makes recommendations for possible actions a 

farmer or warehouse manager might make, such as grain dispatch sequence, harvesting time, 

and optimal storage temperatures. However, it would be more beneficial if the 

farmer/warehouse managers were notified of the repercussions of each action.   

Mabrouk et al, [14] propose a new technique to tackle problems of massive grain losses 

that occur in Egypt due to theft and uncontrolled environmental conditions in storage houses 

using environmental sensors and level sensors. Sensor nodes collect data and communicate it 

to the main station via GSM module, where it is displayed on an LCD. The authors review an 

already existing technical design in place in the country which continuously measures the 

environmental conditions and grain content levels using satellite nourishes and other complex 

sensors. The advantages of these systems include high efficiency, but they are very expensive 

to acquire and require frequent maintenance thus Mabrouk et al propose a new design. 

According to the authors, grain theft incidents are prevalent in Egypt involving false quantity 

additions in some storage facilities, which have costed the country millions of dollars. The 

system suggested in this research would control silo level content by scanning the surface of 

grain using an ultrasonic sensor linked to a servo motor minimizing fraudulent grain additions 
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[14]. Environmental conditions are also monitored and compared to pre-set fixed values; if 

there is a significant divergence for an extended period of time, a heater or fan is turned on. 

This study has some limitations, such as inaccuracies that can occur due to incorrect sensor 

placement (for example, if the sensors are placed near the heater, the results may be inaccurate), 

and dust that can interfere with ultrasonic sensor readings, necessitating frequent cleaning. It is 

recommended that a radar sensor be used instead of an ultrasonic sensor.  

According to Rekha and Singhai [15] temperature, humidity, CO2 and O2 are the most 

important factors that are to be monitored in order to maintain the quality of grains in the storage 

barns. They noted that temperature increases as the insects produce heat. However, they noted 

grain deterioration cannot be determined with just temperature because molds can still develop 

at very close range of temperatures. In addition to that, they also noted that high humidity is 

the main cause of insect infestation and fungal growth in the silos. Furthermore, they noted that 

the presence of CO2 in the storage units indicates grain deterioration thus CO2 can be used as a 

predictor in grain storage barns. They suggested other ways in which grain monitoring can be 

done, these include the use of acoustic sensing, environmental sensing, and odour sensing. In 

addition, they pointed out that different researchers have studied the effects of temperature, 

humidity, and CO2 content on the grain individually. Still, very few of these studies analyzed 

the impact of simultaneous monitoring of these factors. This was one of the paper's strengths 

because they provided a comprehensive study on the sensing technologies that could be used 

to monitor the quality of stored grain. One downside of this study was that the study did not 

indicate how any of the technologies could be implemented.   

Onibonoje et al [12], acknowledges that monitoring of grain storage conditions is 

necessary because of its economic importance. They also noted that temperature and humidity 

are the primary factors that affect the quality of grain. The main aim of this study was to design 

an application-based wireless sensor network capable of providing real time remote monitoring 
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and automated control of the environmental factors that can affect stored grains in granary 

systems. The system has a hardware unit, software and a network side. The hardware unit 

consist of the sensors, XBee transceivers, microcontroller unit, and battery unit. The sensor unit 

consist of coding the sensor nodes to acquire data from the sensors and networking these with 

the coordinator. The authors made several conclusions on the different temperature and 

humidity ranges that would be good for grain storage and the need to modify network protocols 

for effective connectivity. However, they did not indicate which network protocols will be 

modified.   

2.3 Related work  
  

Studies reviewed noted that even with the great success that has been achieved with the 

development of monitoring systems that make use of wireless sensor networks, losses 

associated with grain storage are yet to be reduced. They identified that the development of a 

WSN comes with its challenges, such as network management and bandwidth, computational 

capability, and data storage [12]. These challenges are associated with the different devices 

connected to the single network. Based on these identified challenges, they proposed a different 

approach that would be used to achieve the same goals while mitigating the challenges of the  

WSN [12]. The proposed system is a Software Defined Wireless Sensor Network (SDWSN) 

[12]. Its features include decoupling the data and control plane. Different machine learning 

algorithms are also deployed to perform grain classification based on sensor readings with this 

approach. Examples of the algorithms used include K-Nearest Neighbor, Random Forest, and 

Linear regression. However, the downside of this approach is the increase in costs because of 

the extra components used.  
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 Figure 2.1: Schematic diagram of SDWSN  

The following conclusions are drawn from a review of existing solutions in the literature  

 The main conditions monitored are temperature and humidity   

 The ATmega series of microcontrollers is preferred   

 Zigbee communication module is widely used for monitoring purposes   

 A battery power source is used implying low power consumption components should be 

selected.   
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Chapter 3: Design  

3.1 Design Proposal  
  

The proposed solution in this project is a smart grain monitoring system that is 

affordable and reliably monitors the temperature, humidity, carbon dioxide concentration, and 

grain level in a silo. This system further incorporates classification algorithms to classify grain 

quality. This chapter explores the system and user requirements, system specifications, and 

design decisions that were considered during the implementation of the project  

3.2 Design Assumptions   
  

Several assumptions were made after the review of the existing grain monitoring 

systems. The assumptions that were considered include:   

 The full functional system would be complete within the time frame of the capstone 

session   

 The overall design would have relatively low costs compared with the other systems 

out in the market   

 All the components that would be used for the project are easily accessible  

3.3 Design Requirements   
  

The design requirements were set to ensure that the design meets the aim and objective 

of the project. These requirements guided the overall implementation of the project. The 

requirements are grouped into user/ non-technical requirements and engineering requirements.  

3.3.1 User Requirements  
  

 User friendly  

 Reliability: The system should work as intended   

 Affordable system  

 Responsiveness: The system should be able to record changes quickly and 

accurately in the silo environment.  
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 Data integrity: The grain classification must be accurate.  

 System should alert users of the grain quality status and silo surrounding 

conditions  

3.3.2 Functional Requirements  
  
Table 3.1:  Functional requirements of the system  

System Requirement   Engineering Requirements   
It should be user friendly    It should have a simple interface   

Reliability    It should intelligently sense data 
accurately   

 Interpretate data without error   
Affordable    Use low power consumption devices   

 Low-cost  microcontrollers 
 and sensor   

Ability to classify   System should be intelligent    

Sensitivity    The overall should be sensitive to 
changes of reading by sensors   

  

3.4 Design Decisions  
  

This section followed detailed processes for choosing components used in this project. 

The decision criteria were informed by the requirements and expected outcome of the proposed 

system.  

3.4.1 Sensor Decisions   
  

The choice of the sensor is of utmost importance for this system design and full 

implementation. For the selection of sensor modules, standard sensors were selected. The 

DHT22 sensor would be used to record the temperature and humidity in the system. This sensor 

was considered because it can record both temperature and humidity. The DH22 was preferred 

over the DHT11 because it has a higher temperature range, humidity range, temperature 

accuracy, and humidity accuracy. It is also relatively reliable and accurate. The ultrasonic 

sensor module would measure the level of grains in the storage barn. For the carbon dioxide 
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sensor, the MQ-135 sensor was selected. The MQ-135 sensor was however replaced with the 

MG811 sensor because of some inconsistences in its carbon dioxide readings. These sensors 

were selected because they can easily be integrated with the different microcontroller units.  

3.4.2 Microcontroller Decision   
  

Microcontrollers considered   

 8051   

 AT Mega 328p   

 STM32F103C8T6   

 Arduino AT Mega 2560  

The 8051 microcontrollers from Intel have a smaller memory size and processing speed 

when compared to ATmega328p-pu and STM32 using ATmega2560 as the baseline. The 

STM32 microcontroller has the best processing speed in comparison with the other 

microcontrollers. The selected microcontroller should be able to integrate well with the sensors 

and the other peripherals to be connected to it. Even though the overall score of the STM32 is 

the best ATmega328p-pu was selected. This decision was made considering power 

consumption and the ease of use of the two microcontrollers. The initialization of the STM 32 

is cumbersome and time consuming as it involves the peripherals (GPIOs, UARTs and SPIs) 

and the cortex core itself. This initialization process is also prone to errors. ATmega328p-pu 

are widely used in Arduino development boards and it has a lower power consumption and high 

performance.  

  

  

  

  

  
 



14  
  

Table 3.2:  Pugh matrix for microcontroller   

Criteria   Baseline  
AT  
Mega  
2560   

Weight   A   
STM32  
F103C8T6   

B   
Intel MC3- 

51 (8051)   

C   
AT  
Mega  
328ppu  

Power  
Consumption  

0   
 

5   +3   +1   +2   

Cost   0   3   0   +3   +2   
Processing 
speed   

0   4   +2   -1   +1   

Memory Size   0   4   -1   -2   -3   

Total          4   1   2   
  

3.4.3 Wireless Technology   
  

Wireless technology considered   

 Zigbee   

 nRF24L01   

 HC-12   

 Wi-  

Zigbee, Nrf24L01, Bluetooth and HC-12 were considered in choosing the wireless 

technology. Wifi is used as the baseline, and the criteria used for comparison are 

communication range, data rate, power consumption, cost, and number of devices supported. 

The power consumption and cost of the wireless technology is required to be the least possible. 

The data rate is not of much importance as we will be transmitting sensor readings at an interval. 

The number of devices supported, and communication range are of moderate importance; hence 

they are all assigned a weight of 3. This decision was necessary because the chosen technology 

should be able to communicate reliably between the sensor nodes and the gateway. The HC-12 

module has the overall best score; hence it is selected. In addition to that, the HC-12 module 

can support up to 100 devices. In addition to that, it can work on three different modes, which 

can be used to conserve power  
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Table 3.3:  Pugh matrix for wireless technology    

Criteria   Baseline  
WIFI   

Weight   A   
Zigbee   

B  
nRF24L01   

C   
Bluetooth   

D   
HC-12   

Communication 
Range   

0   3   0   +2   -1   +3   

Data rate    0   2   0   +1   +1   +2   

Power  
Consumption   

0   5   +2   -2   -1   -3   

Cost   0   4   -1   +2   +3   +1   
Number of 
devices 
supported   

0   3   -1   -2   -3   0   

Total         0   1   -1   3   
  

3.4.4 Wireless Topology   
  

Even though a decision was made for the type of network topology, the network 

topology depends more on the type of wireless communication. This is because each wireless 

technology has better performance with a particular network topology. The tree network 

topology should be used for our chosen wireless communication mode. The tree topology is 

chosen despite the mesh having a higher value. This was done partly because of the cost 

associated with implementing the full mesh topology and the choice of the wireless 

communication module.  
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Table 3.4:  Pugh matrix for network topology   

Criteria   Baseline   
Ring   

Weight   A   
Tree   

B   
Mesh   

C   
Star   

Cost   0   4   -1   -2  -3   
Security   0   4   +1   +2   +4   
Complexity   0   3   -1  -2  -3   
Reliability   0   5   +3   +4   +4   
Delay   0   3   0   +2   +3   
Congestion 
control   

0   2   +2   +1   -1   

Total         4  5  4   
  

3.5 System Design Architecture   
  

Based on the system requirements of the system, the proposed solution design is divided 

into 2 main parts, an IOT system and a Machine learning part.   

3.5.1 IOT   
  

The IOT system includes 2 nodes installed, a gateway and a cloud database for storage. 

The sensor nodes take readings from the sensors attached and transmit it to the gateway using 

the HC12 communication module. The gateway then sends this data to the database which is 

displayed on the dashboard.  

3.5.1.1 Placement of Sensor Nodes  
  

 Grain silos are usually designed as flat bottom silo, smooth wall design silos, and elevated 

silos. The materials traditionally used for these designs are primarily stainless steel, reinforced 

steel, steel silos, and Reinforced Cement Concrete. However, for our design we assumed that 

the silo is made of stainless steel and is the flat bottom design for this design. The geometrical 

limit for silos is that the ratio of the height to the diameter should be less than 10. With that in 

consideration, the height was made to be 20m height with a diameter of 15m. A standard silo 

with this dimension would have three sensor nodes placed at equal intervals around the walls 
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of the silo. Each sensor node would be placed in a plastic casing that would be bolted to the 

wall of the silo.  

  

Figure 3.1:  Solid works design of a standard silo   

   

Figure 3.2:  Solid works design showing the placement of sensor nodes and gateway placement   

3.5.1.2 Sensor Node  

  The sensor node is the main part of the IOT system. The main job of the sensor node is to 

receive timely request from the gateway through the HC12 communication unit to collect grain 

environmental conditions and send the sensor readings to the gateway. The nodes are divided 

into two nodes, that is node one and node two. Node one comprises of a microcontroller, a 

temperature and humidity sensor, a carbon dioxide sensor and the level sensor which is 

powered by a battery. The second node comprises of the temperature and humidity sensor and 

a carbon dioxide sensor.   
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The microcontroller at each sensor node is the ATmega 328p. The recommended input voltage 

is 7-12V with an operating voltage of 5V. The DHT22 and the ultrasonic sensor are connected 

to digital pins on the board while the MG811 is connected to an analog pin in node one. For 

node two, the DHT22 and the MG811 are connected to digital pins.   

The HC12 used for the communication in this project is operated in the FU3 mode which uses 

average power consumption when in working conditions [39]. All the HC12 modules at the 

nodes and gateway had the same transmission mode, wireless communication channel and the 

same over the air serial baud rate. All sensor nodes are powered by a rechargeable battery power 

supply and the LM7805 5 volts regulator ensures the power to the microcontroller does not 

exceed the required.  

  

Figure 3.3:  Block diagram of sensor node    
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3.5.1.3 Receiver   

 The receiver side serves as the gateway for all the sensor nodes. It connects all the 

nodes to one database system using the HC12 module and the esp32 microcontroller. The esp32 

microcontroller is chosen for its WiFi module that can be used to send data to the database.  

The GSM SIM800L is used for alerting the user of the silo conditions and grain condition. The 

LCD is installed in the silo bin and displays sensor readings. Lastly the web application displays 

temperature, humidity and carbon dioxide readings, additionally, classification algorithms are 

deployed, and these are used for grain condition classification.   

  

  

Figure 3.4: Block diagram for gateway   

3.5.1.4 Overview HC12 Transceiver Module   
  

The HC12 is a half-duplex wireless serial communication module that is used for long 

range applications. It has a working frequency band between 433MHz and 473MHz [39]. The 

transmitting power is between -1dBm(0.79mW) to 20dBm(100mW). Its receiving sensitivity 

is from -177dBm to -100dBM. This receiving sensitivity and transmitting power depend on the 

selected Serial and over the-the-air Baud rate. The operating voltage is between 3.2V to 5V 
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with the preferred voltage for most applications being the 3.3V rate. It has 100 channels and 

four radio modes. The default mode is the FU3 mode. In order to change any property of the 

module the AT commands is used. The HC12 module is simple to use because it is compatible 

with various microcontroller units and works with any digital pins. The module has five pins, 

the VCC, Ground, TX, RX and the set pin. The set pin is used to change the configurations of 

the module.  

3.6 Machine Learning   
  

The second part of the project involves using machine learning algorithms for the 

classification of grain quality (good/bad). The system uses supervised machine learning 

classification algorithms to achieve grain quality classification. The models considered are  

Random Forest, Logistic Regression, KNearest Neighbours and Gradient Boosting Classifier. 

The models are trained using data collected from the experiment. The grain features of interest 

are temperature, humidity and carbon dioxide concentration and the target feature that we wish 

to predict is grain quality class. The grain is classified as either normal or infested based on 

sensor readings. Various model performance measurement techniques like cross validation, 

learning curves and ROC AUC scores are implemented to ensure adequate comparison and 

choice of the good fit model. The model training is executed in Jupyter Notebook.  

3.6.1 Model deployment  
  

  
Figure 3.5: Block diagram for model deployment   
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Figure 3.5 shows the design and steps to deploy the model deployment for consumption. 

The good fit model that is chosen will be trained with cleaned experimental data. Flask is a web 

application framework written in Python [16]. The Flask API is a set of rules that allows you 

to send and receive data from a website [16]. The user interacts with the website by inputting 

features such as temperature, humidity, and carbon dioxide concentration, which the API then 

gets. The features will also be fed into the machine learning model, which will classify the 

grain. The API now receives the forecast, which it sends to the website and displayed for the 

user. Pickle is used for serializing after the model has been trained, which is the process of 

writing a Python object to memory in order for it to be deserialized (read) by a Python script 

object on a memory so that it can be later deserialized (read) back by python script.  
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Chapter 4: Methodology  
  

In this section, the procedures used in the testing and development of the system are 

detailed. The calibration of the MQ135 gas sensor is discussed first. Second, the experiment 

used to collect data for grain quality classification is thoroughly described. Next, this section 

describes the circuit designs for the sensor (transmitter) and receiver nodes.  Fourth, the HC12 

transceivers range test and finally, the classification techniques used to classify grain quality 

are explained.  

4.1 Carbon dioxide Sensor Calibration  
  
  The MQ-135 sensor is an air quality sensor that detects the presence of different gases like 

Ammonia (NH3), Sulfur (S), Benzene (C6H6), CO2 in the air. Despite the sensor's ability to 

measure different gases in air, it can be calibrated to measure carbon dioxide gas which is the 

gas of interest for this project. The MQ-135 consists of a surface covered with a thin layer of 

SnO2 heater resistor which can raise the temperature of the sensor [ 17]. Prior to usage the 

sensor is preheated continuously using a regulated 5V DC power source for 24 hrs. The 

preheating is done to activate the tin oxide layer found on the surface of the sensor which is 

useful for gas sensing. Following the preheating process, the sensor was exposed to carbon 

dioxide gas using exhaled air collected in balloons as explained in [18]. Following that, the 

sensor was placed in a room with clean air. The value of Ro which is sensor resistance at a 

particular gas concentration was read and updated in the MQ135.h library. When the sensor is 

used, it is recommended to wait for approximately 2 minutes to allow the sensor to stabilize 

before it can read correct data [19].  
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Figure 4.1: Electrical circuit for MQ-135 sensor  

4.2 Experimental Setup   
  

An experiment was conducted to obtain the dataset used for training the classification 

models. For the experiment, two grain samples were used: sample 1 served as the experiment's 

control, and sample 2 had water added to it to speed up the decaying process. The following 

were the experiment's parameters:   

Mass of maize = 244g for each sample  

Mass of water added to second sample = 34.6  

Error margin of scale used = +- 0.01g  

calculated moisture content = mass of moisture/ mass of maize x 100%  

=34.6/244 x 100  

= 14.19%  

The aim of this experiment was to investigate the temperature, relative humidity and 

carbon dioxide concentration behaviours of decaying/decayed grain. Water was added to the 

grain sample 2 thus increasing grain moisture content. High moisture content speeds up the 

grain deterioration process thus enabling us to collect the necessary decaying grain 

characteristic data required to perform grain quality classification. Moisture content is the most 

important physical factor in grain storage because it influences mould growth, which infects all 

stored grain [20]. It is widely accepted that climatic conditions cause physical changes in stored 
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grain by increasing moisture, which causes deterioration [20]. The two samples were kept at 

room conditions. Each sample had 1 DHT22 and 1 calibrated MQ135 sensor connected as 

shown in Figure 4.2 and Figure 4.3 for measuring temperature, humidity and carbon dioxide 

concentration. The microcontroller used in the experiment is the esp32-wroom-32d and it was 

carefully chosen for its WIFI capability. Since this experiment's main aim is to collect data, we 

utilized the WIFI capability to establish a connection with MYSQL database on the local host 

where the recorded data is stored. Figure 4.4 below is a picture of the database where the data 

was stored. Each sample's data was stored in a different table of the database for distinguishing 

purposes. PHP through visual studio code was used to connect with the previously stated 

database. After three days, sample 2 with a moisture content of 14.19 percent began to visibly 

deteriorate; mold growth patches were observed. As the mold developed in the sample with 

added moisture, its temperature and the humidity levels started to increase. The recorded data 

from the experiment was exported from the database as an Excel csv file. 

Figure 4.2: Grain simple with added moisture                                 Figure 4.3: Control grain sample 



25  
  

Table 4.1: Represents the list of hardware and software components used for the experiment   
Components    Application   
Esp32 wroom   Employed its Wi-Fi module to communicate 

to the data base  
Arduino Ide   It was used for taking sensor readings   
Visual Studio Code   Connected the Arduino Ide to the database 

system  
DHT22 Sensor   Used to take temperature and humidity 

readings   
MQ-135 Sensor   Used to measure carbon dioxide within the 

samples   
PhpMyAdmin database   Used to store data collected form the sensor 

nodes.  
USB Port of Computer   The setup was powered from the PC through 

the USB port.   
  

  
Figure 4.4: Database                                   
  

4.3 Experimental data analysis  
  

The MQ135 sensor is affected by temperature and humidity changes. Figure 4.6 from 

the sensor's datasheet shows a plot of Rs/Ro vs temperature for different relative humidity 

levels [21]. Rs is the sensor resistance at varied concentrations of a given gas, hence Rs/Ro is 

directly related to CO2 concentration, as shown by equation 1 below.  
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R0 = RS * (1 / A * c)-1/B (1)  
  

Where A and B are constants and c is the gas concentration in ppm [20].  
  

 As the temperature rises, Rs/ Ro drops, reflecting a decrease in CO2. The curve for 85% 

humidity level indicates lower Rs/Ro values reflecting a decrease in CO2 than the curve for 

33% humidity. These curves suggest that higher humidity and temperature level will result in a 

decrease in the CO2 sensor readings. As sample 2 started decaying, the temperature increased 

and the humidity level also increased. Figure 4.5 above shows the graph of Rs/Ro of the 

experimental data plotted in MATLAB. Rs/Ro increases steadily with temperature until about 

34oC after which it starts decreasing and this explains why we recorded lower CO2  values for 

the decaying value while we expected increased values.  

  

Figure 4.5: Plot of Rs/Ro vs temperature based on experimental data (MQ135 Sensor)                              
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Figure 4.6: MQ-135 Rs/Ro vs temperature characteristic behaviours from the datasheet  
  

In light of this, it was concluded that there is a need to acquire a carbon dioxide sensor 

that is not significantly affected by temperature and humidity. A new experiment was set up 

but this time with the MG-811 sensor. The MG-811 is highly sensitive to CO2. The module's 

output voltage of the sensor module decreases as the concentration of the CO2 increases. The 

MG-811's sensor's dependency on humidity and temperature is insignificant [21]. After getting 

the results from the MG-811 sensor, the plots of temperature vs CO2 and humidity and CO2 

were generated, and the results are shown in Figures 5.1 and 5.2. The trend of the data is as 

perceived. Still, before concluding that MG-811 yields better results than MQ-135, we had to 

do a statistical analysis test to verify the difference in the datasets. First, we fit a normal 

distribution on the datasets using MatLab to determine whether a non-parametric or a 

parametric test would be suitable. The results shown in Figures 4.7 and 4.8 below imply that 

both datasets do not follow a normal distribution; hence non-parametric tests are better suited.   
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Figure 4.5: MQ-135 distribution fit for CO2Figure 4.7: MQ-135 distribution fit for CO2  

  
Figure 4.8: MG-811 distribution fit for CO2  
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The type of data collected in this experiment is continuous and the assertion is that there is a 

difference in the MG-811 and MQ-135. Since we have two datasets which are independent, we 

had to consider the Mann Whitney test. The assumptions for Mann Whitney test are detailed in 

the table below [23]  

Table 4.2: Represents the list of assumptions followed by Mann Whitney test   
Assumption  How it is satisfied  

Dependent variable should be continuous or 
ordinal  

The variable of interest is measured CO2 

continuous  

Two independent categorical groups   The two independent datasets that are 

analyzed are CO2 concentration are from 

MG-811 and MQ-135 sensors which are  

independent of each other  

Independence of observations  A new maize sample was used for MG-811 
sensor than that used for MQ-135 sensor   

Variables are not normally distributed  From Figure 4.5 and 4.6 the datasets are not 
normally distributed  

  

For this test, the null hypothesis, H0 says there is no difference between MG-811 and MQ-135. 

The alternative hypothesis, H1 says there is a difference. A p-value of 0.05 is used and upon 

running the test in MatLab, the p-value result was 0.0223, implying that there is indeed a 

difference between MG-811 and MQ-135.  

4.3 Data Labelling  
  

The samples were inspected for mold growth every 2 hours, and the database was 

monitored for a significant rise in carbon dioxide, which indicates possible deterioration. As 

soon as mould growth infestation was noticed, the corresponding time stamp in the database 
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was recorded. This helped in the data labelling process. The system proposed in this project 

uses supervised learning, which is a predictive machine learning where the data comes with 

labels; the label is the target feature we are interested in predicting, and in our case, the target 

feature is grain quality status. The quality status of the grain is either good or bad, 0 or 1, 

respectively. As a result, data collected following the first observation of mold infestation was 

labelled as bad (1), while data collected prior to mold growth and the normal sample was 

labelled as good (0).   

4.4 Classification Algorithms   
  

This section of chapter 4 explains the classification models considered. The various 

processes involved in grain quality classification are also described. First, libraries such as 

numpy, matplotlib, classification models and sklearn.ensemble are imported from sklearn into 

Jupyter Notebook. The dataset was divided into two parts, 80% for training and 20% for testing 

using the train_test_split() from sklearn. Using the data gathered from the experiment, the 

following four classification models are trained using the train_set and then tested using the 

test_set.  

 4.4.1 Logistic Regression  
  

Logistic regression is a supervised classification algorithm. In [24], logistic regression 

is defined as a multivariate analysis method used to study and predict the relationship between 

a variable, say x and a series of influencing factors. This algorithm develops a hypothesis that 

the likelihood that an input value belongs to a predefined class is p, where p is between 0 and 

1. A threshold is defined to determine the range in which the probability will be classified as 1 

or 0. This probability is usually set to 0.5 [25]. The data points are fitted to an S-shaped curve 

known as a sigmoid. We can determine the probability of a data observation matching into a 

class by computing the sigmoid function of (x). The Sigmoid function has the following 

formula [24]:  
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We calculate the weighted feature value given an input, which will be the input x of the Sigmoid 

function [24]. In this project, for a feature, say temperature, we first calculate the weight by  

  

The second step is calculating the probability that x belongs to a class using the sigmoid 

function above [23]. The cost function for logistic regression, whose role is to optimize, is 

given by J (  where J (  is expressed as [23]  

 

Different techniques are used to optimize the cost function. The most commonly used are the 

gradient descent and the maximum likelihood [25]. The Logistic Regression is chosen for this 

project due to its binary nature since the classes into which the grain can fall are two; good or 

bad.  

 4.4.2 Random Forest  
  

 It is an expansion of a decision tree, also known as an ensemble algorithm. The operating 

concepts of a decision tree used to build the model are similar to conditional statements, and 

the result is a tree with decision nodes and leaf nodes. A decision node has two outgoing 

branches and one incoming branch [26]. The leaf node represents the class which the instances 

will be categorized into. This algorithm creates several decision trees from subsets of the overall 

dataset and then aggregates the votes from the different trees to arrive at the best output; this 

technique is called ensemble [26]. This is beneficial because individual trees are prone to errors, 

and this technique balances this out. Alternatively, the algorithm can work with weighting, 

where it will assign lower weight to algorithms that are prone to errors so that their influence 
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on the final decision is minimized [27]. Some critical features of the random forest include high 

stability through majority voting and diversity because not all attributes are considered while 

making each tree; hence every tree is different [27]. The following are some critical 

hyperparameters of the random forest algorithm that increase predictive power and speed:  

1. n_estimators  number of trees the algorithm builds before averaging the predictions 

and for this project and this project [27]  

2. max_features  maximum number of features random forest considers splitting a node  

[27]  

3. min_sample_leaf  minimum number of leaves required to split an internal node [27]  

4. random_state - controls randomness of sample and ensures that the results we have can 

be reproduced [28]  

We defined a grid of hyperparameter ranges for this project and randomly sampled from it to 

conduct K-Fold CV with each combination of values, using Scikit-RandomizedSearchCV  

Learn's method to get the best hyperparameters for the model.  

4.4.3 K-Nearest Neighbour   
  

The K-Nearest Neighbour (KNN) algorithm is a relatively easy to implement 

supervised machine learning algorithm. The algorithm assumes that similar things exist nearby. 

The algorithm operates based on this assumption and uses math to calculate the distance 

between points. Usually, the Euclidean distance, also known as the straight-line distance, is 

used to calculate the distance between two points [29]. To find the right K value, it's 

recommended to repeatedly run the algorithm with different k values and choose the one that 

produces few errors. The algorithm's accuracy increases when the K value is greater than one, 

but this is true up to a point when the further increase will only result in more errors [29].   
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4.4.4 Gradient Boosting   
  

It is also known as an ensemble technique, but more specifically, it is a boosting 

technique [30]. Gradient boosting classifiers are a group of machine learning techniques that 

merge multiple weak supervised learning methods to produce a robust predictive model [30]. 

Decision trees are frequently used in gradient boosting. The two most common boosting 

methods are adaptive and gradient. In gradient boosting, each predictor strives to improve on 

the errors of its predecessor by fitting on the residual errors rather than on data points at each 

iteration. To perform initial predictions on the data, the gradient boosting classifier calculates 

the log of the target feature's odds. This is the number of true values (1) divided by the number 

of falses (0). The log(odds) is then converted to a probability by using a logistic function in 

order to make predictions. To convert log(odds) into a probability, we do [31]:  

(e*log(odds))/(1+e*log(odds))  

For every instance in the training set, the classifier calculates residuals for each instance 

(true_value  predicted_value). In summary, two steps are executed. The first is getting the 

log(odds) prediction for each instance in the training set. The second is converting a log(odds) 

into a probability, and the formula for predicting is  

Base_log_odds + (learning_rate*predicted_residual_value) [31]  

4.5 Metrics Considered   
  

The metrics that are also considered are F1-score, Precision and Recall. These metrics 

are also considered because accuracy only looks at the number of correct predictions, but 

precision looks at how many true positive predictions were made. In this project, true positive 

prediction implies grain that is classified as normal is indeed normal. The recall is the 

proportion of negative predictions, while the F1-score balances the concern of precision and 

recall in a single score. A good F1 score is interpreted as low false negatives and positives. A 

Receiver Operating Characteristics (ROC) curve for comparing the classifiers was generated. 
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The ROC curve is plotted for True Positive Rate (TPR) vs False Positive Rate (FPR). As the 

TPR increases, the FPR also increases. The ROC curve considers true negatives and true 

positives [15], which is an important consideration when the task at hand is interested in both 

classes. In this project, we need to classify the grain condition accurately, which is why the 

ROC curve is another essential matric that we will consider when evaluating the performance 

of the classifiers.  

 True positives (TP): Predicted positive and are actually positive [32].  

False positives (FP): Predicted positive and are actually negative [32].  

True negatives (TN): Predicted negative and are actually negative [32].  

False negatives (FN): Predicted negative and are actually positive [32].  
 

True Positive Rate,              (1) 

False Positive Rate, FPR            (2) 

Precision                                      (3) 

Recall                                         (4) 

Accuracy       (5) 

F1-score, FPR                      (6) 

  

4.6 Cross Validation   
  

Cross validation is a technique for ensuring that our trained model has a low level of 

bias and variance. It is the process of determining whether numerical results quantifying 

hypothesized relationships between variables are adequate as data descriptions (true reflection) 
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[33]. The train_test_split module divides the dataset into two parts: a training set from which 

the model learns and a test split from which the model is tested. The reserved data may contain 

important properties that we overlook when training the model, necessitating the use of cross 

validation, which provides a more precise assessment of accuracy. Furthermore, because each 

observation is used for both learning and testing, cross validation is a more "efficient" way of 

utilizing data. The method of cross validation used in this project is the k-fold. The k-fold 

method splits the dataset into k number of subsets and perform training on all the subsets 

leaving one (k-1) subset for testing. We iterate k times, each time reserving a different subset 

for evaluation. The k fold results can then be averaged (or otherwise combined) to generate a 

single estimate [34]. K-fold cross validation was implemented for each of the four algorithms 

and the resulting accuracy scores are tabulated in chapter 5.  

 4.7 Learning Curves   
  

Learning curves can be used to detect models that are overfitting or underfitting. When 

a model is overtrained on data and learns its noise, it is said to overfit [35]. Since it learns the 

noise perfectly, an overfit model has a near-perfect training score but a bad test/validation score 

because it misclassifies unseen real-world instances [36]. Overfitting can occur when a 

complicated model is used to solve a basic problem, and the model picks the noise from all the 

data. When a model fails to understand the patterns in the data adequately and has a poor 

training and test score, it is said to be underfitting [36]. Underfitting can be caused by 

employing a simplistic model to solve a complex problem. It is critical to select a strong fit 

model that can provide dependable predictions for this project [37]. As a result, learning curves 

are utilized to distinguish between underfitting and overfitting. For each trained model, a 

learning curve is plotted. The optimal model will have properties that are similar to those of a 

good fit model [38]. The optimal model's learning curve does not suffer from high bias and 

variance. High bias is when a model's training score is far below the desired, which is one and 
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high variance occurs when the cross-validation score does not converge with the training score 

and there is large difference in their values [38].  

4.8 Circuit Designs  
  

4.8.1 Receiver (Gateway) node  
  

The circuit design for the gateway comprises of the HC12 transceiver module for 

receiving sensor reading from the sensor nodes. The transceiver module is connected to the 

esp32; this microcontroller unit sends the data to the MYSQL database with the help of visual 

studio code.  

     

Figure 4.9: Receiver (Gateway) node circuit diagram  

4.8.2 Sensor Nodes Circuit Designs  
  

For the circuit of the sensor node, we had two designs for different sensor node. This is 

because the sensor nodes do not measure the same parameters. The first sensor node is the top 

most node in the silo, this node has the DHT22 sensor, the MG-811 sensor, and the HC-SR04 

ultrasonic sensor. The ultrasonic sensor, in this case, is used to measure the level of the grain 
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in the silo. The sensor node two measures the same conditions that is, CO2, temperature and 

humidity and hence they have the same circuit design. All the sensor nodes make use of  

ATmega 328p and the HC12 transceiver module. Sensor nodes 1 and 2 include a battery power 

supply and the LM7805 5 volts regulator. The ceramic resonator/ quartz connected to XTAL1 

and XTAL2 of the ATmega microcontroller chip makes the inbuilt clock work.  

  

  

Figure 4.10: Sensor node 2 circuit diagram  
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Figure 4.11: Perforated board implementation of sensor node 2   

 
Figure 4.12: Sensor node 1 circuit diagram  
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Figure 4.13: Perforated board implementation of sensor node 1   

  
4.9 Range Test  
  
  In order to ensure that the HC12 transceiver modules would be able to reach the required 

distance, a range test was conducted with two of the modules. Each HC12 module was 

connected to one Arduino nano board. Pins 10 and 11 was used as the transmit and receive 

pins. one setup with the Arduino and the HC12 represented the transmitter which is our sensor 

node, and the other one represented the receiver side. A potentiometer which was connected to 

an analog pin at the transmitted side was used to control an LED at the receiver side. At distance 

of about 200m apart, the two devices were still able to communicate with each other.  

4.10 Software Design of Sensor Nodes  
  

The software design of the sensor nodes includes a setup function, a loop function, and 

a data reading function. The development and the compilation of the code was done on the 

Arduino ide using C++ programming language. In the set-up function, we declared and set up 

the input pins, and set up the serial and baud rate for the HC12 modules and also sensor 

declaration. The main loop function is configured to wait for an incoming request packet from 
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the gateway designated for that particular node. The sensors are triggered after the request 

packet is received to read and then subsequently forward readings to the gateway. The sensor 

node will only read when it receives request that is unique to its nodes. Each node is given a 

unique node ID that aids the receiver/ gateway to differentiate each data segment for the 

respective node.   

4.11 Software Design for the Gateway   
  

The software for the receiver or the gateway was designed based on the hardware 

design. The esp32 was used as the microcontroller in this node. This design includes a set up 

configuration of modules connected to it, sending request to different nodes, and finally storing 

data from the nodes. The development and the compilation of the code was done on the Arduino 

IDE using C++ programming language.   

The setup of the receiver node includes setting the serial port and over the air baud rate 

for the HC12 module and the initialization process for the data base system. After each node 

request is sent, the data is stored with the aid of uniquely node IDs that are added to the data 

transmission from each node.   

4.12 Network architecture   
  

The network topology deployed is based on a tree topology. In this the gateway is the 

central mode that sends request to the sensor nodes. The sensor nodes depend on the higher 

node to be active. The gateway node generates the request, and broadcasts, each node checks 

the data segment and actions are triggered if the request is meant for that node. To prevent the 

gateway from being overwhelmed, unique IDs are given. For example, when the gateway sends 

a request for node one reading, node one sends its sensor reading with its node ID. The network 

logic for data transmission is implemented at the receiver side. When several data packages are 

being sent by the nodes, preference is given to the first node that started its transmission.   
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Chapter 5: Results    

5.1 Results from the experiment  
  

  
Figure 5.1: Plot of carbon dioxide vs temperature based on experimental data for the  sample 
with added moisture           

  
Figure 5.2: Plot of carbon dioxide vs temperature based on experimental data for the  sample 
with added moisture  
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5.2 Grain Quality Classification  
  

The train test split model from sklearn was used to split the dataset acquired throughout 

the data collection experiment. The dataset was divided into two parts: a train set with 80% of 

the data and a test set with 20% of the data. Random state parameter was initialized to 100; 

when random state is set to a fixed value, the same sequence of random integers is created each 

time the code is executed, verifying the data when the algorithm is run numerous times.   

The learning curves of each trained model illustrating training and validation scores was 

plotted. Additionally, confusion matrices and classification reports for each model were also 

generated. A Receiver Operating Characteristics (ROC) curve and learning curves for 

comparing the classifiers was generated.   

5.2.1 Feature correlation matrix  

    

Figure 5.3: Feature correlation matrix                                  
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5.2.2 Results from testing the Logistic Regression Classification  

  
   

Fig 5.4: Logistic Regression confusion matrix  

Table 5.1: Logistic Regression classification report before cross validation   
  

  Precision  Recall  F1-score  support  
0(normal)  0.9998  0.9939  0.9968  4424  
1(infested)  0.9682  0.9988  0.9833  824  
Accuracy      0.99    
Weighted avg  0.9948  0.9947  0.9947  5248  
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Figure 5.5: Learning curve for Logistic Regression  
  

5.2.3 Results from testing the Random Forest Classification  
  

    
Figure 5.6: Confusion matrix for Random Forest  
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Table 5.2 Random Forest classification report before cross validation   
  

  Precision  Recall  F1-score  support  
0(normal)  1  1  1  4398  
1(infested)  1  1  1  850    
Accuracy      1   

Weighted avg  1  1  1  5248  
  

Figure 5.7: Learning curve for random forest  
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5.2.4 Results from testing the Gradient Boosting Classification  

  
Figure 5.8: Confusion matrix for gradient boosting classifier  
  
  
Table 5.3 Gradient boosting classification report before cross validation   
  

  Precision  Recall  F1-score  support  
0(normal)  0.9989  1  0.9994  4393  
1(infested)  1  0.9942  0.9971  855    
Accuracy      1   

Weighted avg  0.9990  0.9990  0.9990  5248  
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Figure 5.9: Learning curve for gradient boosting  

5.2.5 Results from testing the KNearest Neighbor Classification  

  
   
Figure 5.10: Confusion matrix for KNearest Neighbor  

Table 5.4: KNearest Neighbor classification report before cross validation   
  Precision  Recall  F1-score  support  
0(normal)  0.9989  1  0.9994  4393  
1(infested)  1  0.9942  0.9971  855    
Accuracy      1   

Weighted avg  0.9990  0.9990  0.9990  5248  
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Figure 5.11: Learning curve for KNearest Neighbor  

5.3 Comparison of classifier accuracy scores  

  

 5.3. 1 The (ROC) Curve  

  
Figure 5.12: Receiver Operating Characteristic curve   
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Table 5.6 showing comparison between classifier accuracy scores  
 

  AUC-ROC score  Train_test_split 
Accurary  

Cross Validation  
Accuracy  

Logistic  
Regression  

0.99999  0.99  0.9485  

Random Forest  1  1  0.9058  
Gradient Boosting  1  1  0.8899  
KNearest 
Neighbors  

0.99929  1  0.9410  

  
 

  
Figure 5.13: Different classifier accuracy scores  
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Figure 5.14: Model deployment website homepage  

 

  

  
Figure 5.15: Model deployment result pages   
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Figure 5.16: Node data display at receiver end   
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Chapter 6: Conclusion    

6.1 Discussion   
  
  Figures 5.1 and 5.2 show the plot of the experimental data gathered from the experiment using 

MG-811 carbon dioxide sensor. Temperature, humidity and carbon dioxide values readings 

increased when the grain started developing molds. The carbon dioxide concentration was 

plotted against temperature and humidity and from both graphs it is evident that as the 

temperature and humidity increased, the carbon dioxide concentration also increased.  

  
Figure 5.3 illustrates the feature correlation matrix, which is important in detailing the 

relationship between the features of the dataset and the target class we wish to predict. For 

this project, the features of the dataset are humidity, temperature and carbon dioxide, while 

the target class is the grain condition status. CO2 has a higher correlation coefficient of 0.85, 

meaning a much clearer distinction between the CO2 of normal grain and that of decaying 

grain, followed by temperature with 0.56 and humidity with 0.48, which means that all 

features are distinguishing factors. They are useful for classification purposes.  

  
After splitting the dataset into train and test set, the different classification models were 

fit to the train data set. After fitting each model to the train data, it was evaluated using the test 

set. The accuracy score was calculated using the .score() function. Gradient Boosting classifier,  

KNearest Neighbours and Random Forest classifier have a perfect score of 1, while Logistic 

Regression have accuracy scores of 0.99.  

The most popular measure for measuring a model's performance is accuracy, which is 

not always a reliable indicator [12]. Even though the train_test_split accuracy of all the 

classifiers are perfect other implications of other metrics discussed in chapter 4 and shown in 

chapter 5 are to be considered. Gradient Boosting classifier and KNearest Neighbours have the 

same weighted average precision, recall and F1-score values, 0.9989, 1 and 0.9994, 
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respectively while Random Forest has all 1's. Lastly, Logistic Regression recorded the 

precision, recall and F1-score of 0.9948, 0.9947 and 0.9947 respectively. Considering the 

confusion matrices of the models, we can deduce the misclassification rate. In the case of the 

Gradient Boosting classifier and Random Forest, 0 instances out of 5258 are misclassified, 

giving a misclassification rate of 0%. In the case of KNearest Neighbours, 5 cases out of 5248 

instances are misclassified, giving a misclassification rate of 0%. Additionally, in the case of 

the Logistic Regression classifier, 28 instances out of 5248 are misclassified, which gives a 

misclassification rate of 0.8739%.  

Up until roughly 18,300 instances, the Logistic Regression learning curve exhibits 

considerably low test score. Beyond that, the model begins to converge on an F1 score of around 

0.998. We can observe that the training and test scores have not yet converged, implying that 

more training data could enhance this model, but it has low variance and bias making it ideal 

for this project. The learning curves for Random Forest and KNearest Neighbours are similar; 

the test score starts comparatively lower than the training score until about 19,000 instances. 

They both start converging with the training score around 0.99. The learning curve of the 

Gradient Boosting Classifier shows that the cross-validation score starts low and starts to 

converge after about 19,570 instances at an F1 score of approximately 0.99. Logistic regression 

converges first, which suggests that this model learns the data better than the others and is a 

good fit. Furthermore, the other three models' cross-validation scores for test data are still 

variable relative to training data scores at the point when Logistic Regression starts to converge 

(18,300 instances), implying that these models may be overfitting. The AUC-ROC Score 

informs us on how well a model is capable of differentiating between classes [13]. From figure 

5.8 and table 5.6 the AUC-ROC scores of Logistic Regression, Random Forest, Gradient 

Boosting and KNearest Neighbours classifiers are 0.9999, 1, 1 and 0.9929, respectively.  

Furthermore, cross-validation is implemented to ensure that the models are not overfitting.  
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From table 5.8 above the cross-validated accuracy scores for Logistic Regression, Random 

Forest, Gradient Boosting and KNearest Neighbours are 0.9485, 0.9058, 0.8899 and 0.9410, 

respectively.  

Judging from the metrics and results from chapter 5, the Logistic Regression classifier 

outperforms the other classification models when considering all the evaluation metrics hence 

it is chosen for the project.  

In addition to that, the overall system design was able to meet its main objective. First, 

we correctly measured grain environmental conditions at the different sensor nodes and sent 

the readings to the gateway using the HC12 transceiver modules. At the gateway side, the farm 

manager will see the grain condition at different nodes at different intervals. This was achieved 

by placing an OLED display at the receiver side. The smart grain monitoring system was able 

to process sensor readings accurately by classing the grain-based on the recorded grain 

conditions.   

6.2 Limitations  
  

The smart grain monitoring system was designed and implemented to decrease postharvest 

losses in grain silos during storage. Some limitations hampered the system's final prototype 

design. The following are the restrictions:   

 There is a scarcity of information on stored grain conditions. Existing data would have 

been critical to spotting patterns in grain environmental conditions in the grain silos. 

Hence, this was a severe design flaw. Furthermore, having previous data would have 

aided us in improving the machine learning part of the project, which predicts how long 

the grain will remain based on sensor readings.  
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 The slow responsiveness of some of the electronic components was another drawback. 

During testing, for example, components, such as the HC12 transceiver module ceased 

operating at certain times, resulting in data loss.  

 We had to develop an experiment to collect data due to a lack of existing data on grain 

conditions. The problem was that the project's scheduling schedule would not allow us 

to let the grain to decay naturally, so we added moisture to one sample to speed up the 

rate of decay in that sample. This was a limitation because grains that decay naturally 

might have a different range of environmental condition.   

6.3 Future Work   
  

In executing the project, areas that need more research and improvement were identified.  

Therefore, the following future works are proposed to improve the overall system's efficiency  

 The system design should be able to trigger regulatory actions based on the readings of 

the sensors; if readings exceed predefined thresholds, the system can automatically turn 

on/off a fan or open/close windows  

 Acquire past data of harvesting time, storage conditions (temperature, humidity, etc.) 

and duration of storage vs storage losses that will allow us to predict how long grain 

can stay in storage before decaying (grain dispatch sequence). Meteorological data can 

also be taken into consideration  

 Use advanced sensors like the radar for grain level monitoring. Ultrasonic sensors are 

affected by dust, and a silo environment is dusty; hence they are not suitable for this 

application. Temperature cables are recommended because they run through the grain 

thus, they can capture the temperature of the grain better than DHT22. Grain infestation 

starts occurring in localized areas called hotspots which causes a higher temperature in 

those specific areas, and the DHT22 may fail to capture this.  

 Test other transceiver modules because the HC-12 would go on and off during the  
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testing of this project  

 In addition to that, to prevent data packets from colliding, future work would implement 

data polling on the receiver side.   
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Appendix  

Codes can be found: https://github.com/Geeky-Wendy/Wendi_Rahinatu.git  

  


