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Abstract 
 

Currently, there is a growth in online transactions which has led to the immerse 

growth of the number of credit card fraud. A lot more people are opting to shop online due 

to convenience and therefore they make online payments to make a purchase that would be 

delivered to them and in some cases, they make payments online for a service rendered to 

them. With such an opportunity, fraudsters are also increasing their fraud activities online. 

Therefore, this study seeks to detect credit card fraud using an adaptive tool and also 

attempts to reduce the number of wrongly predicted valid transactions made by the model. 

Researchers have used tools such as K-nearest neighbour, logistic regression, random forest, 

decision trees and others however, this study uses an autoencoder neural network to detect 

credit card fraud. The study then evaluates the model using an appropriate evaluation metric.  

Keywords: Fraud detection, adaptable, autoencoder neural network, credit card, online 

transactions 
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Chapter 1: Introduction 

1.1 Background of the study  

With the convenience that comes with buying and selling items online, e-commerce 

businesses are growing exponentially. Items such as cloths, furniture, and even food are now 

bought online instead of the traditional way of buying items in a shop. Hence the number of 

online transactions has grown immensely leading to an increase in credit card transactions. 

However, as the internet paved way for such progress, people with bad intentions have also 

taken advantage of the opportunity to rob others of their money causing a huge security 

concern among e-commerce users hence affecting the economy drastically.  

The Nilson Report in November 2019 estimated the revenue obtained from online 

transactions, the growth of online payment systems and also estimated the losses caused by 

credit card fraud. The credit card market, according to the report, generated $40.582 trillion 

in 2018 which is an increase of 17.7% from 2017. The report also showed that global credit 

card brands and users faced gross fraud losses of about $24.86 billion in 2018 which is an 

increase of 16.9% from 2017’s gross fraud loss of $21.27 billion [15]. Due to this, credit 

card fraud places a huge cost on financial institutions and card issuers leading these 

institutions to place high demand on sophisticated fraud detection application in order to 

flag any suspicious transaction [10]. Credit card fraud keeps making the headline hence 

suggesting that current fraud detection applications have loopholes that is why e-commerce 

and credit card users still face so much inconvenience and makes the field highly researched 

[14].  

Fraudulent transactions are illegitimate credit card transactions done without the 

awareness of the actual cardholder [14]. There are two categories of credit card payment 

namely; card-not-present (CNP) and card-present (CP) [16]. CNP is when details of a card 
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are used to make purchases online, phone or by mail while CP is when purchases are done 

using a physical credit card [17]. CNP fraud according to [18], also occurs when the 

transaction is made remotely. Each of these categories have specific types of fraud that occur 

within them. The nature of CNP payment makes it highly susceptible to fraud. This study is 

hence going to focus on CNP payment fraud. The types of fraud that can occur using CNP 

payment are identity theft fraud, behavioural fraud, application fraud and others [16]. CNP 

payment has been proven to have the fastest growth rate on an average of 15-20% per year 

as compared CP transactions at POS devices and ATM devices that has an average growth 

rate of about 4% per year [17]. This is caused by the rate at which e-commerce is growing 

rapidly hence making CNP have more fraud cases if measures are not taken [17].  

Fraud can be avoided either through detection or prevention where prevention has 

to do with acting as a layer of protection to avoid any attacks and detection helps in 

identifying and signalling a fraudulent transaction as soon as it is triggered [14]. Detection 

is usually added to prevention so that once prevention fails, fraud is still detected as soon as 

possible [14]. Criminals are becoming more intelligent as technology progresses. They learn 

to adapt their fraud strategies whenever a new detection method is in place hence making 

them progress along with new detection systems [18]. The knowledge of the adaptability of 

criminals makes the fraud detection discipline a difficult field to solve. This is because 

researchers cannot publicly exchange ideas in detail about fraud detection techniques as 

criminals will evade the detection easily [18]. In light of this, as fraudsters adapt to new 

detection techniques, researchers need to be adaptable to new fraud strategies as well.  

1.2 Problem Statement  

Based on this background, the motivation of this project is to design an adaptive 

algorithm that detects new variations of credit card fraud transactions and predicts a current 

transaction as fraudulent or legitimate whiles reducing the number of wrongly predicted 
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legitimate transaction. There are many ways fraudulent transactions can occur and the 

specific type of online fraud this study would focus on is identity theft.  Identity theft 

happens when a criminal steals details of a cardholder, impersonates the cardholder to make 

purchases and attributes the charges to the cardholder [9].  

The people affected by this malicious action is the online seller and the customer 

because the seller lose their merchandise, pays a chargeback to the real cardholder and the 

cardholder deals with the aftermath. This problem would be addressed using a selected 

machine learning model based on studies done by other researchers and tested by feeding it 

with an already known class of a transaction for prediction. The implemented solution to 

the mentioned problem can be made as a plugin on e-commerce websites to detect fraudulent 

transactions as they happen.  

During an incoming transaction, the system classifies the transaction as either valid 

or fraudulent with a rating which allows the user to either decline or permit the transaction. 

Hence solving the problem of huge financial losses due to credit card fraud. The benefit of 

this detection system is that it would provide confidence back to e-commerce users and 

would enable them to make any transaction especially huge ones comfortably without any 

concerns. This boosts online trading and allows the sector to grow.  

Enabling people to gain confidence in online trading would also reduce cash services 

and make more people gear towards cashless services enabling a cashless economy in the 

long run. There are many benefits that comes with a cashless economy aside from it easing 

a person’s life. According to research done in Nigeria [20], a cashless economy makes 

transactions faster, increases sales, reduces cash related robbery and corruption, and attracts 

foreign investors. Government expenditure especially would also be significantly reduced 

as there would be no cost incurred in printing currency notes.  
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1.3 Limitations of the Study  

Despite the benefits that comes with creating an efficient credit card fraud detection 

system, there are a number of challenges that comes with building such systems. According 

to [10], there are many constraints that comes with creating the system. There is the issue 

of data unavailability since financial institutions prioritise their customer’s data and hence 

protect it from being revealed to second parties [11].  This makes it barely possible to find 

real life data of credit card transactions.  

Even if data is obtained, there will be another challenge of working with an 

unbalanced dataset. Fraudulent transactions are few as compared to legitimate transactions 

out of almost every dataset. Typically, there’s about 99.9% legitimate transactions while 

only 0.1% or less are fraudulent [12]. Another major issue with the detection system is that 

there will always be a probability of misclassifying a transaction hence either the system 

does not identify a fraudulent transaction and misclassifies it as valid or the system 

misclassifies a valid transaction as fraudulent which is a huge prevalent problem with this 

system [12].  

This brings the issue of finding an appropriate evaluation metric. Due to the 

imbalanced nature of credit card datasets, accuracy is not a good measure of performance 

for the model [13]. Most studies utilise the false positive and false negative rates as a 

performance metric and these two rates have opposite relationship with each other [10]. In 

this case, the false positives are the misclassified legitimate transactions and false negatives 

are the misclassified fraudulent transactions. According to [10], the error cost of 

misclassifying a legitimate transaction is less than the error cost of misclassifying a 

fraudulent transaction. Due to the opposing nature of the two rates, it can be hard to draw 

the line between them, that is, what percentage of each of the two is required to produce the 

optimum model. Another challenge in building the fraud detection system is that fraudsters 
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are constantly using intelligent adaptive techniques and changing their behaviours against 

any new detection system [10]. This is making fraud more unpredictable and making credit 

card fraud detection a hard problem to solve.  
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Chapter 2: Literature Review 

2.1 Overview of Credit Card Fraud  

According to [1], fraud is an illegal use of a system. Therefore, credit card fraud is 

the illegal use of credit cards. The extent to which fraud occurs cannot be quantified because 

companies do not make this information public else, they would frighten their customers 

[31]. There are various types of fraud identified by different researchers. According to [1], 

There are two types of credit card fraud, namely, illegal use of stolen or lost card and 

counterfeit fraud. Also, according to [4], there are four types of fraud namely; counterfeit 

fraud, behavioural fraud, application fraud and bankruptcy fraud. Several researchers have 

tried using various data mining techniques to solve the problem. However, there are two 

problems that usually cut across in the outcome of fraud detection systems; the lack of 

adaptability of the system and the fraud detection cost because the cost of the detection and 

the cost of the fraud itself must be taken into account [29].  

There are also problems researchers constantly encounter when solving the problem 

as have been mentioned before, but researchers have found ways to deal with the problems 

they encounter during the detection process. One major problem is the unavailability of data 

due to data sensitivity hence there is barely any real-life data available for implementing the 

solution [2] [15]. This is because financial institutions cannot release the data of their 

customers to researchers due to data privacy and sensitivity. Hence most researchers use 

data found on Kaggle webpage which is a data science platform that has numerous data 

related problems and resources. 

There is also a problem associated with the nature of the data since is it imbalance, 

that is, the data does not have a good balance between valid transactions and fraud 

transactions hence making the data skewed in nature [3]. To solve the problem of 
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imbalanced data, several researchers perform under sampling and oversampling on the 

dataset using synthetic minority oversampling technique (SMOTE). Mostly, there are 

relatively very few fraud transactions within a large dataset of valid transactions as 

mentioned earlier. There is also the problem of dealing with categorical data since most of 

the data generated from the transactions are categorical and most of the machine learning 

models do not support categorical data [29]. Hence researchers struggle to find the right 

model for a given dataset. Another similar challenge is selecting the right features especially 

because training takes more time than predicting.  

Some of the fraud detection algorithms that have been implemented used the 

following machine learning models: Bayesian networks, Hidden Markov Model, neural 

networks, decision trees and data mining techniques [5]. However, [6] suggests that more 

emphasis have been on neural network and data mining techniques. Other models that have 

also been employed are outlier techniques [7], K-Nearest Neighbour and self-organizing 

maps [8].  

2.1.1 Types of Credit Card Fraud   

This section aims to expound on the most prominent types of credit card fraud using 

CNP and CP payment in order to provide a sense of how criminals perpetrate this crime of 

robbing others of their asset.  

(a) Use of Stolen Cards  

Using stolen cards is probably the easiest type of fraud. This happens when credit 

cardholders lose their cards or when their cards are stolen by criminals [18]. When 

this happens, criminals spend every single amount on the card as soon as possible to 

prevent the fraud transaction from being detected and to prevent themselves from 

being caught [18]. In this case, detecting the theft early is very crucial [18].  
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(b) Bankruptcy Fraud 

This is a type of fraud where people use their credit cards but are unable to pay the 

depts they already owe or are insolvent [39]. Knowing very well they cannot pay for 

items; some people go ahead to make purchases with their credit cards. After banks 

realise these people are unable to pay, the banks have to cover for the losses 

unfortunately [39]. This is type of fraud according to [39] is one of the most 

challenging type to predict and the only way to stop this kind of fraud from 

happening is by performing a pre-check to be obtain information about the banking 

history of customers.  Other research presented in [39] used regression techniques 

to detect bankruptcy fraud.  

(c) Application Fraud  

Application fraud is a type of fraud where criminals obtain new credit cards from 

companies that issues card [18]. What makes this a fraud is that they obtain these 

new cards with false personal information which was obtained from real personal 

and financial information [34]. Fraudsters also make the credit card companies mail 

the new cards to them through a specified mail drop [34]. Credit scoreboards are 

used to detect such default applications using statistical models that can observe 

behaviours over time and hence detects a card obtained through a false application 

[18]. Application fraud can also be detected when there are duplicate applications 

coming from the same person [39]. The duplicates are identified using techniques 

such as cross matching.  

(d) Counterfeit or Theft Fraud 

This is a type of fraud where people use credit cards that do not belong to them as 

many times as possible [39]. The perpetuators massively spend from the card before 

the original cardholder is able to block the card. This type of fraud can also be done 
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with just the card details and used remotely [39] hence resembling an identity theft. 

The merchants are at a risk because they have to always pay a charge back fee when 

the original cardholder files a complain.   

2.1.2 How Criminals Find Credit Card Details 

 With CNP fraud, criminals only need the details of a card to make purchases that 

resembles the original cardholder and hence use various means of attaining such details. 

The main details acquired by fraudsters are merchant code, type of credit card, size of 

transaction, account number, type of purchase, date of transaction and client’s name [18]. 

One of the ways people steal card information is through what is known as skimming, 

mainly perpetuated by employees where they illegally get a copy of the magnetic strip on 

credit cards [18]. They do this by swiping it though a card reader. There are others who also 

pose as legitimate employees of credit card companies to take details of credit card 

transactions over the phone [18]. Another way of obtaining credit card details is through the 

dark web.  

2.2 Related Works  

To solve the problem of credit card frauds, several data mining solutions in the field 

of supervised learning, unsupervised learning and hybrid approaches have been proposed to 

solve the problem. This notable method of using data mining is the process of using artificial 

intelligence, machine learning, mathematical and statistical techniques to gain insights, 

identify patterns and information from a large database [25]. Data mining plays a huge role 

in financial fraud detection application [26] and the techniques it presents have been proven 

to be successful in solving the problem [19]. In [24], the most prevalent techniques used in 

solving the problem are neural networks, Bayesian networks, logistic models and decision 

trees which are all applicable to classification problems. Studies in [24] identified various 

data mining categories applicable to the fraud detection problem namely; classification, 
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prediction, outlier detection, clustering, visualization and regression along with their 

algorithmic approaches as shown in the figure below.  

 

Figure 2.1: Conceptual data mining framework for fraud detection [24] 

 

 From the figure above, it can be seen that each of the algorithmic approaches can 

be used to implements multiple classes of problems. The review below are research done 

within several popular literatures that focus on credit card detection techniques using some 

of the data mining techniques mentioned.  

2.2.1 Detection Using Neural Networks  

Neural networks are widely used in the credit card fraud prediction [24]. It has been 

used by researchers such as [34][35]. They are modelling tools that imitates the functionality 

of the human brain using a number of interconnected nodes and it is widely used in solving 

classification problems [26]. According to [24] neural networks have three main 

advantages; it is adaptive, it is highly robust and can be easily modified.  

2.2.2 Detection Using Support Vector Machines  
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Support Vector Machine (SVM) is a machine learning technique that is mostly 

suitable for binary classification problems and hence makes it a suitable technique to solve 

the credit card fraud detection problem since the problem has two possible outcomes [22]. 

The SVM has two strong properties namely; the kernel representation and the margin 

optimization. The SVM creates a hyperplane that separates the instances of the dataset into 

negative and positive [23]. It finds a maximum margin hyperplane which gives the greatest 

separation between classes and separates all instances of the dataset correctly [10]. When 

SVM is used in credit card fraud detection, if instances are found around the maximum 

margin hyperplane, the instances are normal else they are anomalous [10]. SVM does not 

work well with imbalanced dataset because the minority instance may rather be found 

around the maximum margin hyperplane [22] hence might be problematic in solving credit 

card fraud.  

2.2.3 Detection Using Naive Bayes Classifiers  

[10] Describes Naïve Bayes as a supervised learning algorithm that uses training 

dataset to predict future outcomes. [10]’s study mentioned that it has a good performance 

even with the least number of training dataset and can be used to solve both binary and 

multiclass classification problems. Studies have shown that Naive Bayes Performs well in 

credit card fraud detection. It classifies a given transaction by applying the Bayes rule which 

calculates the probability if the right class a transaction belongs to. It combines what is 

called the prior and likelihood to form the posterior probability which is the same as the 

Bayes rule given below.  

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =
𝑃𝑟𝑖𝑜𝑟 × 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑

𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒 
 

Where prior and likelihood is given as 



12 
 

𝑃𝑟𝑖𝑜𝑟 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑍 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑍 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 
 

𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑌 𝑔𝑖𝑣𝑒𝑛 𝑍 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑍 𝑖𝑛 𝑣𝑖𝑐𝑖𝑡𝑦 𝑜𝑓 𝑌

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑍
 

2.4.4 Detection Using K-Nearest Neighbour Algorithm 

K-Nearest Neighbour (KNN) classifies based on similarities and is mostly used in 

pattern recognition [10]. When using KNN for credit card fraud detection, a similarity 

between two data set is used. An incoming transaction is classified based in the distance 

between the incoming transaction to the nearest point [22]. Depending on the class of the 

nearest point, the incoming transaction is assumed to be in that class. To calculate the 

distance between the two data set, Euclidean distance can be used if the data is continuous, 

and matching coefficients can be used if the data is categorical [10]. This can be problematic 

during the training process if the two data sets are unrelated hence making this technique 

quite inefficient [22].  

2.2.5 Detection Using Logistic Regression 

Logistic regression according to [21] is not exactly a regression algorithm. In this 

model, the prediction is done based on probability of the outcome instead of classes. The 

output is predicted through the combination of the input variable (x) with assigned weights. 

The general equation can be illustrated as 𝑦 = 𝑎0 +  𝑎1 × 𝑥. Where y is the output 

dependent variable, a0 is the biased term and x is the input independent variable multiplied 

with a weight a1. Since it estimates a likelihood which must fall in a range, it uses a sigmoid 

function, 𝑧 =  
1

1+ 𝑒−𝑥
  , to fit the output into the range of 0 to 1. A sigmoid is an activation 

function that limits outputs in the range of 0 to 1.  
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Chapter 3: Approach and Methodology 

 This chapter of the report highlights the user requirement and the system requirement 

as well as the methodology that was followed to develop the proposed solution.  

3.1 User Requirement 

(a) Users should be provided with safety and confidence when making purchases and 

payments online.  

(b) Users should not lose their money or asset as a result of fraudulent activities and 

fraud detection systems.  

(c) Users should be alerted or should know whenever there is an abnormal transaction. 

(d) Users should be able to decline or accept a transaction based on a fraud likelihood 

score.   

(e) Users should be provided with a faster and a more convenient way of purchasing 

items.  

(f) More users should rather opt for online transactions as a channel of payment when 

it comes to buying and selling instead of the traditional way of purchasing.  

(g) Users should interact with a GUI to able to accept or decline a transaction.  

3.2 System Requirement  

(a) The system should be built with thousands of data specifically, over 20,000.  

(b) The system should have a fraud detection model.  

(c) The system should have the most optimal fraud detection model.  

(d) The system should be adaptable to new variations of fraud strategies.  

(e) The system should block all transactions whose cardholder’s details are different 

from demographic details.  
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(f) The system should have accuracy above ninety percent and should be highly 

effective with over ninety percent fraud detection rate.  

(g) The system should be scalable, that is, it should be able to be improved to a better 

version and also be able to be debugged.   

(h) The system should allow the termination of a transactions as soon as fraud is 

detected. 

(i) The system should provide a fraud rating in other to allow users to either accept or 

decline a transaction.  

3.3 Methodology  

 Based on requirements elicitation gathered above, together with insights from the 

literature review, the system would be built using an artificial neural network since such a 

network would be useful in detecting new variations of fraud hence catering for adaptability. 

This is because the model can learn from both the past and current situations, making fraud 

detection done in a faster and more efficient way. Also, the review of the literature shows 

that neural networks can be easily modified making it useful for researchers to be able to 

adapt the system to handle new fraud strategies. This would cater for the hypothesis that an 

adaptable credit card detection system would help credit card users detect fraud and new 

variations of fraud as it occurs.  

Moreover, there are variations of artificial neural networks. However, the proposed 

system would focus on the use of an artificial neural network called an autoencoder. The 

figure below gives an overview of the processes involved in implementing the solution.  
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Figure 3.1: Credit card fraud detection process 

 

3.3.1 Data Collection  

In this study, the dataset used is a two days European transaction of credit card users 

downloaded from Kaggle, an online community that shares and allows the publishing of 

dataset. The dataset has 31 features of which 28 were transformed using Principal 

Component Analysis (PCA) due to data privacy and protection. Hence only three features 

out of 31 features are known and 23 features are unknown represented as V1, V2 to V28. 

The three features that were not transformed are time, amount and class which has the value 

of 1 representing fraudulent transaction and 0 representing legitimate transaction. The time 

is the elapsed seconds that occurred between each transaction with respect to the first 

transaction in the dataset. The dataset has a total of 284,807 transaction where 492 are 

Data Collection 

SMOTE 

Data Pre-processing  

Encoder Decoder Model 

Evaluation  
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fraudulent and the rest are legitimate. Readers should know that a lot of researchers used 

this particular data to train their model hence some outputs during the process might be 

consistent with that of other research works including this one. This is as a result of data 

unavailability as extensively mentioned.  

3.3.2 Data Pre-processing  

The dataset was split into percentages where 60% was dedicated to training set, 20% 

was dedicated to test set and the other 20% was dedicated to validation set. The next step 

involved data cleaning by checking for missing values and also performing dimension 

reduction to remove unimportant aspects so as to prevent the model from learning wrong 

patterns. The nature of the data was also inspected to find the number of columns, the 

available features and the other features transformed by PCA. The ratio of valid and fraud 

transaction classes was also found and visualised and the shapes or dimensions of each of 

the two classes of transaction were identified as well. The amount of money used in each of 

the transaction class was inspected and visualised. Based on the assumption that more 

fraudulent transactions occur at certain times, the times of transaction in each of the 

transaction classes was also visualised. Hence determining the distribution of the two 

available features; amount and time.  

3.3.3 SMOTE  

Another task performed is to balance the two classes since there are relatively very 

less fraudulent transactions as compared to valid transactions. The is done by using a 

sampling technique to oversample the fraudulent transactions and under sample the valid 

transactions using the Synthetic Minority Oversampling Technique (SMOTE). This is 

because the amount of valid transaction is high hence under sampling it would cause it 

decrease and the amount of fraudulent transaction is low hence oversampling it would cause 
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it to increase. This creates a balance between the two classes. The new dimensions of the 

two transactions classes is also determined.  

3.3.3 Modelling and Testing  

As mentioned, the model used is an autoencoder neural network (AE). Motivated by 

the function of the brain, the AE can recognize similar patterns and make future predictions 

based on the pattern it had already learned. The idea of the AE is that it learns a compressed 

representation of an input given an input and predicts the exact input. A typical AE is 

synonymous to a multilayer perceptron model because it is a feedforward neural network 

[33]. As shown in figure 3.3, the AE has two main parts; the encoder and decoder which has 

an input layer, a hidden layer and an output layer. The only difference between the 

multilayer perceptron and the AE is that the AE has the same number of input layer as the 

output layer [33]. The AE learns to make an approximation of the identity function given 

by;  

𝑓𝑊, 𝑏(𝑥)  ≈   𝑥 

The cost function of the AE neural network is given by figure 3.2 below.  

 

Figure 3.2: Cost function of autoencoder [33] 
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Figure 3.3: Autoencoder neural network architecture [33] 

The AE used in this research has two hidden layers and uses the relu activation 

function. The hyperparameter, specifically the number of hidden layers, was chosen through 

an iterative means. 

 

3.3.4 Model Evaluation  

 Finally, an appropriate performance metrics was used to see how well the model is 

performing. Commonly used metric such as accuracy cannot be used because it can be 

biased on an unbalanced dataset [10] [22].  In this case the confusion matrix was used to 

evaluate the model. The matrix is in the form of a tabular layout that typically creates a 

visualisation of the performance of an algorithm. The confusion matrix is made up of four 

parts namely; TP, TN, FP, FN as shown in figure 3.4.  

Where:  

TP = True positive; the number of fraudulent transactions predicted as fraud [22]. 

TN = True negative; the number of valid transactions predicted as valid [22].  
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FP = False positive; the number of valid transactions predicted as fraud [22].  

FN = False negative; the number of fraudulent transactions predicted a fraud [22]. 

 

Figure 3.4:  Confusion matrix 

 

The rate of these four metrics is given by the false positive rate (false alarming rate), 

false negative rate, true positive rate (fraud catching rate) and true negative rate and their 

formulas are illustrated below.  

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =  
𝐹𝑁

𝑇𝑃 + 𝐹𝑁
 

 

Another rate that is mostly used for evaluating the model is the recall rate. The recall 

is the ability of the model to find all positive samples which are the percentage of legitimate 

transactions identified correctly by model. This is the same as finding the true positive rate 

since recall rate is given as;  
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𝑅𝑒𝑐𝑎𝑙𝑙 𝑅𝑎𝑡𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



22 
 

Chapter 4: Methodology 2 – Implementation 

This chapter discusses the implementation details of the methods highlighted in the 

previous chapter. The first implementation task in most machine learning project is to import 

necessary libraries. In this case, libraries such as NumPy, pandas, matplotlib, seaborn and 

other useful libraries were imported. The important APIs that were also utilised to make the 

implementation easier are Keras and Tensorflow which are open source libraries used in 

training deep learning models. The next thing was to load the data and inspect the data type.  

Figure 4.1 below shows all the features in the dataset including the ones transformed 

by PCA. Figure 4.2 also describes the features in terms of the count, mean, minimum and 

maximum values as shown below.  

 

Figure 4.1: Columns of dataset 

 

Figure 4.2 Description of features  
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4.1 Implementing Data pre-processing  

After getting an overview of each of the features, they were then visualised 

individually as shown in figure 4.4. Even though most of the exact features are unknown, 

the visualisations help in exploring their distributions.  

Figure 4.3: Feature visualisations 

The data was checked for missing values and was found to be false hence made data 

exploration easier. As seen in the chart below, the data has almost zero fraud cases hence 

making the data skewed. Specifically, there were 284, 315 legitimate transaction with only 
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492 fraudulent transactions. This skewness was later transformed using SMOTE to bring 

the data to normal or make it balanced. 

 

Figure 4.5: Fraud and valid transaction distribution 

 The details captured below shows that maximum amount stolen by fraudsters was 

about 2,125 euros and the maximum legitimate transaction in the dataset was about 25, 691 

euros. The mean and standard deviation in the in the fraudulent transactions and the valid 

transactions is also shown below in figures 4.6 and 4.7. 

 

Figure 4.6: Describes the fraudulent transaction 
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Figure 4.7: Describes the Valid Transactions  

 To perform feature engineering on the data set, the distribution of the two main 

features in the dataset was explored. Below is the distribution of amount in the fraud and 

valid transactions respectively. Also, an assumption made was that fraud happens at certain 

times of the day hence the distribution of time was visualised in both the valid and fraud 

transactions in figure 4.7. The time distribution clearly showed that time is not a factor in 

detecting credit card fraud. Since time of transactions does not seem to matter in the 

detection process, the time feature was dropped.  

 

Figure 4.6: The distribution of amount in valid and fraud transactions 
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Figure 4.7: The distribution of time in fraud and valid transactions 

4.2 Training the Model  

After pre-processing, the model was trained using 4 interconnected layers with 

different number of neurons as used by [36]. The 4 layers was divided into two for each of 

the encoder and decoder model hence the encoder took the first two and the decoder took 

the last two. Each layer in the encoder and the decoder used the ReLU and tanh activation 

function and the first layer utilised L1 regularization.  The model was run for 82 epochs 

with batch size of 32.  

 

Figure 4.8: Encoder and Decoder Model [36] 
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Chapter 5: Experiments and Results 

From the implementations discussed in chapter 4, this chapter aims to expound on 

the results obtained from some experiments or testing done. This is to ensure the model is 

evaluated and to know whether or not it is performing according to the requirements of this 

study.  To decide or to predict whether a transaction is fraudulent or not, a decision threshold 

must be defined. Thresholds are used in classification problems to categorize outcomes as 

either belonging to a certain group or not. In this case, a threshold determines if a transaction 

is above or below a normal range.  

Hence it is very important to select the right threshold value to help the model make 

the right decision to detect the anomalies [37]. Selecting thresholds is very tricky and must 

be done correctly else the model will create unnecessary false alarms which is highly 

unwanted and makes the model unreliable in situations where it is set either too high or too 

low [37]. Also, thresholds are not always 0.5 which is the common value, they must be 

tuned to obtain the optimal value which is evaluated using the metrics. In this experiment, 

3 thresholds are defined and are evaluated using the confusion matrix and some other 

metrics such a recall, area under ROC, precision and f1 score. Even though other studies 

mentioned the confusion matrix as the suitable performance measure, these other metrics 

were added to evaluate to obtain a wider perspective.  

5.1 Threshold of 1.3  

 The matrix below shows that the model correctly predicted the legitimate class and 

correctly predicted some fraudulent class. Out of the number of test set, the number of 

correctly predicted legitimate class was 53008 transactions and the number of correctly 

predicted fraud was 89 transactions. Another good thing about this is that it has a good recall 

value of 0.91 and area under ROC of 0.92, even though area under ROC especially might 
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not exactly be a good metric. The problem with this is that it has a very high false positive 

number which is the number of valid transactions wrongly predicted as fraud. It Predicted a 

false positive value of 3856 which can cause a huge false alarm and hence must be 

decreased. 

 

 

Figure 5.1: Confusion diagram using threshold of 1.3  
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Figure 5.2: Summary evaluation report using threshold of 1.3  

 

5.2 Threshold of 4.3  

 The model using this threshold as well correctly predicted some valid transactions 

and some fraud transactions. The number of correctly predicted valid transaction was 56019 

and the number of correctly predicted fraud transactions was 69. The recall rate was not as 

good as the first as it gave a rate of 0.71 and the rest of the other metrics were incredibly 

low. However, the number of false positives which is the number of wrongly predicted valid 

transactions significantly reduced from 3856 to 845 transactions. This was leading towards 

the goal of reducing the number of wrongly predicted valid transactions. 

 

  

Figure 5.3: Confusion diagram using threshold of 4.3  
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Figure 5.4: Summary evaluation report using threshold of 4.3  

 

5.3 Threshold of 4.9  

 Since an increase in threshold from 1.4 to 4.3 significantly reduced the number of 

wrongly predicted valid transactions, the threshold was further increased to 4.9 and this also 

decreased the false positives from 845 to 697 transactions. The model also increased the 

correctly predicted number of valid transactions from 53008, 56019 to 56167 as shown 

below. Also, the cost of trying to reduce the number of wrongly predicted valid transaction 

was at the expense of correctly predicting the number of fraudulent transactions. It can be 

seen that the number of correctly predicted fraud transactions reduced from 89, 69 and now 

to 65 transactions in the test set. Even though reducing false positives is a goal, the main 

goal is for the model to correctly predict a fraudulent transaction hence threshold tuning was 

maintained at the value of 4.9. Again, the other evaluation metrics kept on scoring lower, 

but this is not an issue since the confusion matrix is a better evaluator in this case.  
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Figure 5.5: Confusion Diagram using threshold of 4.9 

 

 

Figure 5.1: Summary Evaluation report using threshold of 4.9  
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Chapter 6: Conclusion and Future Works 

 This study contributed to the research in detecting credit card fraud by providing an 

approach to the detection process. Current research has focused on exploring different data 

mining techniques that can predict fraud better. Others have also focused on credit card 

fraud prevention instead of detection. This study focused on finding an adaptive credit card 

detection model that also reduces the number of wrongly predicted legitimate transactions. 

The study was undertaken because a model that can easily adapted to the adapting nature of 

fraudsters was needed. Also, a model that reduces the inconvenience that comes with credit 

card detection systems was required as well. Most credit card detection systems wrongly 

flag a valid transaction which has caused so many confusions among credit card users.   

 This happens because data scientists and researchers usually focus on location and 

amount when performing feature engineering [38] in credit card detection. Hence if a user 

uses more than a ‘normal’ amount or the user changes location from a usual location, the 

user’s transaction is automatically flagged as fraud. A principal research scientist said 

reducing false positives is the major challenge in credit card fraud detection [38]. Therefore, 

this research contributed to the technique that can be used in reducing false positives. The 

use of the autoencoder neural network also contributed to adaptability which is a nature of 

the neural network itself as mentioned in literature review.  

 Also, during the detection process, the distribution of time did not seem to affect 

fraud in any way hence it can be concluded that time of transaction does not help in detecting 

fraud. Time of transaction was dropped, and the amount of transaction was maintained for 

feature engineering. This answers the research questions; Is time a factor in conducting 

fraudulent activities?  Is amount a factor in conducting fraudulent activities? It can also be 

concluded that the goal of this project has been partially met since the model needs to be 
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able to detect more fraud cases from the test set even though the number it predicts is a good 

amount.  

6.1 Future Works   

The system requirements of this project would be fully met if the system is 

functioning within an application where users make payments and receive payments. In 

order for users to be able to decline or permit a transaction, the detection model needs to be 

built within the application. Hence in the future, the detection model can be reconstructed 

as a plugin to be used in a website, web app or a mobile app. This would also allow the 

testing of the model when it comes to it ability to detect new variations of fraud.  
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