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      ABSTRACT 
An Embodied Conversational Agent (ECA) is an intelligent agent that enables real-

time human/computer interaction in natural language. For its rich style of 

communication, ECA is particularly popular and useful in applications such as 

education, e-commerce, healthcare, finance, marketing, and business, where a 

human-like conversation is more attractive to users than traditional keyboard-based 

interaction. The interest in using ECA in e-learning has become even stronger since 

the COVID-19 outbreak, and a preliminary investigation has been started by our 

research group to extend collaborative learning in a virtual environment with 

personalized ECA tutoring. 

This thesis document first highlights the prior work of personalized tutoring with 

ECA, including wavelet transformation for user clustering and face-to-face 

interaction for quiz-style e-learning. An enhanced approach is then developed to 

enable self-adjustment of POMDP policies for dialogue management and to allow a 

more natural way of question/answer style of personalized tutoring with a generic, 

flexible tutoring ontology. In addition, the proposed approach uses machine learning 

techniques to adjust knowledge levels of user clustering and evaluates its 

effectiveness by conducting experiments with real datasets. This research work is 

projected to further improve online learning with ECA serving as a personal tutor.  
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Chapter 1 

Introduction 
Online learning or e-Learning has roots that are firmly planted in the education 

sector. With the increasing speed of internet connections, opportunities for digital 

training have arisen. Since the internet and education have combined to provide 

individuals with the chance to learn new skills, there has been a huge increase in 

online learning during the past ten years [10]. The global pandemic has significantly 

altered how students study globally, resulting in distinctive online learning. 

Worldwide students have abruptly switched from classroom instruction to online 

instruction. Researchers have predicted the market for online education to reach 

$350 billion by 2025 even before the pandemic [10]. Therefore, the numbers may 

have changed after examining the growing effects of COVID-19 on the market. 

Online learning firms contain a vast quantity of user data, allowing such platforms 

to utilize machine learning algorithms that can improve students' learning habits. 

Generally, pattern recognition is used in machine learning algorithms, which allows 

for the personalization of material for each user. For instance, the platform can 

change the e-learning content to give more in-depth information to assist a student 

who struggles with a subject during the course. Online learning can occasionally 

pose hurdles despite these benefits. Some of them include slow internet, download 

difficulties, audio/video issues, inadequate course content, lack of motivation in the 

absence of a real teacher, etc. [1] 

Since the COVID-19 outbreak, interest in adopting Embodied conversation agents 

(ECAs) in e-learning has grown even more, and our research team has begun a 

preliminary study to enhance collaborative learning in a virtual environment with 

personalized ECA tutoring. In modern education, personalized learning has become 
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a key focus. Students will acquire more knowledge about the subject if the teaching 

methods are personalized to their needs, interests, and ability [34]. ECAs encourage 

learner motivation, participation, and self-assurance and may assist in preventing 

and treating negative emotional states, such as disappointment and fear of failure, in 

students [48]. The usage of AI (artificial intelligence) in education is not a choice; 

rather, it is a shift in education [9]. When AI is used in AI-powered education, it 

provides the possibility for “more personalized, flexible, inclusive, and engaging” 

learning and a more sophisticated learning environment for students [29]. With the 

help of conversational AI, educational institutions can give students personalized 

experiences based on their interests, level of knowledge, and individual needs.  

ECAs are animated anthropomorphic interface agents that can engage a user in real-

time, multimodal dialogue while imitating human face-to-face contact using voice, 

gesture, gaze, posture, accent, and other verbal and nonverbal behaviors [54]. ECAs 

are frequently employed in social dialogue systems, which function better when 

given emotional and facial signals. Also, there are several applications such as 

clinical psychology, e-commerce platforms, real estate sales, etc. where research is 

done on the effectiveness of ECAs. It has been demonstrated that ECAs increase 

learner motivation and help students recover from negative states like dissatisfaction 

and failure fear [54]. 

The aim of this thesis study is to build on the earlier work of our research group. The 

ECA created in [11] makes use of a POMDP-based dialog manager to function as 

an SDS (Spoken Dialog System). To assess the user's knowledge level, discrete 

wavelet transformation is used on the history of belief states. 

To make the dialog system as realistic as possible, the earlier work also used lip-

synchronization and sentiment analysis for the avatar. This thesis research aims to 

use Dialog Management and knowledge selection to provide a personalized learning 

experience for the end user by merging the prior system architecture with a scalable 
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tutoring ontology. An enhanced approach is proposed to enable self-adjustment of 

POMDP policies for dialogue management and to allow a more natural way of 

question/answer style of personalized tutoring with a generic, flexible tutoring 

ontology. In addition, the proposed approach uses machine learning techniques to 

adjust knowledge levels of user clustering.   

The rest of this thesis is structured as follows: Chapter 2 summarizes the literature 

reviewed to help grasp the ideas and provide evidence for the thesis's problem 

statement. It will discuss if using an ECA as a personalized tutor is feasible. The 

research team's earlier work, which served as the foundation for this thesis, is 

reviewed in Chapter 3. The problem that this thesis seeks to answer and the approach 

that will be taken are both covered in detail in Chapter 4. Chapter 5 will describe the 

project's overall architecture, the algorithm the code uses to arrive at the desired 

outcome, and how my contribution fits into it. In order to explain how the suggested 

system functions, Chapter 6 presents implementation results. Chapter 7 analyzes the 

results from the previous stage and Chapter 8, discusses the final remarks. 
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Chapter 2 

Literature Review 
This chapter provides a summary of the literature about online learning and how AI 

in education might improve it. The use of Embodied Conversation Agents in the 

field of education is also examined, as is the importance of creating an appropriate 

ontology for a particular domain. 

 

2.1 Online Learning 
Online learning or e-learning is frequent terminology for web-based learning. In 

essence, it entails studying through online classes. Via the Internet, it is possible to 

conduct video conferences, live seminars, and email communication. E-learning is 

"the delivery of training and education via networked interaction and a range of other 

knowledge collecting and dissemination technologies," according to experts in 

education and educational technology [53]. Through e-learning, teachers and 

students may collaborate in person while leveraging technological resources to 

improve the learning process [17]. 

 

2.2 AI in Education 
The usage of AI in education is not a choice; rather, it is a shift in comparative 

education [8]. AI has previously been used in education, especially in various tools 

and assessment platforms that aid in skill development. The goal is that as AI 

educational solutions continue to develop, they will help close gaps in learning and 

teaching and free up schools and teachers to accomplish more than before. The ideal 
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use of AI in education is one in which teachers and machines collaborate to get the 

best results for students. 

As explained in [2], some of the benefits of applying AI in everyday learning 

are: 

• Students can enhance their personal learning through artificial 
intelligence. 

• Artificial intelligence is a tool that educators may use to support focused 

instruction. 

• Artificial intelligence can aid in making more accurate decisions for 

educational administrators. 

• It aids in accelerating students' individual learning and success rates. 

 

However, it is also a challenging task to introduce AI in education. One of the most 

faced challenges is incomplete algorithm design. As the algorithms used in artificial 

intelligence in education are typically created by outside organizations, they could 

not meet the needs of the users who are at the forefront of educational technology. 

As a result, artificial intelligence advances in education frequently contain unmet 

promises and fail to recognize the needs of their target audiences. Another challenge 

is that artificial intelligence applications rely on a variety of data sets, some of which 

may include sensitive data like identity numbers, student photographs, addresses, 

etc. 
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2.3 Embodied Conversational Agents   
Intelligent virtual agents (IVAs), commonly referred to as conversational agents 

(CAs), are computer programs designed for natural conversation with human users. 

A conversational agent is called an "embodied conversational agent" (ECA) when 

the agent is animated with a visual representation (face or body) on-screen. When 

compared to non-embodied CAs, ECAs may have an advantage since they may 

enhance their communication using nonverbal signals like body language and 

 facial expressions. The techniques and tools required for the ECA's operation are 

covered in this section. 

 

2.3.1 Dialogue Management Systems 
Most applications that use ECAs for human-computer interaction utilize dialog 

managers (DM) to determine responses in reacting to user inputs. For dialog 

management, a wide range of options is available, including MDP (Markov's 

Decision Process), FSM (Finite State Machine), a frame-based approach, etc. 

The finite state approach uses a finite state machine to model the conversation, 

including transition, and it has the limitation that the system should be entirely pre-

modelled. The frame base approach is more flexible, as this type of DM knows what 

information it needs, and it asks questions to elicit this information [49]. Its 

drawbacks include the frame's ability to handle only basic information points.  

Like the frame-based method, the information state approach can also contain extra 

data points about mental states, goals, and other important data that is not directly 

examined [49]. Here, unlike in Partially Observable Markov’s Decision Process 

(POMDP), the state's data points are not probabilistic. Plan-based approaches have 

a common aim that users must achieve through actions, which include speaking. Due 

to the difficulty in predicting what the machine would do, this technique has received 
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harsh criticism [41]. An agent-based approach allows the system to amend its 

previously known data points since it sees the dialogue as a collaborative activity 

[41]. However, this method depends on being aware of the user's objective.  In the 

model used by [49], the technique used for dialog management is primarily POMDP. 

Its operation also uses other techniques such as BSH (Belief State History) and DWT 

(Discrete Wavelet Transform). 

 

2.3.2 POMDP 
This section is an overview of how POMDP functions, the concepts described herein 

primarily come from [28]. Markov’s decision process (MDP), forms the basis of 

POMDP, which consists of states and actions. States describe the current state that 

the system is in, and actions are the various things that the system can do. However, 

unlike typical MDPs, the current state of POMDP is not fully known, and the system 

relies on observations to determine what the current state is. These observations do 

not specify an exact state but instead give us a probabilistic estimate on what the 

state is, from which the system can build a probability distribution over all the states 

using the available transitions and these observations. 

POMDP is a beneficial method for managing "spoken dialog." It can be described 

as a 7 tuple (S, A, T, R, Ω, O, Υ) such as states, actions, transitions, rewards, 

observations, conditional observation probabilities, and reward discount. 

• State: various states the POMDP could believe it is in at any moment.  

• Action: available actions the POMDP has available to take.  

• Transitions:  different ways in which the states can transit from one state to 

the next.  

• Rewards: immediate reward for making specific transitions.  

• Observations: observations the POMDP can observe to decide its belief state.  
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• Conditional observational:  probabilities represent how each observation 

affects the belief state. 

• Reward discount:  factors the POMDP system uses to prioritize immediate or 

future rewards. 

                  

                                
                                                 Figure  1  POMDP Overview 

Figure 1, illustrates how the POMDP works, emphasizing the dialogue loop. After 

the system performs an action, the user provides input, which is the observation from 

the perspective of the system. Inside the system, it uses this input to update the belief 

state. It passes the last action back to the belief state calculator as it allows for the 

observations to be taken in context as they are a reply to the last action the system 

used. This belief state determines the next action taken. 

 

2.3.2.1 POMDP With Belief State History 
A belief state is referred to as a probabilistic estimate of what the state is, from which 

the system may create a probability distribution across all the states using the 

transitions and observations that are currently available as shown in Figure 1. 

Keeping track of history has been proven to be beneficial. This is referred to as Belief 

State History (BSH) [40], and this history may be examined to provide further 
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information about the user. In order to obtain an estimate of the state, the system 

must identify the probability state pairings that make up the belief state. 

Figure 2 demonstrates the POMDP interaction between the user and agent [40]. In a 

POMDP, we add a set of observations to the model. Therefore, the state provides us 

with an observation that offers us a suggestion about what condition it is in rather 

than simply observing the present state. As a result, we also must specify an 

observation function because the observations may be probabilistic. The probability 

of each observation for each state in the model is simply provided by this observation 

function. 

               
                

                                   Figure 2  BSH in POMDP [40] 

 

2.4 Ontology  
Ontology is a formal, explicit specification of a shared conceptualization [52]. For 

researchers who need to share information within a domain, an ontology defines a 

common vocabulary. It includes machine-interpretable definitions of the 
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fundamental concepts in the domain and the relations between them as well [52]. 

Two methods have been developed to create a tutoring ontology. The method that 

uses formal language to express knowledge comes first. Ontology Web Language 

(OWL) and other formal ontology frameworks are part of this. The second method 

is based on data mining and machine learning. This methodology comprises models 

that make use of pattern mining, artificial neural networks, etc. 

Ontology describes concepts, their properties, and limitations on how they may be 

used in a domain. Ontologies enable clear and exact access to structured knowledge 

while allowing enough freedom for the development of the final software [18]. In e-

learning, ontology can help improve the definition of the domain of course 

knowledge, in the assessment phase and in the generation of an adapted path of 

learning. 

The author of the paper [52] lists a few important factors to consider while creating 

an ontology. The process of creating ontologies is dynamic and iterative. Several 

techniques may be used to model ontologies. An ontology's classes and 

characteristics should closely resemble real-world objects. 

 

2.4.1 Steps in Building an Ontology 
A concise step-by-step instruction is provided in [52] and also described below for 

building an ontology using OWL. 

 

1. Determining the domain and scope of the ontology: This step includes asking 

important questions to reduce backtracking and redoing the ontology. Some basic 

questions to ask before starting to build an ontology are "What is the domain that the 

ontology will cover?", "Who will be the user of the ontology" and "What questions 
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will the ontology answer?". The answers to these questions might change with 

iterations but it helps to limit the scope of the ontology. 

 

2. Consider re-using existing ontologies:  As creating an ontology is a time-

consuming and intricate process, the author advises studying existing ontologies and 

using all or some of their components rather than starting from scratch to save time 

and resources. Ontolingua, the DAML Ontology Library, and others are a few 

examples of such ready-to-use ontology libraries [53]. 

 

3. Enumerate important terms in the ontology: This mostly involves making a 

list of the terms and properties that we want to include in the ontology. Even if it is 

not specific and even if some of the properties overlap, a detailed list is quite helpful. 

 

4. Define classes and class hierarchy: Since the next and current steps are 

interdependent, both must be completed at the same time. According to the literature, 

one of the following methods can be used to construct class hierarchies: Bottom-Up 

approach, Top-Down approach, and Hybrid approach. The methodology is solely 

reliant on the developer's perception of the classes and comprehension of the 

domain. They are all equally as good as one another. 

 

5. Define properties of classes: Typically, defining the classes by themselves is 

insufficient for an ontology to work. To specify the internal structure, the developer 

must define the properties of the classes. The wine's color, such as red, white, or 

rose, as well as its body, flavors, and sugar content are examples of potential 

properties. Traditionally, every property corresponds to a class. The class "Winery", 

for instance, will have a property called "location", while the class "Wine" can have 

properties like "color" and "taste." 
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6. Define facets of the slots: The domain and range of a property are examples of 

facets of the slots. For illustration, the term "produces" can be used to describe 

regions' class values which in turn yield wines’ class values. Individuals belonging 

to the class "Region" make up the domain of the property "produces" in the example, 

whereas individuals belonging to the class "Wine" make up its range. 

 

7. Create instances: This is the final stage in creating an ontology's early draft. The 

unique values in each class are known as instances. The following is an illustration 

of an instance of the class that describes a particular sort of wine and includes 

attributes like Body, Color, etc. 

Body: Dark 

Color: Blue 

Flavor: Delicate 

Grape: Gamay (instance of the Wine grape class) 

 

2.5 User Clustering  
User clustering is the process of identifying groups of user data based on some 

similarity measure [46]. Hierarchical and partitional clustering approaches are two 

well-liked user clustering methods. The data can be divided into a cluster tree using 

hierarchical approaches, while parallel clusters are created using partitional 

techniques. 

 

2.5.1 User Clustering in e-learning systems 
The system must evaluate users' knowledge levels, preferences, and learning styles 

to create a personalized experience for online learning. To satisfy the needs of 
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individual students, a personalized e-learning system is needed. Even among 

students who are enrolled in the same course and have comparable technical skills, 

the need typically varies [21]. The order in which the material is organized and how 

it is presented may have a significant impact on how actively a student engages with 

a learning system [21]. 

 

2.5.2 DWT for user clustering 
One approach for assessing multiple signal types is the wavelet transform (WT). A 

more efficient way to encode a signal's time and frequency is via the discrete wavelet 

transform (DWT), a specific instance of the wavelet transform [27]. The sampling 

of WT occurs in discrete time for discrete datasets. The equation for DWT is given 

below: 
 

                       
In the above equation,  

n - current data that is being analyzed, which has size N.  

φ - mother wavelet  

t  - discrete time 

a -  scale 

 

Examples of how DWT transforms a wave and obtains its variation points are shown 

in Figure 3. In the figure, the trend varies depending on the windows utilized as 

shown by the asterisk on the top graphs. The locations where the new wave crosses 

zero on the lower graph are shown with an asterisk, indicating that they signify where 
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the trend is changing. Due to the bigger window in the left window, fewer variation 

points are found there. 

 
                                    Figure 3 DWT Wavelet Example [27] 

The DWT method is frequently used to evaluate non-stationary signals, such as 

audio. When DWT is applied to a wave, the wave exhibits several sharp variation 

points [11]. This unique property of DWT may be utilized to identify a student's 

consistency of performance in a personalized tutoring model. The concept behind 

utilizing DWT for user clustering is that for an experienced user, this variation will 

be relatively stable as these variation points identify the position where the trend of 

belief states has changed. Depending on the number of change points, users may be 

divided into different knowledge levels [24]. 

For the purposes of this thesis, the Discrete Wavelet Transformation method 

employed in [24] is utilized to categorize system users according to their knowledge 

level. 
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2.6 Q Learning for Self-adjusting of Policy and NCPS 
Machine learning (ML) methods use instances to train the system how to predict 

unknown values. The ML technique known as reinforcement learning (RL) allows 

the system to learn from each action taken in an unknown space, observing a reward 

in order to enhance future behavior [55]. 

Q-learning is a model-free reinforcement learning method that learns the 

significance of a certain action in each state and uses q values to predict the best 

behavior. 

Q-Learning consists of states and actions. A state is the system's present state. An 

action, on the other hand, is one of the various steps the system may take. It is 

important to note that not every state can be converted into an action, thus an action 

is not just a clear transition. An action does not generate a known state, but rather an 

unknown state. All potential current state and action combinations are represented 

in the matrix Q. The values in Q matrix are known as "q-values" and they reflect the 

possible reward from doing this action. The system receives a reward value r, or the 

immediate reward, immediately after performing an action. This reward and the 

subsequent best q-value are used to modify the initial q-value. The q-value used to 

choose an action should only be changed after the action has already been completed. 

An example of a q table/matrix is shown in Figure 4. 

 

The equation for adjusting q- values is shown below. 

          Q(x, a) = (1 − α)		Q(x, a) 		+ 	α(	r + Υ		max	b( Q		(	y, b)		)		) 
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                                               Figure 4 Q Matrix / Table 

In the above equation, 

α - is the learning rate 

X - is the current state 

a - is the last taken action 

Y - is the new state   

b - is all actions  

𝛶-	is the reward discount  

In the first part of the equation, which is the left-hand side of the major addition, 

tells how much of the new value was applied to the previous value. The system does 

not learn exclusively from the new action but also considers past actions, as shown 

by the example, where 20% of the old value is maintained if the learning rate is 0.8. 

The remaining 80% of the new value is calculated in the second half, which also 

reflects the value learnt as a result of the previous action. The new component takes 

the reward that was immediately returned by the previous action and adds a value to 

reflect the reward that will be given in the future based on the changed state that was 

noticed after the action. This potential reward has the highest q-value in the recently 

discovered state b. This future reward is restrained by the reward discount, which 

establishes the relative importance of the present reward and the future reward. 
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As shown in Figure 5, the flow of Q-learning cycle algorithm goes through the 

following steps. 

• The system executes the action with the highest q-value based on the q-values 

of the current state. 

• The system now receives a reward value of r and is in a different state, or it 

might be in the same state. 

• Based on the new state, the optimum course of action, and the reward 

obtained, modify the q-value that was previously used. 

                  
                                             Figure 5  Q-learning Cycle 

 

Table 1 illustrates the q table for a system that consists of four states and four actions. 

This example will use a reward discount of 0.5 and a learning rate of 0.8. 

 

State Action 1 Action 2 Action 3 Action 4 

0 5 9 3 1 

1 8 3 5 9 
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2 6 9 2 4 

3 4 5 7 9 

4 3 4 5 4 

                                      Table 1  Q - learning Initial Example  

 

If the system’s current state is 2, from the q table the best action would be action 2 

as it has the q value “9” which is greater than the other actions for that state. After 

taking action 2, the system transits to state 3 and receives a reward of 3. Based on 

this data, the system updates the q-value for state 2 action 2 using Eq. 

Q(2,2) = (1 − 0.8)Q(2,2) + 0.8(	3 + 	0.5	maxb(	Q	(3, b)	)	)	 

Similarly, by choosing the maximum q value, action 4 is the optimum option for 

state 3. 

Q(2,2) = (0.2)(9) + 0.8(	3 + 	0.5	(9)	)	 

Q(2,2) = 5.2	 

 

The modified state 2 action 2 is shown in Table 2, which is the new Q-Value table: 

State Action 1 Action 2 Action 3 Action 4 

0 5 9 3 1 

1 8 3 5 9 

2 6 5.2 2 4 

3 4 5 7 9 
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4 3 4 5 4 

                                        Table 2 q values updated. 

 

Until the system reaches an end state and closes, this procedure is repeated. In q-

learning, the final state is decided externally rather than being stated. 
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Chapter 3 

Prior Work 
This section provides a summary of the key concepts and methodologies that this 

research expands upon. This thesis draws mainly from the prior work of our research 

group presented in [1] and [11]. 

 

3.1 AI in Education 
The use of artificial intelligence in education ranges from conversational agents for 

personalized tutoring, analysis of student writing, intelligent agents in game-based 

environments, chatbots for student support, and student/tutor matching that firmly 

places students in control of their own learning. The obstacles or misperceptions 

around AI in education have come to light, as a result of the interview and the review 

study [35] [37]. A comprehensive assessment standard must be developed to assess 

AI's efficiency in education. According to Woolf's [42] Roadmap for Education 

Technology, in the era of AI Educational Data Mining, it will be possible to measure 

the success and failure of teaching methodologies as well as the lifetime evaluation 

of student's knowledge, progress, and learning environments. 

Table 3 provides a summary of the recent works that predominantly support this 

thesis. 

Author(s)  

 

Title  

 

Contribution / Key Points  

 

Hyangeun Ji,  

Insook Han &  

Yujung Ko 

A systematic review of 

conversational AI in language 

education: focusing on the 

It suggests guidelines and 

recommendations for 

teachers and AI researchers. 
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(2022) [2] collaboration with human 

teachers. 

It also talks about roles of 

conversational AI and 

teachers in learning. 

 

Hwang, S 

(2022) [5] 

Examining the Effects of 

Artificial Intelligence 

on Elementary Students’ 

Mathematics 

Achievement: A Meta-

Analysis.  

 

This study examines the 

overall effectiveness of AI 

on elementary students’ 

mathematics achievement 

using a meta-analysis 

method. 

 

Yang, H., & 

Kyun, S. 

(2022)[3] 

The current research trend of 

Artificial Intelligence in 

language learning: a systematic 

empirical literature review from 

an activity theory perspective 

This study uses analytical 

framework for analyzing the 

need, activity and outcome of 

the technology–

supported learning 

environment. 

 

Shahriar, Asif 

& Weber, Peter 

(2022) [4] 

Talk the Talk: Enhancing the 

Educational Chatbot Experience 

by Conversational Design.  

It uses conversation design to 

improve the naturalness and 

flexibility of our multi-entity 

chatbot. 

 

                              Table 3 Prior Work on AI in Education Summary 
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3.2 POMDP-Based Dialog Management 
As part of the on-going project carried out by our research group, this study relies 

on the work completed by several former students. Tristan's work was followed by 

a series of papers that made improvements to the software avatar's dialogue 

management. The main objective of Tristan's study [11] was to enhance system 

intuition by merging the POMDP model with Belief State History (BSH) and 

COCOM for policy selection, even though other works have contributed to the 

demonstration of the effectiveness of a probabilistic model for dialogue 

management. Previously, Sathulla [42] incorporated COCOM into the model. The 

major obstacle this feature overcomes is related to the problems with dynamically 

addressing POMDP policies. 

Moreover, Bian introduced the usage of Belief State History with a POMDP-based 

model in [40] in 2010, which allowed the model to consider both the previous state 

and the present state when choosing the next action to take. The redesigned model 

also employs ontology as the domain knowledge for making decisions. The next 

action is preserved as the final one if it is successful; else, a new corrector action is 

chosen. Domain knowledge was necessary for this adjustment, as it is the source of 

knowledge for any tutoring system. Mulpuri in 2016 [27] offered the concept of 

utilizing Belief State History (BSH) to compute the number of Change Points 

(NCPs), which is used to evaluate the knowledge level of the user. Both 

improvements mentioned above were included in the model of this study. One 

significant departure from Bian's work that can be noticed in Mulpuri's work is that 

the system analyses the trend in the complete BSH to predict potential changes rather 

than going back one step to decide the next action. As a result, the POMDP technique 

may use the entire history to detect long-term changes in the subsequent set of 

actions. 
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Similar reasoning is used with reinforcement learning (RL) in Tristan's investigation. 

The q-learning model uses reinforcement learning to update the system's most recent 

mode whenever the system obtains a reward for entering the subsequent state. The 

dialogue management system considers this updated mode when determining the 

next action to take. The following is the updated q-learning equation for each mode, 

where Q' is the new mode in the equation. 

Q(x, a) = (1	 − α)		Q(x, a) 		+ 	α(	r + Υ		max	b( Q	′	(	y, b)		)		) 

Although the models used in other research on POMDP differ from those in this 

thesis, they are nevertheless useful for learning about the method's practical 

applicability. In the research described in [33], a Gaussian process with POMDP 

dialogue management is introduced, which automatically updates POMDP policies 

and removes the need for a manual generation. In order to identify the user's 

knowledge level for the purposes of this thesis, the Discrete Wavelet Transform is 

utilized in association with the POMDP dialogue manager in the works of [11], [27], 

[33].  

Table 4 provides a summary of the works that predominantly support this thesis. 

 

Author(s)  
 

Title  
 

Contribution/Key Points  
 

Vijaya Krishna 
Mulpuri (2016) 
[27]  
 

Trend Analysis of Belief-
State History with 
Discrete  
Wavelet Transform for 

Improved Intention 

Discovery  

Modelled the collection and 

usage of POMDP's BSH.  

Demonstrated the usage of 

DWT on BSH to obtain the NCP 

of BSH.  

Created several POMDP 

policies based on COCOM for 

various knowledge levels. 
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Ruturaj 
Rajendrakumar 
RAVAL (2019) 
[16]  
 

An Improved Approach 
of Intention Discovery 
with Machine Learning 
for POMDP-based 
Dialogue Management 
 

RL policies were suggested to 

replace hand-crafted policies 

with self-adjusting policies, but 

no implementation was 

suggested. 

Tristan  
 Szucs (2020) [11] 

Lip Synchronization for 

ECA Rendering with 

Self-Adjusted POMDP 

Policies 

Demonstrated how the system 

takes optimal action by using 

Self-adjusting POMDP policies 

(RL techniques). 

Also incorporated a method to 

match lips to the generated ECA 

audio and the automatically 

chosen emotion. 

                                    Table 4 Prior work on POMDP Summary 

 

 

3.3 Knowledge Level Estimation Using DWT 
POMDP has been widely employed for dialogue management in communicative 

models, as highlighted by [11]. However, most of them just consider the present state 

when deciding what to do next. A time-data series cannot be created or observed for 

patterns using other approaches like sampling and histograms. Our dialogue 

management system maintains a Belief State History during the transaction, thus 

bringing about the advantage of using DWT for data analysis [27]. The capability of 

DWT to eliminate data noise also helps to produce more accurate results. Applying 

DWT to the wave of BSH produces a number of sharp variation points (NCP), each 

of which signals a sharp fluctuation and results in a change of trend in belief states. 
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A variety of NCPs may be used as a foundation for classifying users' knowledge, 

and this information has been used in [1] to categorize users according to their level 

of knowledge when the NCP is in a particular range as shown in Table 5. For 

example, the user is considered a beginner if the NCP is between 7 and 9 inclusively. 

          

 

                                   

 

 

                                   

 

                                  Table  5  Knowledge level boundaries 

This thesis aims to personalize each student's learning based on their current level of 

understanding. Self-adjustment of the NCP is an important contribution of this thesis 

to cluster users based on their knowledge level. 

 

3.4 Embodied Conversational Agent 
Embodied Conversational Agents (ECAs) are intelligent avatars that can converse 

with humans and frequently display some form of social behavior, such as altering 

their facial expressions [49]. Human-like dialogue is more engaging to users than 

conventional keyboard-based communication in applications including education, e-

commerce, healthcare, finance, marketing, and business. ECA is well-liked and 

beneficial because of its extensive communication style. 

The software tool AirSim is used in Ruturaj's work [16], which was extended by 

Tristan in [11], to create a software avatar that serves as an ECA. The dialogue agent 

that serves as the personal instructor in this thesis is an expansion of the work from 

NCP Knowledge Level 

NCP<4 Expert 

NCP<7 Professional 

NCP<10 Beginner 

Otherwise Novice 
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[16] and [11]. Figure 6 illustrates the developed ECA with lip synchronization in 

mutual facial expression. 

     

 
                                          Figure 6  AirSim ECA 

 

3.4.1 Lip Synchronization and facial expressions 
Tristan's main contribution to the project is accurately synchronizing the software 

avatar's lips in order to make it appear more human. Here is a list of the processes 

that were approximately conducted in that order before the ECA's final visualization: 

• Sentiment Analysis: The system employs fuzzy logic to decide what emotion 

the ECA should be exhibiting for the current transaction based on the NCP, 

reward, and applicable rules. Based on the fuzzy rules shown in the Figure 7, 

an emotion is chosen. 
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                                  Figure 7 Fuzzy Rules for Sentiment Analysis [1] 

 

•  Text-to-speech: Voicery's text-to-speech module was used in [11] while 

Google Text-to-Speech was utilized in [1]. 

• Phonetic Alignment:  The Pocket- Sphinx speech recognition engine is used 

to create the forced phonetic alignment module. The text-to-speech engine 

sends the output text to be spoken together with the voice file. According to 

the input audio sample, it returns a schedule of the phonetic syllable the ECA 

should emulate at each point in time. For example, the following phonetic 

alignment schedule is created for the phrase "Can you please rephrase your 

request": 

[(’SIL’,0,0,66), (’T’,0,67,72), (’F’,0,73,80), (’DH’,0,81,84), (’UH’,0,85,91) 

, (’R’,0,92,101), (’UW’,0,102,113), (’ER’,0,114,117), (’B’,0,118,130), 

(’IH’,0,131,133), (’F’,0,134,137), (’W’,0,138,146), (’ER’,0,147,151), 

(’UW’,0,152,169), (’S’,0,170,184), (’G’,0,185,191), (’W’,0,192,200), 

(’AA’,0,201,207), (’F’,0,208,231), (’AA’,0,232,243), (’UW’,0,244,252), 

(’UW’,0,253,260), (’S’,0,261,274), (’HH’,0,275,278), (’UW’,0,279,287), 

(’AO’,0,288,307), (’AA’,0,308,312), (’B’,0,313,322), (’OW’,0,323,326), 
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(’TH’,0,327,334), (’N’,0,335,338), (’AW’,0,339,345), (’ER’,0,346,362), 

(’OW’,0,363,367), (’AH’,0,368,370), (’S’,0,371,396), (’P’,0,397,401), 

(’S’,0,402,410), (’P’,0,411,418), (’SIL’,0,419,466), (’TH’,0,467,477)] 

 

In the example, the alignment module first sets all Action Units (AU) 

associated with the facial unit to zero in order to calculate the face. Now 

suppose it is at the related point of 195; the current phenome is the ‘w’ 

phenome, which relates to the phenome f AU. This sets the ’f’ AU intensity 

to 0.5. Before that in the alignment is the ’g’ sound (phenome g AU) and 

therefore is an intensity of 0.1. These two are combined with the raised 

cheeks and sent to the ECA for rendering. The audio will play, and the system 

will loop back to the start. Finally, at the end of the audio file, the system 

takes the initial happy action units and sends them to the ECA again to render. 

• Result: As a result, the ECA utilizes the audio file (a text-to-speech module 

output), sentiment (a sentiment analyzer output transformed to a text-to-

speech engine-supported emotion), and lip schedule (a PocketSphinx module 

output) to speak at the same moment, displaying the appropriate facial 

gestures and moving the lips in line with the phonetic alignment. 

 

3.5 Ontology 
Among the former students involved in the project, Niyati's major contribution was 

the construction of an ontology for an intelligent tutoring system [1]. Section 2.4.1 

discussed the steps for building an ontology, which includes choosing the ontology's 

domain and scope, thinking about utilizing current ontologies, listing the key 

concepts in the ontology, class definitions and class hierarchies, defining class 

properties (Slots), defining the slots' facets, create an instance. 
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Ontologies have gained immense importance in the field of education. With a wide 

range of applications from an explicit representation of domain knowledge to 

automatic content generation based on the user, research and studies on education 

ontologies are constantly growing. [34]. VanLehn's schema, introduced by Kurt 

Vanlehn in [47], is one of the most often used structures for a tutoring ontology and 

is shown in Figure 8. The schema states that an ITS' (intelligent tutoring system) 

behavior consists of two loops: the outer loop and the inner loop. The outer loop 

consists of a series of tasks, with an increasing level of difficulty. Each assignment 

will be harder than the one before it. 

 

 

 

                            
                      Figure 8  VanLehn’s Schema for tutoring ontology 

 

 

There is an inner loop within each task. This is the progression of smaller tasks that 

the user must successfully accomplish in order to finish the mission. To assist the 

learner transition from one inner step to the next at the transition locations shown in 

Figure 8, the ITS may provide help in forms such as feedback or hints. 
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The most significant studies from this section that support this thesis are summarized 

in Table 6. 

Author(s)  
 

Title  
 

Contribution/Key Points  
 

Guoying Liu 

(2012) 

[36] 

A task ontology model for 
domain independent dialogue 
management 

 

Developed a task ontology 

paradigm for managing 

discourse across domains to 

achieve domain 

independent conversation 

management, ontology and 

task model will be applied to 

the dialogue system 

architecture. 

Shubhrendu 
Tripathi (2016) 
[30] 

 

A Run-Time Approach of 

Combining Ontologies to 

Enhance Interactive 

Requirements Elicitation for 

Software Customization 

The ontology combination 

approach has been presented. 

The developed algorithm 

dynamically improves the 

interactive Requirement 

Elicitation process by 

combining ontologies at run-

time 

Niyati Vyas 

(2022) 

[1] 

An Approach of Using 

Embodied Conversational 

Agent for Personalized    

Tutoring 

Constructed a generic, scalable 

tutoring ontology. 

Used the ECA dialog 

management to monitor the 

progression of belief states and 

evaluate user knowledge for 
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the purpose of adjusting 

feedback and task offering. 

                                         Table 6 Prior Work on Ontology 
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Chapter 4 

Problem Statement and Proposed 

Methodology 
The problem statement is presented in this chapter, along with a focus on the 

contributions this thesis study has made to the problem under investigation. To meet 

the objective of the thesis study, the main algorithm of the current system is either 

expanded or modified. The details of these adjustments and a description of how 

they function will be covered in the chapter's last section. 

 

4.1 Problem Statement and Contributions 
This thesis explores the application of Embodied Conversational Agent (ECA) for 

personalized tutoring, while numerous researchers are currently working on 

developing strategies for linear and group learning.  

There are two primary objectives of this thesis which aim to advance personalized 

tutoring research in ECA. This research first describes prior works of personalized 

tutoring using ECA, including the use of wavelet transformation for user clustering 

and face-to-face interaction for quiz-style e-learning [1]. A more advanced method 

is suggested to allow POMDP policies for dialogue management to self-adjust, and 

to provide personalized tutoring in the form of a more natural question-and-answer 

format with a generic, adaptable tutoring ontology. 

Another significant contribution of this thesis is that the suggested methodology 

employs machine learning techniques to adjust the knowledge levels for user 

clustering and evaluates the effectiveness of these techniques through experiments 

with real datasets. 
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4.2 Overall Architecture 
The overall architecture design is shown in Figure 9. It allows one to observe how 

information moves from one component to another. Figure 9 and architecture are 

modified versions of those in [11]. 

The system begins with the user input (Observation). This user input is passed to the 

Dialog Management Module. The same input is also passed to the Sentiment 

Analysis block. 

This database contains the ontology which is solely responsible for the storage of 

domain knowledge. The ontology is responsible for ascertaining the response to be 

given back to the user, and the steps to be taken by the system in order to proceed. 

The state estimator determines the current state that the system is believed to be in. 

The current state is passed to the BSH database in order to maintain track of the 

history of belief states, and the state estimator creates both the reward needed for q-

learning as well as the new belief state. The knowledge level estimator receives the 

BSH from the storage and uses it to perform DWT on the data to determine the 

number of sharp variation points. These are summed together to give the system's 

total NCP count. The system determines the user's knowledge level based on this 

number. Depending on the user's level of knowledge, the system will choose the new 

policy to apply within the policy selector.  

The state estimator trains the most recent policy and gets rewarded. This module 

outputs the mode and the recommended actions text for usage outside the POMDP 

system as its final output. 
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                                       Figure 9 Overall Architecture 

To determine the sentiment of user input, the sentiment analyzer employs fuzzy 

logic. The fuzzifier analyses the user's observation to determine what emotion the 

ECA might exhibit. The audio is generated by the text-to-speech system by 

combining the text and the emotion. To obtain the lip sync schedule, the audio and 

text are merged. The ECA simulation is then generated using the lip sync schedule, 

audio, and text. The user then watches the ECA and bases its subsequent input on it, 

ending the conversational loop. 
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4.3 Algorithm 
The algorithm for the architecture of Figure 9 is described in Table 7. The table's 

highlighted sections signify places where there has been a contribution or 

enhancement introduced by this thesis research. 

Algorithm  

Initialization 1.  BSH = [] 

2. endState = false; knowledge_level = None; 

last_mode = None 

last_action = None 

current_task = None 

current_question = 0 

Select Subject Subjects = [‘Grammar’, ‘Math’, ‘History’, ‘Geography’] 

Subject_choice = int(subject_choice) 

Determine 

knowledge level and 

Select task 

Knowl = knowledgeLevelSelector(NCP) 

currentTask ← getTask (selected_subject, task_level, 

current_task) 

Ontology flow # Determine level of questions based on user's 

knowledge level 

 if knowl == 'Beginner': 

 current_task = onto.BeginnerLevel 

 elif knowl == 'Professional': 

 current_task = onto.ProfessionalLevel 

 else: 

 current_task = onto.ExpertLevel 
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# Get question bundle 

question_bundle = queBundle(currentQue, currentTask) 

# Display question and prompt user for answer 

 print(question_bundle['Text'][0]) 

  answer = input() 

 # Check if answer is correct and provide feedback 

 if answer.lower() == 

question_bundle['Answer'][0].lower(): 

  print("Correct!") 

  if currentQue == 19: 

  print("Congratulations! You have completed the 

Q&A.") 

  exit() 

  else: 

  currentQue += 1 

  else: 

  print("Incorrect. Please try again.") 

 action =′ Hint′ 

 then 

hint = getHint(current_question, last_mode) 

#update the knowledge level of the user 

 

Calculate belief state 

and reward 

bel = calculateBelief(isCorrect, last_action) 

 BSH.add(bel) # Add belief to BSH 

 reward = calculateReward(last_belief, bel) 
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Calculate NCP(self 

adjustment ) 

NCP = forced_NCP 

knowl = knowledgeLevelSelectorTESTER(NCP, e_lim, 

p_lim, a_lim) 

mode = modeSelector(policy_type_to_use, knowl) 

#self adjustment of NCP range using q learning 

algorithm 

 

Policy selection action = mode.getAction(b) #This implementation is q-

learning  

 

ECA Simulation sentiment = getSentiment(text)  

#Sentiment analysis using fuzzy logic 

au = getActionUnit(sentiment) 

eca.setF ace  

# Set Face of ECA according to sentiment 

audio = textT oSpeech(text, voiceaccent)  

# Google Text to Speech 

eca.say(audio, audio.text) 

Save Interaction saveInteraction(attemptNumber, currentTask.name, 

user_answer, "Correct" if is_correct else "Incorrect", 

question['KCForHint'][0], question['Answer'][0], False, 

False) 

Select Next Task currentTask = getTask(knowl, False, currentTask) 

                                               Table 7 Algorithm 
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4.4 Algorithm Details 
The proposed methodology employs a range of algorithms and several stages to 

achieve its goal. This section will describe how they work in approximately the same 

order of the system's operation. A few of the implementation details unique to the 

experiments will also be elaborated in this section. 

 

4.4.1 Initialization 
The simulator will open upon system startup, and the system will start in the empty 

belief state. The first dialog iteration will start when initialization is completed. To 

start the first iteration the user will enter in their first piece of dialog by selecting the 

subject from the given choice. 

 4.4.2 Knowledge level determination 
The user's initial level of knowledge is assumed to be a beginner and the user selects 

a subject. The user's current question is chosen depending on the chosen subject and 

knowledge level. 

 

4.4.3 Ontology flow 
The user is requested to select a subject before continuing with the task, as shown in 

the algorithm, once the knowledge level and current task are determined. The system 

begins a loop through every question from the current task based on the user's 

knowledge. The user is shown each question individually. The student is asked to 

click enter after typing the answer in. The ontology checks for the appropriate action 

and takes corrective action, if necessary, after receiving user input. The user-

provided answer is evaluated for accuracy.  
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                                                            Figure 10  Dialog Actions 
 

 If the response is correct, constructive feedback is given to the student. If the student 

offered an incorrect response, a corresponding negative feedback or statement of 

motivation along with a hint is provided. Figure 10 illustrates the entire interaction 

along with the conditional actions.  
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4.4.4 Q-Learning for Self-Learning of POMDP Policy  

 
Reinforcement Learning (RL) is a form of Machine Learning (ML) where the system 

learns based on performing actions in an unknown space, observing a reward, and 

then using the observed reward to inform future action choices [40]. Also, the new 

mode is passed so that it will be used for future rewards. The reward and mode 

transfer that occurred affects the choice of the action taken while choosing that 

mode.  

For example, for the question provided by the system about “Why does Canada have 

so many different climates?”, the user may provide the answer “size”. That text 

passes to the belief state calculator. The calculator will compare each word to the 

tags of the intents, and in this case, only small-size and large-size intents are relevant. 

They both contain the tag “size” within the user input, which significantly increases 

their belief. Large size contains the tag “large landscapes” and small tag “small 

landscapes” as these words are like the word size but not exact. As the large landscape 

is closer than the small landscape, the former receives 0.870 as its value of belief 

state and the latter receives 0.800. These values represent the belief state that the 

system adds to the BSH. The simplified belief state is (0.870 + 0.800)/2 = 0.835. 

With an assumption that there are three data points in the BSH, the conversation 

continues as illustrated in Table 8 until the user provides a correct answer to the 

given question. 

 

User Input Large 

Landscape 

Small 

Landscape 

NCP Knowledge 

level 

System 

Reply 

Size 0.870 0.700 0 Expert Please try 

again! 
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Because of 

its size 

0.880 0.240 1 Expert Please try 

again! 

Large size 0.897 0 2 Expert Correct 

Answer 

                                          Table 8 Example Conversation History 

 

The system employs the updated Q-Learning equation below to take the next action. 

 

Q(x, a) = (1	 − α)		Q(x, a) 		+ 	α(	r + Υ		max	b( Q	′	(	y, b)		)		) 

 

In the above equation, Q' is the new mode. This technique allows the PODMP policy 

to self-adjust. 

 

For example, the system consists of ten states and three actions, assuming that the 

system is in state 4 and the best action is 3. Table 9 contains related q values. This 

example will use a reward discount of 0.5 and a learning rate of 0.8. 

 

State  Action 1  Action 2 Action 3 

1 = 0.0-0.1 2 7 5 

2 = 0.1-0.2 5 4 9 

3 = 0.2-0.3 9 2 3 

4 = 0.3-0.4 2 2 7 

5 = 0.4-0.5 5 2 8 

6 = 0.5-0.6 1 2 4 

7 = 0.6-0.7 4 8 1 

8 = 0.7-0.8 4 2 9 
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9 = 0.8-0.9 3 8 2 

10 = 0.9-1.0 2 4 6 

                                       Table 9 Self-learning of Policy Example 

In the example given in Table 8, the user has provided "Large landscape" as a 

perfectly valid response. This observation will move the belief state to 0.880 for 

“Large Landscape” and 0 for “Small Landscape”, creating a reward of 0.242. The 

new simplified belief state is 0.880, as it is the only belief which is greater than zero. 

Now the system will calculate the NCPs by passing the BSH, including this input, 

into the DWT to get the transformed wave. Then each zero-crossing point is counted 

to get the total NCPs. Figure 11 shows the waves made by the BSH, while Figure 12 

is the resultant DWT wave.  

 
                                        Figure 11 Belief State History Example 
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                                        Figure 12 Transformed DWT Example 

 

The total number of zero-crossing points is one, which corresponds to the expert 

user. From Table 9, the best action for state 8 is again action 3. Therefore, the system 

will say, “Correct Answer Keep Going”. While this response does not make much 

sense based on the belief states, as q-learning keeps going, this would ideally 

improve.  

Now that the system has a reward and its new mode, it will update the state 4 action 

3. Based on this data, the system updates the q-value for state 4 action 3 using 

equation. 

 

Q(4,3) = (1 − 0.8)Q(4,3) + 0.8(	3 + 	0.5	maxb(	Q	′(8, b)	)	)	 
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The best action for state 8 is action 3, which has a q-value of 9. 

 

Q(4,3) = (0.2)(7) + 0.8(	3 + 	0.5	(9)	)	 

 

Q(4,3) = 7.4 

Table 10 shows how state 4 action 3 is updated: 

 

State  Action 1  Action 2 Action 3 

4 = 0.3-0.4 2 2 7.4 

                               Table 10 Self-learning of Policy Updated q table. 

 

Until the system reaches an end state and closes, this procedure is repeated. In q-

learning, the final state is decided externally rather than stated.  

 

4.4.5 Q-Learning for Self-adjusted User Clustering 
The system uses Q-learning to adjust the NCP ranges and cluster users into expert, 

professional and beginner. Q-learning will be performed in the same way as 

discussed in Subsection 4.4.4.  

For example, the system consists of 3 states (clusters) and 10 actions (NCP) and 

Table 11 contains related q values. This example also uses a reward discount of 0.5 

and a learning rate of 0.8. 

 
State 

(Cluster) 

A1 

NCP  

1 

A2 

NCP  

2 

A3 

NCP

3 

A4 

NCP

4 

A5 

NCP  

5 

A6 

NCP  

6 

 

A7 

NCP  

7 

A8 

NCP  

8 

A9 

NCP 

 9 

A10 

NCP 

10 
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1 
Expert 

4 9 1 3 6 4 3 4 6 7 

2 
Professional 

2 3 4 7 9 8 7 5 2 1 

3 
Beginner 

1 4 3 2 3 6 5 7 8 9 

                              Table 11 q table for Self-adjusted User Clustering 

 

Suppose the system is in state one. With the help of the q values the system gets 

rewarded for classifying the type of user with the NCP. Looking at Table 11, the best 

action is action 2 as it has a q-value of 9, which is greater than other actions and 

classifies the user as “Expert”. Therefore, the system proceeds with action 2. After 

receiving a reward of 3, the system transits to state 2. Based on this data, the system 

updates the q-value for state 1 action 2 using the following equation. 

   	
Q(1,2) = (1 − 0.8)Q(1,2) + 0.8(	3 + 	0.5	maxb(	Q	′(2, b)	)	)	 

 
The best action for state 3 is action 1, which has a q-value of 6. 

 

Q(1,2) = (0.2)(9) + 0.8(	3 + 	0.5	(9)	)	 

 

Q(1,2) = 7.8 

 

Table 12 illustrates the updated q table after several iterations on the experimental 

dataset. Based on the q-table the right range of NCP for different types of users is 

obtained, i.e., [0, 3] for experts, [4, 7] for professionals, and [8, 10] for beginners. 
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State 

(Cluster) 

A1 

NCP  

1 

A2 

NCP  

2 

A3 

NCP

3 

A4 

NCP

4 

A5 

NCP  

5 

A6 

NCP  

6 

 

A7 

NCP  

7 

A8 

NCP  

8 

A9 

NCP 

 9 

A10 

NCP 

10 

1 
Expert 

8 8.5 8 3 6 4 3 4 2 2 

2 
Professional 

2 3 4 7 9 8 9 5 2 1 

3 
Beginner 

1 4 3 2 3 6 5 9 9 9 

Table 12 Updated q table for Self-adjusted User Clustering     

 

4.4.6 ECA Simulation 
The simulation of ECA relies on Sentiment Analysis, fuzzy logic, forced phonetic 

alignment, emotion, and facial expression. Sentiment analysis is based on fuzzy 

logic. This emotion defines the facial emotion which is seen on the ECA. The 

sentiment analyzer uses xforced phonetic alignment after determining the action and 

emotion. It returns a schedule that tells the ECA simulator which phonetic syllable 

to simulate at each point in time. The audio generated by the text-to-speech engine 

is merged with emotion and facial expression. The ECA receives this audio as its 

last input and produces the simulation by playing the audio file with synchronized 

lip movements and facial expressions. 

 

4.4.7 Ontology Result 
A single transaction is kept in the ontology database with all the data from the 

interaction, including the user input, the details of the question, and the accuracy of 

the answer. Upon the completion of all these steps, the system chooses and displays 
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the next question depending on the learner's updated knowledge level, and the 

process described above is repeated. The student will have a better understanding of 

a particular subject once they have answered all the questions for the current task, at 

which point they can go on to the next subject. 

 

4.5 Running Examples 
This section goes over three distinct cases of personalized tutoring with and without 

self-adjusted NCP for user clustering in order to further explain the suggested 

methodology. 

 

EXAMPLE 1 

This example shows how a learner interacts with the system in a linear learning 

environment without personalization of questions in accordance with the user’s 

knowledge level. 

 

Current task details: 

Subject: Math 

Number of questions: 20 

Level of the question: Expert 

Knowledge level of user: Beginner 

 

Current State of student: 

Subject: Math 

Question: Is 2> 5? 

Correct Answer: No 

User Attempt: 0 
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Without personalization, the learner will continue to the last question of the task 

without understanding or reviewing the concept in which he or she is making 

mistakes or getting positive feedback for ideas that he or she has learned effectively, 

as shown in the table (with feedback). Table 13 illustrates the “Example 1”. 

 

Question No  Is correct? Action 

1 True Correct Answer 

2 False Next question 

3 False Next question 

4 False Next question 

                          

  Table 13  Sample Interaction Example 1 

Hints and feedback could have been given during the interaction, but without any 

adjustment to the level of difficulty because the system is unaware of the user's 

knowledge level. 

 

EXAMPLE 2: 

This example demonstrates how a learner interacts with a personalized tutoring 

system with self-adjusted(Q-learning) NCP ranges to generate professional-level 

questions if the user type is classified as professional. 

 

Current task details: 

Subject: History 

Number of questions: 20 

Level of the questions: Professional 

Knowledge level of user: Professional 
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In Example 2, it is assumed that the user provides wrong answers to Questions 1-2 

in a row. As the user starts at the professional level, the system asks two professional 

questions and provides hints at the same level as well. However, two consecutive 

mistakes bring the user's level from "Professional" to "Beginner". For Questions 3-

8 at the beginner level, the user manages to answer them all correctly. These six 

consecutive correct answers, without the need of any hints, bring the user's level of 

knowledge back from "Beginner" to "Professional".  

For Questions 9-12, the user needs to answer at least three consecutive questions 

correctly to remain in the professional level but manages to answer two correctly, 

which results in a drop of knowledge level again to “Beginner". As this is a 

professional user, he/she is expected to answer Question 13-20 correctly, and six 

correct answers in a row help to restore his/her knowledge level to "Professional”. 

Table 14 demonstrates a sample interaction. 

 

 

Question 

no 

Is correct? Knowledge Level Action 

1-2 False Beginner Incorrect. Please try 

again. 

3-8 True Professional Correct answer!! 

Go to next question 

9-12 False Beginner Incorrect. Please try 

again. 

13-20 True Professional Correct Answer!! 

  

 Table 14  Sample Interaction: Example 2 
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EXAMPLE 3: 

 

This example shows how self-adjustment of the NCP range may be used to assess 

the user's understanding of each question throughout the entire subject in order to 

choose the subsequent question for the user in accordance with the learner's 

knowledge level considering the learner to be an expert. 

 

Let a user start at the expert level when working on a set of 20 questions on the 

subject of geography and allow the user to give correct answers to Questions 1-8 in 

a row. As a result, the user's knowledge level remains unchanged at the end of 

Question 8. For Questions 9-12, the user needs to answer at least three consecutive 

questions correctly, but the user's ability to answer only two correctly brings his/her 

knowledge level down to "Professional". For the remaining questions, six correct 

answers to Questions 13-20 in a row bring the knowledge level back to "Expert". 

During the interaction, hints are provided according to user's level of knowledge. 

 

In Example 2 and Example 3, users are chosen from the dateset as experts, 

professionals, and beginners if they can respectively provide more than 80%, 

between 51%-79%, or less than 50% correct answers to 20 questions on a subject. 

During interactions, their knowledge levels are determined dynamically at runtime 

according to the self-adjusted user clustering. Table 15 demonstrates a sample 

interaction. 

 
Question 

no 

Is correct? Knowledge Level Action 

1-8 True expert Correct answer!! 
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Go to next question 

9-12 False Professional After multiple 

attempts! 

Go to next question 

13-20 True Expert Next question 

            Table 15 sample interaction for Example 3 
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Chapter 5 

Implementation and Experiments 
Details of the experiments and implementation are provided in this chapter. The core 

concept of the thesis method is self-adjustment of POMDP policies and user 

clustering. The enhancement introduced by this thesis research helps to improve the 

performance of the personalized tutoring system. 

5.1 Software and Tools 
The following table contains a comprehensive list of the libraries, tools, software, 

languages, etc. 

 

Function Software 

Programming Language Python 

Avatar Simulation AirSim 

Ontology Language OWL 

Ontology Editor Protégé 

Ontology Manipulation from Python owlready2 

Phonetic Alignment PocketSphinx 

Text-to-speech Google Text-to-speech 

Code Editor Anaconda Spyder 

Dataset format RDF/XML 

Sentiment Analyzer nltk.sentiment.vader 

Table 16 Software and Tools 
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5.2 Dataset 
The dataset utilized for domain knowledge and references is from [21]. In order to 

improve the data quality, the data is first cleaned. The experiment's domain is 

elementary school subjects, and the dataset has 20 questions in each of the four 

subjects of Articles, Math, History, Geography, and Science.  

The dataset is designed in a question-and-answer format where students can provide 

concise answers to the questions. All questions in the dataset are identified by 

numbers, categorized into subjects, and provided with correct answers. In addition, 

each question has a tag to indicate the associated level of knowledge. Upon 

preprocessing and cleaning, the dataset yields the following data that is directly 

applicable to the algorithm: 

Question No Subject Question Answer Knowledge 

Level 

                              Table 17  Components of the Datasets 

5.3 POMDP Policy Selection 
The experiments use three policies, one for each of the three knowledge levels for 

beginner, professional, and expert. The experiment is carried out for a single RL 

policy because all three machine learning policies are equivalent. There is no need 

to use all three as q-learning tends towards the optimal policy [43], and the reward 

is based on the likelihood of choosing the best policy. The q-learning policies are 

hand-crafted at first, but rather than using pre-selected boundaries, they choose the 

action by q-learning. The value of the belief state ranges between zero and one, and 

the belief state can be equally divided into 10 sub-spaces, each of which correlates 

with a state. This leads to a ten-state, three-action, q-value matrix as there are three 

actions. After each conversation, all values are stored and initialized to 0. At the 

beginning, all three policies are the same, but as training proceeds, they will diverge. 
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If the policy being used changes, the system will consider the new policy in the 

future to determine the reward value. 

 The increase in the average non-zero belief divided by the number of non-zero 

intents determine the reward given by the change in belief state. The following 

reward formula is motivated by the notion that the system aims to have a single intent 

with a high belief. The q-values for q-learning are trained by using this reward. 

reward = average(B) − average(B!) 

									|B| 

	 

Experiment results from [11] had shown that employing the self-adjusted policies 

leads to shorter interactions and, as a result, provides a better user experience. A 

similar outcome is anticipated for a personalized tutoring system as the enhancement 

with ML leads to shortened average dialog lengths. 

 

5.4 Ontology Structure 
The construction of an ontology using Web Ontology Language (OWL) is explained 

in depth in this section using the demo dataset. Each class is referred to as a subclass 

of "owl:Thing". Ontology in OWL can be developed in Protégé. The "owl:thing" 

ontology features three subclasses, including ECATutor, ECAStudent, and 

ECASubject. Moreover, ECASubject includes subclasses for different subjects, 

including Articles, Math, History, Geography, and Science. 

 

5.4.1 Visualization in Protege: 
The construction of ontology uses Protégé's ontology editor and framework, which 

are both open-source and free. Figure 14 shows the Protégé implementation of the 

class hierarchy and the individual relationships between them. 
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                                  Figure 13: OWL Class Structure 

 

The classes' corresponding object properties, as well as the domain and range of each 

object property, are denoted by the arrows between them. Table 18 demonstrates a 

sample ontology instance for the subject geography. It includes a question, a possible 

correct answer, level of knowledge for “Beginner”, hint and feedback.                                

                                   

 
Table 18  Instance 1: Geography 

The classes, data properties and object properties are shown below. 
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                                         Figure 14   OWL Properties 

 

5.5 User clustering 
During each interaction loop, the knowledge level of each student is determined at 

runtime in order to give the user a personalized learning experience. This allows the 

system to give the user the best questions for their level of understanding in each 

subject. Instead of using hand-crafted NCP values to assess a learner's level of 

understanding, a self-adjustment methodology based on q-learning is implemented. 

A more effective strategy would be to use grid searches to identify the best 

knowledge level boundaries. While grid searches need a lot of computation time, 

this approach would get the best result. 

Grid search ran with 2000 training samples at each combination. As 2000 

conversations is a substantial number, a more extensive test is not required. The 

system is training four times as many q-values, hence the increase in training 

samples is justified. The learning rate was 0.8 during training and 0.5 during testing, 

with all q-learning reward discounts set to 0.5. In order to determine the q-learning 

learning rate (𝛼) and reward discount (𝛶) experiments were conducted using 

different values. For the learning rate, it was found that lowering the learning rate 

amid testing had better results. For the discount factor rate, similar adjustments were 

made, including using different learning rates for each policy. In all cases, the finest 
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result came from using the reward discount of 0.5. The ultimate NCP ranges were 

between 1 and 3 for an expert, between 4 and 7 for a professional, and between 8 

and 10 for a beginner. 
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Chapter 6 

Experimental Results 
Each interaction between the tutoring system's question and the learner's answer 

ends in one of the following three outcomes:  

1. The tutor offers encouraging feedback.  

2. The tutor provides the student with a hint so they can respond correctly.  

3. When the student provides a correct response, the tutor goes on to the 

following question based on the knowledge level. 

The experimental application of the tutoring model outlined in this thesis may be 

used to gather a wide range of information regarding students, tutoring techniques, 

and subject areas. Additional possible use includes data analysis for trends, 

refinement of practical teaching methods, perception of the psychology of the 

students based on the responses, and changes in performance before and after 

feedback. 

Based on the dataset received from [21] and the use of this strategy, the following 

major results were produced. 

    

6.1 User Clustering Results 
Table 19 is the result of a comparison of how the users are classified. The 

classification of 20 users who attempted questions on geography is shown in the 

second column. The system uses q -learning to classify the results, considering the 

user's knowledge and the correctness of the answer. The system assumes that users, 

who receive positive feedback, gain more confident about a specific subject. 

Alternatively, users who needs hints to produce correct answers gain knowledge 
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about the subject. Information on the learners' classification using 

handcrafted values (DWT) is provided in the third column. 

 

 

Knowledge level User(q-learning) Users (DWT) Accuracy 

Expert 10 9 85% 

Professional 6 7 75% 

Beginner 4 5 90% 

 

                                          Table 19  User Clustering 

While the dataset includes information about the percentage of correct answers, the 

experiment uses this information to classify users as "Expert", "Professional", and 

"Beginner" if they received a grade of at least 80%, between 51% to 79%, and less 

than 50% respectively. 

The average accuracy when the classification is performed by q-learning is 86.9%. 

The discrepancy in the number is mostly because the system uses q-learning to 

choose the best question to ask each user based on their level of knowledge. This 

enables each user to respond to their own question without the need for hints. 

 

6.2 Personalized Questions and Hints/Feedback 
Based upon the dataset in [21], students are more motivated to keep learning a 

subject when they get personalized questions based on their level of understanding. 

The graph in Figure 15 illustrates how personalized questions affect learner 

performance. Data analysis reveals that the learner gradually raises his/her  

knowledge level after gaining a deeper understanding of the topic. 
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                             Figure 15 Personalized Questions Results 

 
As it was discussed in previous sections, personalized tutoring changes the question 

based on the user's knowledge level. Once the user answers the current question, the 

q-learning algorithm determines the knowledge level responsible for choosing the 

next question. The students who attempted questions from the geography 

subject demonstrated the results shown in Table 20. 

The knowledge level as assessed by the q-learning classification is shown in the first 

column. The second column represents how many beginning-level hints were given 

overall during the 20 students' interactions. The total number of hints for the 

intermediate and expert levels are shown in columns three and four, respectively. 

Column five lists the average number for the 20 questions where the learner received 



  
 

61 

positive feedback. The next question level selected for the students of each class is 

listed in the last column and is based on the user's updated knowledge. 

 

Knowledge Total 

Users 

No. of 

Hints 

(Beginner) 

No. of 

Hints 

(Prof.) 

No. of 

Hints 

(Expert) 

Average 

Feedback 

Expert 10 0 0 1 12 

Professional 6 5 9 0 9 

Beginner 4 4 4 0 6 

             Table 20  Summary of Personalized Questions and Hints 

 

Only one of the ten students who were classified as "Expert" in Table 19 needed a 

clue for a single question. Hence, just one expert-level learner needed a hint out of 

20 questions for each of the 10 learners (200 questions). This brings the frequency 

of using a personalized hint to 1/200. Among the six learners classified as 

"Professional", most of them received hints once or twice. One student needed seven 

consecutive hints in the first question, following which he was able to correctly 

answer the rest of the questions. With 18 good feedbacks, this student successfully 

answered all the other questions, except for the first two questions. The student was 

able to pass as a "Professional" learner at the end, even though he had one 

"Professional" and five "Beginner" level questions. This is because he successfully 

answered the remaining questions. Six students were given 20 questions each, which 

is 120 questions in total. Personalized hints were utilized 14 times. The ratio of hint 

transactions to total transactions for the remaining four students shifts to 12/120, 

except for the mentioned student. Each of the five students who were classified 

as "Beginner" by the q-learning classification, required at least one "Beginner" level 

hint. In addition, the learners showed a pattern where most questions required at least 
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two-thirds of their efforts to be answered correctly. Even though there were few 

hints, this conduct led to the total class being classified as "Beginner". As a result, 

the hints were provided eight times for a total of 100 problems. For each student. the 

ratio is 0.8 for 20 questions. 

A significant observation is that "Professional" level learners needed more help and 

feedback than "Beginner" level learners to correctly answer problems. This may be 

explained by the fact that professional-level students could answer most of the 

questions correctly on their first try, thus frequently encouraged with positive 

feedback. Most of the 20 questions were answered incorrectly by students classified 

as "Beginner". They made errors more frequently, and rarely received positive 

feedback. 

 

6.3 Success Rates 
The success rate is a measure of the percentage of times the system correctly 

identified the user's knowledge level, and it can be used as the main metric to 

evaluate the system's performance. To determine success, it is important to know the 

number of right questions provided by the system according to the knowledge level 

of the user. The system fails if it couldn’t provide questions according to the exact 

knowledge level. For instance, if a user's knowledge level is “Beginner” and the 

system provides questions at the “Professional” level, it is a failed attempt for the 

system to ask a question at the right level of knowledge. Hence, an increase in 

success rates indicates a system improvement. 

      Success Rate = Number of successful identifications of user’s knowledge level 

                                                  

                                                Total number of attempts 
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                                       Figure 16  Success Rate Result 

Figure 16 provides a visual comparison of the success rates for the three types of 

users with Handcrafted, Handcrafted_Test( Expert = NCP(1,2), Professional = (3,8), 

Beginner = (9,10) ) and q-learning method for user clustering. The figure shows the 

success rate is the lowest for "Beginner" classified with hand-craft user clustering. 

This rate is increased by 3% to 78% after using self-adjusted user clustering. Similar 

improvement in success rate also appears for "Professional" and "Expert", and the 

difference between the two user types is 6% with or without q-learning. Overall, the 

highest accuracy rate of 86.23% was achieved by self-adjusted "Expert". The 

numbers demonstrate the effectiveness and viability of employing q-learning despite 

good, handcrafted classification. With q-learning, the questions are more 

personalized, which helps to boost students' understanding of the subjects.                      



  
 

64 

                     

 
                                      Figure 17  Efficiency Comparison             

So, it is determined that Q-learning is more effective with 86.26% when compared 

to handcrafted classification based on experiments and test scenarios.  

RL changed only the NCP ranges for “Expert” and “Professional” types of users, 

which resulted in improvement in the two ranges. In comparison, there is no change 

in success rate for "Beginner" type of users as there was no change to the NCP ranges 

for this type. These findings demonstrate that self-adjusting policy approaches are 

flawless. The handcrafted values aid to improve RL approaches' overall efficiency 

and success rate. 

6.4 Limitations 
There are several limitations on how the entire model can operate, despite the 

ontology's significant level of adaptability and ability to be merged into any domain. 

The main limitation is due to the fact that there aren't any publicly accessible datasets 
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for tutoring system dialogue. The easiest method to train the system would be to put 

it in a real-world learning environment and record the live tutoring session to add 

more guidelines and standards for evaluation. In addition, the grid searches on 

additional hyper-parameters were limited in scope, and they could have missed a 

result that would have shown an increased improvement. The ECA itself was not 

tested on additional test subjects to create a Mean opinion score (MOS) on its 

interactivity. As a result, personal interpretations of concepts like realism or 

naturalness may differ when presented to a larger audience. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  
 

66 

Chapter 7 

Conclusion 
7.1 Research Summary 
This thesis research uses the self-adjustment of POMDP policies and user clustering 

to enhance the personalized tutoring system. To make the ECA presenting behaviour 

as human-like as feasible, additional functions can be added to the system as 

enhancements, such as emotion detection, lip synchronization, and text-to-speech 

capability customization. 

Using a quantitative experiment, this research first illustrates how the use of RL, in 

the form of Q-Learning, helps to create self-adjusted POMDP policies and to ask the 

right level of questions and provide the right types of hints with self-adjusted NCP 

ranges. The experiments conducted revealed a rise in success rates and an 

enhancement in the system to provide a personalized learning experience. The 

current implementation totally replaces the original ontology used in the earlier 

implementation with the more generic educational ontology. This tutoring ontology 

is effectively designed and implemented in the thesis, allowing the tutoring system 

to communicate with the users in a more natural way of question-answer interaction. 

The self-adjustment of the NCP ranges enables the system to more accurately assess 

the user’s level of understanding and personalize questions accordingly. As a result, 

it helps in building the confidence of the user in learning the subject which in turn 

improves the success rate. 
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7.2 Future Research   
There are several ways in which this work might be expanded, some of which are 

described below: 

• The tutor may be expanded to include more domains. 

• This thesis research extended the quiz style to a question-answer style of 

interaction, but the ontology may be expanded to include a range of 

assessments that also include the summary of the answer. 

• If more research is necessary, it may be determined by conducting another 

usability survey to see whether users believe the system appears natural or 

too robotic. 

• To detect the ECA's emotions using RL techniques. 
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APPENDIX A 

Useful Links 
Below are the links referred to in the thesis research: 

1. Complete dataset 

2. ECA output videos 
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