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Abstract

Power grid communication networks are important systems to detect in-

trusions from an attacker due to them being necessary to maintain critical in-

frastructure. This thesis applies recent advancements in P4 technology to detect

cyberattacks in SCADA systems. In previous work, a list has been compiled of

potential attacks that exploit one of the most common protocols in SCADA sys-

tems, DNP3. Solutions for detecting these attacks can be categorized by the broad

methods that they use. The two methods that are focused on are single-packet

inspection and multiple-packet inspection. For each of these, a specific attack is

chosen and a detection algorithm is developed. These attacks are the length over-

flow attack and the outstation write attack. The detection algorithm for these

attacks can act as an example of the methods that they were chosen for. For one

of these attacks, the outstation write attack, the effectiveness of the algorithm is

evaluated. This is done in a simulated network using a network simulation tool

called Mininet, and a virtual attack scenario is created. When the detection algo-

rithm detects a malicious packet, it is simply dropped. This algorithm is compared

to a simple forwarding program to determine its effectiveness in preventing the at-

tacker’s desired effect on the network. The results show that the attack is effective

at dropping malicious traffic in the network, making the attack unsuccessful.
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1 Introduction

Power grid systems play a vital role in our society’s infrastructure, power-

ing other critical infrastructure systems such as hospitals and water supply that

society uses daily. The effects of a power outage can be catastrophic, causing large

geographic areas to lose power or causing power loss for long periods. Unfortu-

nately, the importance placed on power grid systems can make them a target for

attackers. One example of a targeted attack on a nation’s power grid occurred

in 2015 when a Russian group attacked the Ukrainian power grid and caused a

power outage [1]. One of the potential avenues for an attacker to cause an outage

is through its communication network. An important measure to stop this type

of threat is using an intrusion detection system (IDS) to detect intrusions from

attackers.

This thesis aims to apply advances in P4 technology to create an IDS for

SCADA systems that benefit from the advantages of using P4. Some of the ben-

efits that P4 provides that other solutions do not are line-rate speeds, protocol

independence, and the use of in-network solutions. Work has been done to iden-

tify possible attacks that exploit one of the most commonly used protocols in

SCADA systems, DNP3. Each of these attacks requires a different method to de-

tect them, and these methods can be categorized into broad categories including

single-packet inspection, multiple-packet inspection, communication with the SDN

controller, and timing-based detection. From these categories, this thesis focuses

on single-packet inspection and multiple-packet inspection. To provide a practical

application of these approaches to detection, a specific attack is chosen for each

of the two detection methods and an algorithm for P4 switches is created to de-

tect each of them. The selection of which attacks to develop detection algorithms

for is made by choosing attacks whose detection algorithms are fitting examples

of the methods that the attacks were selected for. For single-packet inspection,
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the length overflow attack has been selected. For multiple-packet inspection, the

outstation write attack has been selected. The algorithm that is developed for

detecting the outstation write attack is evaluated for its effectiveness in preventing

the attacker’s desired effect. This is done by simulating a network in which the

attack is ongoing and measuring if the attacker’s desired effect is present using

a simulator called Mininet. During the experiment, packets that are detected as

malicious are simply dropped. Other possibilities for countermeasures that can be

used to prevent attacks after their detection are discussed but are not the focus of

the work.
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2 Background

Power grid networks use a Supervisory Control and Data Acquisition (SCADA)

system. This is a system designed to collect data gathered by sensor data and ag-

gregate them to a centralized location known as the control center. The data is

collected by field devices located in stations called outstations. The data is then

aggregated in intermediate devices called data aggregators before finally being col-

lected in the control center. The control center is also responsible for sending

commands to the outstations that control their operation.

SCADA systems have some requirements that are more strict than most

networks. They rely on real-time delivery of data to allow the control center to

make decisions quickly. Packet delay should be kept as low as possible. They are

also sensitive to modified data. It is dangerous to allow an attacker to modify

data that is used by the control center to make decisions. It is important to detect

attacks quickly so that attackers have less of an opportunity to send modified data

to the control center.

SCADA systems use special protocols to handle communications such as

data transfer and commands. This thesis focuses on vulnerabilities regarding the

Distributed Network Protocol 3 (DNP3), which is one of the most abundant pro-

tocols found in a SCADA network. DNP3 is used in TCP packets starting at

layer 4. The first layer of DNP3 is the transport layer which states the purpose of

the packet. If the packet contains data, the DNP3 application layer specifies the

purpose and format of the data. DNP3 can send multiple values in a single packet

in the form of objects. Each object has an object header that specifies the object

type.

P4 is a new development in network hardware technology that allows net-

work switches to be programmed and updated dynamically to dictate the flow of

packets in the data plane [2]. P4 switches are designed to work in the context of a
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Figure 2.1: Simplified SCADA topology

Figure 2.2: P4 switches inserted into SCADA topology
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software-defined network (SDN) with a network controller that provides programs

for the switches to install. With the introduction of P4, much work has been done

using it to provide solutions to cybersecurity problems including IDSs.

Programming a switch to scan packets means that packets do not have to

be scanned on a host machine, which typically runs on a CPU or GPU. When a

high amount of traffic is being received by a host, it is possible that the host is not

able to scan every packet with such hardware and must use sampling techniques.

Switches can process packets at line rate speeds, which means that packet scanning

can be done in the network instead.

P4 is protocol independent, which means that it can parse and manipulate

packet data arbitrarily. Traditionally, packet fields could only be manipulated

once vendors create hardware that can parse them. This is advantageous because

lesser-used protocols often have little support from chip vendors, so without P4,

there would be no way to scan fields from lesser-used protocols. This also means

that P4 has the capability of scanning packet payloads rather than just packet

headers. This is important because SDN protocols such as OpenFlow [3] are not

able to access header fields from the DNP3. It is not a common enough protocol

to implement.

The logic of a P4 switch can be dynamically changed during runtime with-

out causing a delay in packet processing. This could allow network operators to

design a system that can change dynamically in the presence of an attack. P4

switches can send information to the SDN controller to allow it to process that

information and update the network with new rules for the switches.

2.1 Related Works

There are existing solutions to IDSs for SCADA networks such as Snort [4]

or Zeek [5]; however, these solutions do not work within the network and create an

extra step for the packets to pass through before their destination. These solutions

can affect the packet delay of packets as each one needs to be scanned by the IDS.
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Another consideration is that software-based IDSs such as these run on general-

purpose hardware. General-purpose hardware is not fast enough to achieve packet

scanning at line-rate speeds.

Work has been done on other detection methods using P4, such create a

2-layer approach in which P4 switches can send information to the SDN controller

for further analysis [6]. This approach uses P4 switches as a first pass for packets

and uses the SDN controller for more complex and time-consuming operations. P4

technology has also been used to implement intrusion detection systems in other

contexts such as Internet of Things networks [7]. For each type of network, there

are different considerations to be made due to the difference in topology, protocols

used, and timing required for the network to operate.
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3 Approach

Using P4, various techniques can be used to detect cyberattacks. Examples

of such methods are single-packet inspection, multiple-packet inspection, communi-

cation with the SDN controller, and timing-based detection. This thesis highlights

two of these methods of detection. To prove that these methods are possible using

P4 in the context of a smart power grid system, a specific attack will be chosen for

each method and the chosen attack for each method will be detected using that

method. The two methods that are focused on are:

• Single-packet inspection – This is accomplished by scanning a packet and

deciding if that individual packet is an attack. This is done with no con-

text collected from other packets in the network and requires a high level of

granularity to scan each packet individually.

• Multiple-packet inspection – This is accomplished by scanning individual

packets in the same way that single-packet inspection does, but it also allows

context gathered from previous packets that have passed through the switch.

This requires that the switch stores information between processing packets

and allows for a lower level of granularity.

Previous work on vulnerabilities in DNP3 has resulted in the compilation

of a list of possible attacks that exploit DNP3. Some attacks include the false data

injection attack [8], outstation application termination [9], fake outstation event

buffer overflow [10], length overflow attack [9], and outstation write attack [9]. The

attacks that are selected come from this list.

The two attacks that are selected are the length overflow attack [9] and the

outstation write attack [9]. The length overflow attack is detected using single-

packet inspection. An outstation write attack is detected using multiple-packet

inspection. The details of these attacks follow.
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Figure 3.1: Length Overflow Attack Visualization

The length overflow attack is achieved by modifying the length field in the

DNP3 length field to be much larger than its true length. This can cause an

overflow in devices that attempt to parse the DNP3 payload and potentially cause

a system crash. This attack is detectable using single-packet inspection. A P4

switch can compare the DNP3 length field to the true length of the packet and

raise an alert if the values are not equal.

An outstation write attack is a form of denial-of-service attack in which

a compromised outstation sends a high volume of write packets to the control

center. The packets can fill the buffer of the control center that is storing the data,

which can cause legitimate write traffic to be dropped. This attack is detectable

using multiple-packet inspection. To detect this attack, a P4 switch must use

context from previous packets, in this case, the arrival times of previous packets,

to determine if the current packet is part of an ongoing attack. If many write

packets pass through the switch in a short time, an alert is raised for this attack.
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Figure 3.2: Outstation Write Attack Visualization

3.1 Length Overflow Attack

To detect a length overflow attack two values, are compared: the DNP3

length field and the true length of the DNP3 payload. Obtaining the DNP3 length

field is done by parsing the DNP3 header using P4 and extracting the third byte

that represents the length field. Two discrepancies prevent this extracted value

from matching the true length of the DNP3 payload in bytes. The first discrepancy

is that the length field only reports the length of the data following the length

field. Because the length field is the third byte, adding three to the value from the

length field corrects this discrepancy. The second discrepancy is that the length

field excludes CRC checksum data. To account for this discrepancy, the CRC bytes

must be added to the header length. In every DNP3 packet, there are two CRC

bytes for the 8 bytes in the data link layer, then there are two more for every 16

bytes in the application layer rounding up to account for the last chunk which may

not have a full 16 bytes. Accounting for both of these discrepancies will result in

a value representing the length of the DNP3 payload in bytes as reported by the
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DNP3 length field.

Obtaining the true length of the DNP3 payload cannot be obtained using

P4 by measuring the length of the packet on the wire. Instead, the DNP3 payload

length can be calculated by taking the total length of the packet and subtracting

the length of the other layers until the DNP3 header length is left. The total length

of the packet is stored in the total length field of the IP header, so the packet starts

at layer 2. To subtract the IP header, the internet header length can be used. This

field represents the length of the IP header in 32-bit words, so the field must be

multiplied by four to obtain the number of bytes to subtract. The TCP header

contains a data offset field that represents the length of the packet, also in 32-bit

words. The TCP header length is subtracted by subtracting four times the value of

this field. The remaining value is the true length of the DNP3 payload. To detect

a length overflow attack, compare this value to the value of the DNP3 payload as

reported by the DNP3 length field. If the values do not match, the packet should

be flagged.

There is one consideration that must be made about calculating the true

DNP3 payload length in this way. If an attacker has the ability to manipulate the

DNP3 length field, then the attacker most likely has the ability to modify the other

fields used to calculate the packet length. If the attacker modifies them the correct

way, a malformed packet could pass this detection check. With a few assumptions

it is possible to circumvent this issue. This work simulates P4 switches in software

and uses the bmv2 framework to run that simulation. Bmv2 gives P4 access to

metadata from packets, which includes the total length of the packet. This can

be used in place of the total length field from the IP header. It would also be

necessary to assume that the length of the IP header and TCP header are both

20 bytes. Using these values, the DNP3 payload length can be calculated in much

the same way. Implementing a P4 program using hardware would use a different

set of metadata, but the length of the packet is likely to be a part of any model’s

metadata.
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Figure 3.3: Detection Algorithm Visualization for N = 3

3.2 Outstation Write Attack

Under normal circumstances, write packets are sent in regular intervals by

an outstation. The interval varies considerably depending on the configuration of

the network ranging from minutes to hours. The amount of time between each

packet is consistent as power grid networks are predictable by nature. In contrast,

during an outstation write attack, there is a high volume of write traffic flooding

the network to deny legitimate write packets from passing through the network.

This large difference in traffic establishes a clear boundary between an attack flow

and a normal data flow.

Because the packets that belong to an outstation write attack are indistin-

guishable from legitimate traffic, context collected from previously seen packets

is required to detect this attack. To determine if the rate of write packets is too

high, the arrival times of write packets are saved in registers to contextualize future

write packets. The program follows an algorithm to determine if too many write

packets have arrived in a small amount of time.

3.2.1 Detection Algorithm

The algorithm uses two parameters that can be tuned based on the needs

of the network operator. These parameters are a time interval T and a threshold

N. The algorithm works by counting the number of packets that have been seen

within a time interval T. If the number of write packets exceeds N, that write

packet and subsequent write packets will be dropped until the end of the interval.
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When an interval expires, packets will be able to pass through again. When the

first packet after an interval expires arrives, the packet’s arrival time becomes the

start of a new interval, and the count is set to one. This algorithm ensures that

traffic is limited to at most N packets per T time.

To store these values, P4 can hold values in registers that retain their stored

value between different packets. The values that I store are the start of the current

time interval and the packet count within that interval for a total of two registers

used. Every write packet causes a write to the count register. The interval start

register is only updated when the first packet arrives after an interval expires.

3.2.2 Multiple Outstations

The structure of a SCADA network makes it very likely that a P4 switch

will be receiving data from several outstations. This means that the algorithm

described must have instances running concurrently for each outstation sending

write packets to it. Instead of two registers being used, two register arrays are

used with each index of the arrays corresponding to the source addresses from

write packets. To map the source address onto a pair of registers from the two

register arrays, CRC16 is used as a hash and the result is truncated to map to

the number of registers that are being used. Running instances of the algorithm

concurrently in this way allows the P4 switch to block the traffic coming from an

attacker while allowing normal traffic coming from the other outstations.
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4 Evaluation

Mininet network simulation tool that allows networks to be simulated with

various topologies specified by the user. The links in these topologies can further

be specified with more properties such as their link limit rates. The P4 solutions

to length overflow attack detection and outstation write attack detection can both

be evaluated in Mininet.

4.1 Attack Scenario

A simple topology where a P4 switch is connected to many outstations is

used to evaluate the outstation write attack detection algorithm. Five hosts are

acting as outstations in this topology that are linked to a P4 switch. A host acting

as the control center is also linked to the same switch. In the attack scenario,

one outstation is considered compromised by an attacker and the other four are

normal. The compromised outstation sends a high volume of traffic filled with write

packets. The other four outstations send a write packet every second. The value

of one second was used to evaluate an extreme case of the detection algorithm.

The time between write packets is normally on the order of minutes or hours, but

Figure 4.1: Attack Scenario Topology Diagram
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detecting the attack with write packets sent every second should be more difficult

than having write packets sent with any amount of time more than one second.

A problem with simulating an outstation write attack is the attack’s re-

liance on real-time data processing. A P4 switch is a piece of specialized hardware

that can perform faster than a CPU or GPU doing the same task. When a P4

switch is simulated on a CPU or GPU, its speed is greatly limited by the device

it is simulated on. This means that during simulation, the switch would be the

bottleneck in the network when in reality, it would never be. To combat this, the

simulation is run with an amount of attack traffic that can be processed by the

simulated P4 switch, which is up to 10 kbps. At this speed, the host acting as the

control center can process all of the incoming data as well, so the link limit rate

of the link between the control center and the P4 switch is artificially lowered to

5 kbps to simulate the control center processing data at a slower rate than the P4

switch.

For this experiment, the parameters N and T were selected and remained

constant throughout the experiment. In the simulation, the normal outstations

were set to send one packet per second. Because the pattern has a fixed interval

and is predictable, the threshold parameter N is fixed to 1 packet. The time interval

is one second, so the parameter T is set to 0.9 seconds. It is slightly lowered from

the time between packets sent to account for some potential variability in the

travel time of each packet. These parameters can be set by the network operator

depending on the specific details for each use case.
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5 Results

The data from the figure was collected by sending normal packets from

normal outstations once per second, varying the higher attack rate from the com-

promised outstation from 0 kbps to 10 kbps. The data was only collected on normal

packets using IP filtering and the value measured was the average time between

when the packet was sent and when it was received. In each test, 240 normal write

packets were received collectively from all four outstations, and the average delay

was calculated from those packets. The test was run on two P4 programs: one

that simply forwards all packets to their destination address and one that runs the

outstation write attack detection algorithm.

The data shows that the average packet delay when using the detection

algorithm does not change when the compromised outstation’s attack rate varies.

This is the expected behavior of the simulation. The detection algorithm is drop-

ping packets from the attacker when the rate is too high, which means that normal

packets do not have to compete with the attacker for resources in the control cen-

ter. The data for the packet delay with basic forwarding shows that there is no

delay until the attack rate is 5 kbps and then quickly increases. The reason the

increase begins at 5 kbps is that the link limit rate of the link between the P4

switch and the control center is artificially set to 5 kbps to simulate processing

time for the control center. The delay times plateau because packets timeout after

40 seconds, so the ones that are received arrive in less than 40 seconds. In a real

scenario, one would expect to see more variation in the de due to the control cen-

ter’s available resources fluctuating. In this simulation, the only packets that were

sent were write packets, but in a real power grid network, many more packets of

different types would be flowing through the network.

The data also shows that when using the detection algorithm, the number

of normal packets that the control center received in a fixed time span remained

15



Figure 5.1: Plot of attack strength versus packet delay

Figure 5.2: Plot of attack strength versus packets received
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unchanged as the attack traffic increased. This is the expected behavior of the

simulation. The detection algorithm is dropping attack traffic which prevents a

denial of service that affects the ability of other outstations to send traffic to the

control center. The number of normal packets received by the control center when

using the basic forwarding algorithm diminishes as the attack traffic increases.

This is caused by normal packets competing with the high traffic. The reason that

there is high variance after the drop is because the result is highly dependent on

the speed of the CPU while the test is running. This shows that the effects of

the attack would have been apparent while using the detection algorithm if the

algorithm was not successful. The values collected are standardized to a proportion

based on the number of packets that are expected during the trial. In this case, the

tests lasted 60 seconds, there are 4 outstations, and the outstations send a packet

1 time per second, so the expected number of packets to arrive is 240 packets.

17



6 Discussion

The success of detecting the length overflow attack and the outstation write

attack highlights P4’s ability to check for attacks in the network and in real-time.

This is something that was not previously possible before P4’s release. Denial of

Service attacks such as the outstation write attack is an especially difficult type

of attack to detect due to malicious traffic being indistinguishable from legitimate

traffic and the very high volume of traffic. The detection of the two specific attacks

can be applied more broadly to other attacks that are detectable using the single-

packet inspection or multiple-packet inspection approach.

The two methods of detection shown in this thesis, single-packet inspection

and multiple-packet inspection, are not the only two ways that P4 can be used to

detect attacks. Because P4 builds on top of the context of an SDN, it is possible

to detect attacks by sending packets to the network controller. This requires a

2-level approach [6]. The P4 switches act as a first pass that can flag packets that

may be deemed as potentially malicious, then the flagged packets are sent by the

switch to the SDN controller to be processed more thoroughly. This approach is

beneficial because, while P4 is fast, it is only capable of simple operations such as

addition, subtraction, bit manipulation, and match-action table lookups. On the

SDN controller, more complex operations could be done such as division, floating

point operations, and even machine learning categorization. The SDN controller

processes packets much more slowly than a P4 switch, so the P4 switch must only

send a small fraction of the traffic that it processes.

The data collected in this thesis is collected from a computer simulation of

a network. Because of this, it is difficult to know if the P4 program that is used

for the tests would be quick enough to run in a real system. The relative speed

difference when running the basic forwarding P4 program and detection algorithm

program are similar. The basic forwarding program is simple and would run fast if

18



replicated on real P4 hardware, so the detection algorithm likely would as well. The

detection algorithm, however, uses register writes which may be more expensive

operations on P4 hardware.
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7 Conclusion

This thesis shows the potential benefits of using P4 technology in a power

grid communication network’s intrusion detection system as well as practical ap-

plications for detecting specific threats that can be extended to cover a variety of

different threats based on the needs of the network. Not only does P4 provide a

much faster solution to detecting attacks that could already be detected, but P4

also opens the door to detecting new types of attacks that other systems could

not such as denial of service attacks. The data shows that after using a sim-

ple mitigation strategy, dropping traffic from the attacker, a P4 program running

an algorithm that detects an outstation write attack, a kind of DoS attack, can

eliminate packet delay caused by the attack.

Installing P4 switches in a smart power grid system would allow it to detect

a much broader range of attacks and to detect attacks more efficiently. It would

also aid in the development of new cyberattack detection algorithms. The P4

language allows for a high amount of versatility when it comes to parsing and

manipulating packet data.
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