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Background:Nursing data consist of observations of patients' conditions and information onnurses' clinical judgment
based on critically ill patients' behavior and physiological signs. Nursing data in electronic health records were
recently emphasized as important predictors of patients' deterioration but have not been systematically reviewed.
Objective:We conducted a systematic review of prediction models using nursing data for clinical outcomes, such as
prolonged hospital stay, readmission, and mortality in intensive care patients, compared to physiological data only.
In addition, the type of nursing data used in prediction model developments was investigated.
Design: A systematic review.
Methods: PubMed, CINAHL, Cochrane CENTRAL, EMBASE, IEEE Xplore Digital Library, Web of Science, and Scopus
were searched. Clinical outcome prediction models using nursing data for intensive care patients were included.
Clinical outcomeswere prolonged hospital stay, readmission, andmortality. Data were extracted from selected stud-
ies such as study design, data source, outcome definition, sample size, predictors, reference test, model development,
model performance, and evaluation. The risk of bias and applicabilitywas assessed using the Predictionmodel Risk of
Bias Assessment Tool checklist. Descriptive summaries were produced based on paired forest plots and summary
receiver operating characteristic curves.
Results:Sixteen studieswere included in the systematic review.Thedata typesofpredictors used inpredictionmodels
were categorized as physiological data, nursing data, and clinical notes. The types of nursing data consisted of nursing
notes, assessments, documentation frequency, andflowsheet comments. The studies usingphysiological data as a ref-
erence test showed higher predictive performance in combined data or nursing data than in physiological data. The
overall risk of bias indicated that most of the included studies have a high risk.
Conclusions: This study was conducted to identify and review the diagnostic accuracy of clinical outcome prediction
using nursing data in intensive care patients.Most of the included studies developedmodels using nursing notes, and
other studies used nursing assessments, documentation frequency, and flowsheet comments. Although the findings
need careful interpretation due to the high risk of bias, the area under the curve scores of nursing data and combined
datawere higher than physiological data alone. It is necessary to establish a strategy in predictionmodeling to utilize
nursing data, clinical notes, and physiological data as predictors, considering the clinical context rather than physio-
logical data alone.
Registration: The protocol for this study is registered with PROSPERO (registration number: CRD42021273319).
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What is already known

• Physiological data is regarded as the strongest predictor in clinical
diagnostic or prognostic models.

• Nursing data combined with physiological data are emphasized in
detecting physiological deterioration in patients.

• Recently, nursing data have been emphasized as important predictors of
deteriorating patient health but have not been systematically reviewed.
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What this paper adds

• The type of nursing data used in predictionmodels, including nurs-
ing notes, assessments, documentation frequency, and flowsheet
comments.

• The prediction models’ performance using nursing and combined
data is relatively higher than solely using physiological data to dis-
criminate clinical outcomes in intensive care patients.

1. Background

In the intensive care unit, consistent supervision using monitoring
devices and timely intervention are crucial for managing the various
clinical conditions among patients (Calvert et al., 2016). Electronicmed-
ical records preserve patients' information generated bymonitors,med-
ical devices, and healthcare providers (De Georgia et al., 2015), and
primarily contain two types of data, namely structured or coded data
and unstructured data, such as free text (Abhyankar et al., 2014). The
vast availability of information stored in electronic medical records
facilitates complex decision-making processes regarding patient man-
agement and enhances the accuracy of patient prognosis and disease
prediction (Calvert et al., 2016; De Georgia et al., 2015; Khadanga
et al., 2019; Rocker et al., 2004). The early detection of clinical condi-
tions can facilitate the implementation of effective interventions to
mitigate deteriorating patient health (Capan et al., 2017; Korach et al.,
2019), such as prolonged intensive care unit stay, readmission, and
mortality.

Electronic medical records show that intensive care patients often
display warning signs hours before the physiological deterioration
(Chan et al., 2010; Jones et al., 2011). Therefore, there is time to identify
high-risk patients in a hospital setting (Jones et al., 2011). The predic-
tion models are intended to detect patients' deterioration based on
predefined criteria using information recorded in electronic medical re-
cords (Jones et al., 2011) and to provide early intervention (Collins et al.,
2015; El-Rashidy et al., 2020). However, severity scoring systems, such
as Acute Physiology and Chronic Health Evaluation, Sequential Organ
FailureAssessment, and SimplifiedAcute Physiology Score, using abnor-
mal vital signs, physiologic variables, and laboratory results do not
always reflect patient condition due to the varying optimal criteria
influenced by their context (Jeddah et al., 2021; Jeong, 2018; Jones
et al., 2011; Marafino et al., 2018).

Nursing data comprise observations and information on nurses' clin-
ical judgment through the interpretation of patients' behavior and
physiological signs (Kang et al., 2020; Odell et al., 2009; Yu et al.,
2020). Therefore, nurses documentmore frequentlywhen they are con-
cerned about the patient's condition (Collins et al., 2013; Collins and
Vawdrey, 2012). Previous studies have indicated that increased free-
text comments about vital signs, additional measurements of vital
signs, withheldmedications, and as-neededmedication administrations
were associated with patient mortality and cardiac arrest (Collins et al.,
2013; Collins and Vawdrey, 2012; Schnock et al., 2021). These optional
documentation features in nursing data with in-depth contextual infor-
mation may reflect a nurse's concern about patients' deterioration
(Collins et al., 2013; Kang et al., 2020) and predict the risk of future
occurrence of certain events (Collins et al., 2015).

A highly accurate prognosis prediction model developed advanced
machine learning approaches using feature-rich data in electronic med-
ical records (Churpek et al., 2016; Wellner et al., 2017). In addition, ac-
curacy in clinical prognosis predictions can improve by analyzing all
data types, such as structured, unstructured, and images available in
electronic medical records (Marafino et al., 2018). Moreover, several
prediction models using nursing data demonstrated an increased accu-
racy compared to the sole use of physiological data in electronicmedical
records (Douw et al., 2015; Huang et al., 2021).
Although recent studies have emphasized the use of nursing data in
determining patient deterioration and developing prediction models
(Huang et al., 2021; Korach et al., 2020; Tran and Lee, 2018), the find-
ings have not been systematically reviewed. Therefore, this study con-
ducted a systematic review on prediction models using nursing data
of clinical outcomes, such as prolonged intensive care unit stay, read-
mission, and mortality in intensive care patients, compared to solely
using physiological data. In addition, the type of nursing data used in
prediction model developments was investigated.

2. Materials and methods

Theprotocol for this studywas registeredwith PROSPERO(registration
number: CRD42021273319).

2.1. Eligibility criteria

The eligible studies were searched to evaluate the diagnostic accu-
racy of predicting clinical outcomes of intensive care patients using
nursing data compared to physiological data. Thus, all studies that
used nursing data to predict clinical outcomes in intensive care patients
using machine learning techniques were included. Additionally, all
studies that performed development or validation with retrospective
or prospective study designswere included. The recommended Popula-
tion, Index test, Reference test, and Diagnosis of interest (PIRD) struc-
ture (Campbell et al., 2015) was used to describe the eligibility criteria
as follows: (1) Population was intensive care patients; (2) index test
was based on predictionmodels usingnursing data. The nursingdata in-
cluded both actual andmodified values of nursing notes (free text type)
and nursing assessments (structured or semi-structured type) written
by nurses; (3) reference test refers to prediction models using data re-
lated to physiological indicators such as patients' vital signs and labora-
tory test results; and (4) diagnoses of interest were clinical outcomes
including prolonged intensive care unit stay, readmission, and mortal-
ity. These outcomes included values of sensitivity and specificity.

2.2. Information sources and search strategy

A systematic literature search was conducted from the inception date
of databases to November 17, 2021, using seven electronic databases,
including PubMed, CINAHL, Cochrane CENTRAL, EMBASE, IEEEXploreDig-
ital Library, Web of Science, and Scopus, with no publication date limita-
tion. Search terms were developed from a combination of medical
subject headings (MeSH) terms, keywords, and Boolean operators in
consultation with a professional medical librarian (Supplement 1).
The following keyword combinations were used: (1) (Patients
[Mesh] OR patient*) AND (“Intensive Care Units”[Mesh] OR “inten-
sive care” OR “critical care”); (2) (nursing AND (unstructured OR
narrative OR “free-text”)) OR “Nursing Records”[Mesh] OR “nursing
record*” OR “Nursing Assessment”[Mesh] OR “nursing assessment”
OR “nursing note*”; (3) “ROC Curve”[Mesh] OR ROC OR “Sensitivity
and Specificity”[Mesh] OR (Sensitivity AND Specificity) OR “predic-
tion model*” OR “Machine Learning”[Mesh] OR “machine learning”;
and (4) “Treatment Outcome”[Mesh] OR “Clinical outcome*” OR
“Clinical Deterioration”[Mesh] OR deterioration* OR “Patient
Readmission”[Mesh] OR readmission OR “Length of Stay”[Mesh]
OR “length of stay” OR “Mortality”[Mesh] OR mortality OR
“Death”[Mesh] OR death.

2.3. Study selection

The studies were screened independently by the two authors (M.K.
and S.P.) based on the title and abstract for eligibility after discarding
duplicated studies. Upon excluding studies based on the inclusion and
exclusion criteria, full texts were reviewed. Furthermore, the reference
lists of all eligible studies were screened to identify additional relevant
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studies. When required, disagreements regarding decisions were
resolved by three authors (M.K., S.P., and M.C.) through discussion.

The inclusion criteria for the studieswere as follows: (1) included in-
tensive care patients; (2) conducted the development studies usingma-
chine learning techniques to predict clinical outcomes; and (3) included
prolonged intensive care unit stay, readmission, or mortality for clinical
outcomes. The exclusion criteria were as follows: (1) not using nursing
data as predictors for prediction models; (2) not adequately describing
the statistical methods of themodel building process; (3) not published
in English; and (4) review article or poster abstract.

2.4. Data extraction

The data extraction from the included studies was performed inde-
pendently by the authors. The datasheet form was based on the critical
appraisal and data extraction for systematic reviews of prediction
modeling studies (CHARMS) checklist (Moons et al., 2014). Specifically,
it contained fields for study design, source of data, outcome definition
(outcome and follow-up duration), sample size (number of samples
and number of events), predictors (type of data, type of nursing data,
and timing of predictor measurement), reference test, model develop-
ment (best machine learning technique), model performance (best dis-
crimination and calibration), and model evaluation (validation).

In model performance, both discrimination and calibration proper-
ties of themodels should be reported regardless of themachine learning
techniques (Moons et al., 2014). Discrimination refers to how well a
prediction model can discriminate those with the outcome from those
without, and calibration refers to how well outcomes are predicted
compared to the observed outcomes (Steyerberg, 2019). The discrimi-
nation results were categorized as nursing, physiological, and combined
data based on predictor type. Physiological data refers to vital signs, lab-
oratory test results, and calculated scores based on physiological infor-
mation. Nursing data written by nurses include nursing assessment
records and nursing notes. Combined data consists of physiological
data, nursing data, or clinical notes recorded by nurses, physicians,
and therapists.

Model evaluation is the method related to the models' predictive
performance testing regarding internal and external validation, and
the methods of internal validation use resampling methods, such as
bootstrap, jack-knife, or cross-validation, to reduce overfitting (Moons
et al., 2014).

2.5. Risk of bias and applicability

The risk of bias and clinical applicability for each included study was
assessed with the Prediction model Risk Of Bias ASsessment Tool
(PROBAST) checklist (Wolff et al., 2019). The authors (M.K. and S.P.) in-
dependently assessed the presence of bias and concerns regarding the
applicability of the included studies. This checklist comprises 20 signal-
ing questions in four key domains (participants, predictors, outcomes,
and analysis) to assess the risk of bias. Additionally, the applicability
was assessed across three domains (participants, predictors, and out-
come), aligning with the review questions (Wolff et al., 2019). The
risk of bias and applicability was judged as low, high, or unclear. The
other author (M.C.) resolved disagreements regarding decisions
through discussion, until consensus was reached.

2.6. Data synthesis and statistical analysis

Data analyses were performed using Review Manager 5.4. Paired
forest plots and summary receiver operating characteristic curves
were used to graphically represent data synthesis (Campbell et al.,
2015). Forest plots with 95% confidence intervals were created to
determine the sensitivity and specificity of each study based on the
true positive, false positive, false negative, and true negative. The I2 sta-
tistic is not recommended in systematic reviews of diagnostic test
accuracy as they do not account for the influence of differing threshold
effects (Campbell et al., 2015; Macaskill et al., 2022). Therefore, paired
forest plots and summary receiver operating characteristic curves
were plotted to observe the visual assessment of variation between
studies. When original research did not provide these values (i.e., two-
by-two table), they were calculated using the reported values such as
sensitivity, specificity, accuracy, precision, recall, sample size, and the
number of events. The studies that could not be calculated using these
data were excluded from the graphical representation.

This study was originally planned to conduct a meta-analysis based
on the bivariate random-effects approach (Reitsma et al., 2005) to esti-
mate the pooled results. However, due to the high heterogeneity among
studies and the limited number of studies, a meta-analysis was not con-
ducted. Instead, descriptive summaries and graphical representations
were produced for the main outcomes.

3. Results

3.1. Study selection

Fig. 1 shows the comprehensive searching process and the results
obtained through the search strategy in a PRISMA 2020 flow diagram.

In total, 699 recordswere retrieved from the initial electronic search.
A total of 659 records remained after the removal of duplicates. After
evaluating titles and abstracts, 611 studies were excluded by the au-
thors. Furthermore, two records were included from a manual search
using citations. Thereafter, a total of 50 full-text reviews were indepen-
dently conducted by the authors, fromwhich 34 studies were excluded
based on the criteria. Reasons for exclusion were as follows: not a pre-
diction model, not intensive care unit patients, not including clinical
outcomes (prolonged hospital stay, readmission, and mortality), and
not including nursing data as predictors. Thus, a total of 16 studies sat-
isfied the eligibility criteria and were selected for the final review.

3.2. Study characteristics

Table 1 presents the characteristics of the included studies in alpha-
betical order. Themajority of the included studies developed prediction
models based on a retrospective study design. However, one study
(Rojas et al., 2018) developed the prediction model using a prospective
study design and validated the model by using retrospective data. The
Medical Information Mart for Intensive Care database was used as a
data source for most of the included studies, except for one study (Fu
et al., 2021). The outcomes of interest were prolonged hospital stay
(Huang et al., 2021; Weissman et al., 2018), readmission (Rojas et al.,
2018), and mortality. Regarding the studies for mortality prediction,
three studies (Ghassemi et al., 2014; Jo et al., 2015; Kumar et al.,
2021) evaluated mortality by classifying multiple follow-up periods.
Only three studies screened composite outcomes (Fu et al., 2021;
Huang et al., 2021; Weissman et al., 2018), while most of the studies
measured single outcomes, including readmission or mortality.

Table 2 summarizes the included studies. The data types of the
predictors were physiological data, nursing data, and clinical notes re-
corded by nurses, physicians, and therapists. The nursing data types
comprised nursing notes, nursing assessments, nursing documentation
frequency, and flowsheet comments. The majority of the studies used
nursing notes as predictors, while two studies used documentation fre-
quency, flowsheet comments (Fu et al., 2021), and nursing assessments,
such as Braden scale scores, Morse scores, abdominal physical exams,
and cardiac rhythm assessments (Rojas et al., 2018).

For each study, logistic regression was the highest performing
machine-learning technique, followed by gradient boosting machine
and support vectormachine. The best discrimination value of developed
modelswas reported as area under the curve score or accuracy. The data
types in the results were categorized as physiological data, nursing data,
and clinical notes. Furthermore, combined datawere grouped according
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Studies included in review
(n = 16)

Fig. 1. PRISMA flowchart of study inclusion and exclusions.
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to the data source used: (1) Combined data A included nursing data and
physiological data; (2) combined data B included nursing data and clin-
ical notes; and (3) combined data C included nursing data, physiological
data, and clinical notes. The scoreswith thebest area under the curve for
physiological data, nursing data, and combined data were 0.901, 0.926,
and 0.922, respectively.

The studies using physiological data as a reference test (Ghassemi
et al., 2014; Hashir and Sawhney, 2020; Lehman et al., 2012;
Marafino et al., 2015; Marafino et al., 2018) showed higher predic-
tive performance in combined data or nursing data than in physio-
logical data.

Only four studies (De Silva et al., 2021; Marafino et al., 2015;
Marafino et al., 2018; Weissman et al., 2018) reported whether calibra-
tion was performed and was reported as calibration plots, Hosmer–
Lemeshow test, and confusion matrix. All studies conducted internal
validation using K-fold validation,while bootstrapwas additionally per-
formed for one study (Marafino et al., 2018). External validation was
only performed in one study (Rojas et al., 2018).

3.3. Graphical representation

Nine of the 16 studies were included in the graphical presentation.
The remaining seven were excluded due to insufficient data. Fig. 2
displays paired forest plots of the sensitivity and specificity for each
predictor type: physiological, nursing, and combined data.
Only two studies evaluated physiological data, and its sensitivity
varied from 64% to 100%, and the specificity varied from 11% to 67%.
In nursing data (five studies), the sensitivity varied from 45% to 86%
and the specificity from 70% to 91%. The observed heterogeneity was
high. In four studies, data source and type of nursing data used, were
the Medical Information Mart for Intensive Care database and nursing
notes (sensitivity 63%–86%, specificity 70%–91%). One study used nurs-
ing documentation frequency andflowsheet comments (Fu et al., 2021).
The clinical outcomes of the three studies were mortality (sensitivity
72%–86%, specificity 70%–91%), and the two studies were composite
outcomes of mortality and prolonged intensive care unit stay or cardiac
arrest (sensitivity 45%–63%, specificity 77%–87%; Fu et al., 2021; Huang
et al., 2021).

Regarding combined data, the sensitivity estimates ranged from 28%
to 95% (combined data A, 28%–79%; combined data B, 66%–94%; com-
bined data C, 92%–95%). In addition, the specificity estimates ranged
from 40% to 95% (combined data A, 72%–95%; combined data B, 40%–
89%; combined data C, 56%–88%). Due to the heterogeneity among
these studies being high, the pooled values were not produced. The het-
erogeneity was explored by outcomes and type of nursing data. In com-
bined data A, two studies used nursing notes (sensitivity 76%–79%,
specificity 72%–84%), and one used nursing assessments (Rojas et al.,
2018). Regarding the outcomes in combined data B, two studies in-
cluded mortality (sensitivity 86%–87%, specificity 79%–89%; De Silva
et al., 2021; Ghassemi et al., 2014), and two studies included composite

Image of Fig. 1


Table 1
Study characteristics of the included studies (N = 16).

Author (year) Study design Source of data (period) Outcomes Follow-up duration Sample size
(events)

Unit

De Silva et al.
(2021)

Retrospective MIMIC-III (2001–2012) 1-year mortality 365 days 1841 (619); 5942
(2275)

Documents

Fu et al. (2021) Retrospective Intensive care units in the
northeast region of the US
(2016–2019)

Mortality, cardiac arrest, or rapid
response team calls

Intensive care unit stays 6720 (161) Admissions

Ghassemi et al.
(2014)

Retrospective MIMIC-II (2001–2008) In-hospital and 30-/365-day
mortality

In-hospital, 30-, 365-day 19,308 (not reported) Patients

Hashir and
Sawhney
(2020)

Retrospective MIMIC-III (2001–2015) Mortality Hospital stays 38,597 (4439) Patients

Huang et al.
(2021)

Retrospective MIMIC-III (2008–2012) Intensive care unit stay ≥ 7 days
or mortality

2–7 days during intensive
care unit stay

6521 (2341) Admissions

Jo et al. (2015) Retrospective MIMIC-II (2001–2008) 1/7/30/180/365-day mortality 1-, 7-, 30-, 180-, 365-day 8808 (not reported) Patients
Khine et al.
(2019)

Retrospective MIMIC-III (2001–2012) 30-day mortality 30 days 483,485 (145,046) Samples

Kumar et al.
(2021)

Retrospective MIMIC-III (2001–2012) 7/30/180/365-day mortality 7-, 30-, 180-, 365-day 2346
(258/736/253/653)

Patients

Lehman et al.
(2012)

Retrospective MIMIC-II (2001–2008) In-hospital mortality Hospital stays 14,739 (2154) Patients

Marafino et al.
(2015)

Retrospective MIMIC-II (2001–2008) In-hospital mortality Intensive care unit stays 25,826 (2099) Patients

Marafino et al.
(2018)

Retrospective 20 intensive care units at 3
hospitals (2001–2017)

In-hospital mortality Hospital stays 101,196 (10,505) Patients

Rojas et al. (2018) Development:
prospective
Validation:
retrospective

Development: University of
Chicago Medical Center
(2008–2016)
Validation: MIMIC-III
(2001–2012)

Unplanned readmission Any time after intensive care
unit discharge

Development: 24,885
(2834)
Validation: 42,303
(3458)

Admissions

Tran and Lee
(2018)

Retrospective MIMIC-III (2001–2012) 30-day mortality 30 days 27,477 (3097) Patients

Waudby-Smith
et al. (2018)

Retrospective MIMIC-III (2001–2012) 30-day mortality 30 days 27,477 (3029) Patients

Weissman et al.
(2018)

Retrospective MIMIC-III (2001–2012) Intensive care unit stay ≥ 7 days
or mortality

2–7 days during intensive
care unit stay

25,947 (5054) Admissions

Zalewski et al.
(2017)

Retrospective MIMIC-II (2001–2008) In-hospital mortality Hospital stays 17,274 (not reported) Patients

Abbreviation: MIMIC, Medical Information Mart for Intensive Care.

M. Kim, S. Park, C. Kim et al. / International Journal of Nursing Studies 138 (2023) 104411 5
outcomes (sensitivity 66%–94%, specificity 40%–79%; Huang et al., 2021;
Weissman et al., 2018).

Fig. 3 presents the summary receiver operating characteristic curves
using a single point (sensitivity and specificity) according to predictor
data types. In nursing data and combined data A, the scattered points
showed more variability in estimated sensitivity than specificity across
studies. Combined data B and C's plots showed more variability in esti-
mated specificity than sensitivity across studies.

3.4. Risk of bias and applicability of studies

The PROBAST checklist was used for the quality evaluation regarding
the risk of bias and applicability concerns of the included studies
(Supplement 2). The overall risk of bias was high among most of the
included studies. Meanwhile, most of the studies demonstrated low
concern regarding applicability, except for three studies (De Silva
et al., 2021; Jo et al., 2015; Kumar et al., 2021) which showed unclear
concern.

4. Discussion

4.1. Summary of evidence

This study was conducted to identify and review the diagnostic
accuracy of clinical outcome prediction models using nursing data
in intensive care patients. This study focused on comparing predic-
tion models using nursing data with prediction models using other
data types. In addition, the types of nursing data used in prediction
models were investigated. A total of 16 studies identified clinical
outcome prediction models using nursing data in intensive care pa-
tients. The prediction models from the included studies were devel-
oped and validated within the last ten years. Recent advances in
machine learning techniques have increased the availability of free
text data used in prediction models to enhance model accuracy
(Marafino et al., 2018), while several studies focused on modeling
various unstructured text data.

Nursing assessments combined with vital signs and laboratory
test results in electronic medical records are emphasized in detecting
the physiological deterioration among patients in a hospital setting
(Capan et al., 2017; Dykes et al., 2009). However, the use of nursing as-
sessments has been used less in predicting clinical outcomes, despite
their clinical importance. Most of the studies included in this study
developed models using nursing notes to capture the important fea-
tures. The remaining studies used nursing assessments, documentation
frequency, and flowsheet comments (Fu et al., 2021; Rojas et al., 2018).
Additionally, it is necessary to utilize various predictors that reflect the
clinical context among the vast amount of nursing data that reflect pa-
tients' conditions.

The studies using physiological data as a reference test showed
higher predictive performance in combined data or nursing data than
in physiological data only. The scores with the best area under the
curve were estimated to range from 72% to 93% (physiological data,
72%–90%; nursing data, 72%–93%; combined data, 76%–92%). In addi-
tion, the estimated sensitivity and specificity varied, based on data
type. However, this evidence was weak due to the high risk of bias in
the included studies.



Table 2
Summary of the included studies.

Author (year) Type of data Type of nursing data Timing of
predictor
measurement

Reference
test

Best
machine-learning
technique

Best discrimination (area
under the curve scores)

Calibration Validation

De Silva et al.
(2021)

Nursing data,
clinical notes

Nursing notes Intensive
care unit
admission
period

– Logistic
regression

Nursing data: 0.893
Combined data Bb: 0.922

Confusion matrix K-fold
validation

Fu et al. (2021) Nursing data Nursing documentation
frequency, flowsheet
comments

From 12 to
36 h prior to
discharge

– Logistic
regression

Nursing data: 0.718 – K-fold
validation

Ghassemi et al.
(2014)

Physiological
data, nursing
data, clinical
notes

Nursing notes Within 24 h
after
admission

Physiological
data

Support vector
machine

Physiological data: 0.901
(in-hospital), 0.745
(30-day), 0.901
(365-day)
Combined data Bb: 0.944
(in-hospital), 0.783
(30-day), 0.901
(365-day)
Combined data Cb: 0.776
(in-hospital), 0.755
(30-day), 0.813
(365-day)

– K-fold
validation

Hashir and
Sawhney
(2020)

Physiological
data, nursing
data, clinical
notes

Nursing notes Within 48 h
after
admission

Physiological
data

Neural networks Physiological data: 0.877
Combined data Bb: 0.888
Combined data Cb: 0.902

– K-fold
validation

Huang et al.
(2021)

Nursing data,
clinical
notesa

Nursing notes Within 48 h
after
admission

– Gradient boosting
machine

Nursing data: 0.826
Combined data Bb: 0.839

– K-fold
validation

Jo et al. (2015) Nursing data Nursing notes Reference
time within a
given time
frame

– Support vector
machine

Nursing data: 0.733
(1-day), 0.778 (7-day),
0.782 (30-day), 0.788
(180-day), 0.790
(365-day)

– K-fold
validation

Khine et al.
(2019)

Physiological
data, nursing
data

Nursing notes Intensive
care unit
admission
period

– Neural networks Physiological data: 72%c

Nursing data: 78%c

Combined data Ab: 82%c

– K-fold
validation

Kumar et al.
(2021)

Nursing data Nursing notes Intensive
care unit
admission
period

– Extreme gradient
boost

Nursing data: 0.899
(7-day), 0.926 (30-day),
0.678 (180-day), 0.607
(365-day)

– K-fold
validation

Lehman et al.
(2012)

Physiological
data, nursing
data

Nursing notes Within 24 h
after
admission

Physiological
data

Logistic
regression

Physiological data: 0.72
Nursing data: 0.78
Combined data Ab: 0.82

– K-fold
validation

Marafino et al.
(2015)

Physiological
data, nursing
data

Nursing notes Within 24 h
after
admission

Physiological
data

Logistic
regression

Physiological data: 0.791
Combined data Ab: 0.889

Hosmer–Lemeshow
test

K-fold
validation

Marafino et al.
(2018)

Physiological
data, nursing
data, clinical
notes

Nursing notes Within 24 h
after
admission

Physiological
data

Logistic
regression

Physiological data: 0.831
Combined data Cb: 0.922

Calibration plot,
Hosmer–Lemeshow
test

K-fold
validation,
bootstrap

Rojas et al.
(2018)

Physiological
data, nursing
data

Nursing assessments:
Braden scale score, Morse
score, abdominal physical
exam, cardiac rhythm

Intensive
care unit
admission
period

– Gradient boosting
machine

Combined data Ab: 0.76 – K-fold
validation,
external
validation

Tran and Lee
(2018)

Physiological
data, nursing
data

Nursing notes Intensive
care unit
admission
period

– Random forest Combined data Ab: 0.827 – K-fold
validation

Waudby-Smith
et al. (2018)

Physiological
data, nursing
data

Nursing notes Intensive
care unit
admission
period

– Logistic
regression

Nursing data: 0.809
Combined data Ab: 0.819

– K-fold
validation

Weissman
et al. (2018)

Physiological
data, nursing
data, clinical
notes

Nursing notes Within 48 h
after
admission

– Gradient boosting
machine

Combined data Bb: 0.83
Combined data Cb: 0.89

Calibration plot K-fold
validation

Zalewski et al.
(2017)

Physiological
data, nursing
data

Nursing notes Within 24 h
after
admission

– Logistic
regression

Combined data Ab: 0.80 K-fold
validation

a Clinical notes are defined as those written by physicians and other clinicians.
b Combined data A includes nursing data and physiological data, B includes nursing data and clinical notes, and C includes nursing data, physiological data, and clinical notes.
c Accuracy.
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Fig. 2. Paired forest plot of the sensitivity and specificity.
†Combined data A includes nursing data and physiological data, B includes nursing data and clinical notes, and C includes nursing data, physiological data, and clinical notes.
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In systematic review of diagnostic test accuracy, heterogeneity
between studies is common and presumed to exist (Campbell et al.,
2015; Macaskill et al., 2022). In this study, heterogeneity was ob-
served by graphical assessment through paired forest plots and re-
ceiver operating characteristic curves. The cause of heterogeneity
might be explored by data source, outcomes, and type of nursing
data. Subgroup analysis based on the data source, outcomes, and
nursing data type was not conducted to investigate heterogeneity
because of the limited number of studies included in each data
type. Further studies are required to identify covariates affecting
this heterogeneity.

Nursing data reflect the subjective and objective decision-making
among nurses as well as care plans for patients' conditions (Capan
et al., 2017). In contrast, clinical notes written by physicians and thera-
pists are more likely to include objective information based on physio-
logical data, laboratory test results, and radiological images. A previous
study investigated the development of prediction models for mortality
in the surgical intensive care unit using physician documentation and
severity of illness scores. The study found that the area under the
curve scores of developed models using physician notes, the severity
of illness scores, and severity of illness scores with physician notes
were 0.84, 0.86, and 0.88, respectively (Parreco et al., 2018). These re-
sults suggest that the combined physician notes and severity scores im-
proved performance in predicting mortality as opposed to the sole use
of physician notes or severity of illness scores. This study showed that
the combination of nursing data and clinical notes or physiological
data demonstrated better predictive performance than physiological
data alone. In prediction models, using nursing data and clinical notes
including richer information than structured data (Waudby-Smith
et al., 2018) as predictors increases the predictive power usingmachine
learning techniques.
4.2. Limitations

There were several limitations in this systematic review. First,
most of the included studies developed models using a widespread
Medical Information Mart for Intensive Care database that is accessi-
ble to the public. As a result, it was limited in analyzing various types
of nursing data in other clinical settings. Second, despite comprehen-
sively searching the literature using search terms, it is possible that
we may miss on our search when authors did not mention terms,
such as nursing records, nursing data, nursing assessments, or
nurses. Thus, researchers ought to clearly articulate the types of
data as nursing, nursing documents, and nursing assessments when
they use nursing data in their studies. Finally, the original studies in-
cluded in this review poorly reported participants, predictors, out-
comes, and analysis. This results in the risk of bias being assessed
as high or unclear. Therefore, to ensure clear and accurate reporting
in future research on prediction models, reporting guidelines should
be followed (Collins et al., 2015).
5. Conclusions

The results of the systematic review demonstrate that prediction
models using nursing data and combined data demonstrate an in-
creased likelihood of clinical outcome prediction in intensive care
patients compared to the sole use of physiological data. Furthermore,
nursing data such as nursing assessment, nursing notes, and docu-
mentation frequency that reflect patient health concerns among
nurses can be applied to various types of prediction models. It is nec-
essary to establish a strategy to utilize nursing data, other clinical
notes, and physiological data as predictors considering clinical

Image of Fig. 2


Fig. 3. Summary of receiver operating characteristic curves for diagnostic test accuracy.
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context rather than physiological data alone. Future studies are
needed to apply nursing data used in various clinical settings as pre-
dictors in the development of predictionmodels and evaluating their
predictive performance.
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