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Abstract

Model-based systems engineering (MBSE) is part of a long-term trend toward model-centric

approaches adopted by many engineering disciplines. This work establishes the need for an MBSE

approach by reviewing the importance, complexity, and vulnerability of the U.S. chemical supply

chains. The origins, work processes, modeling approaches, and supporting tools of the systems

engineering discipline (SE) are discussed, along with the limitations of the current Process Systems

Engineering (PSE) framework. The case is made for MBSE as a more generalizable and robust

approach. Systems modeling strategies for MBSE are introduced, as well as a novel MBSE method

that supports the automation tailored and extended to support the analysis of chemical supply

chains. This work demonstrate the potential of MBSE approaches in chemical manufacturing

by presenting two cases studies involving two different Active Pharmaceutical Ingredients (API),

Atropine and Albuterol. The conclusion offers a prospectus on developmental opportunities for

extracting greater benefit from MBSE in the design and management of chemical supply chains.

Keywords: Model-Based Systems Engineering, Chemical Manufacturing, Supply Chain Re-

siliency, SysML, Metamodel, Ontology
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Introduction

Systems engineering (SE) as a discipline revolves around the design, analysis, and management

of systems. As an engineering discipline, SE utilizes quantitative models, numerical methods, and

statistical analyses. These tools allow systems engineers to optimize system performance and make

data-driven decisions to ensure the system meets the needs and requirements of the stakeholders.

The dimensions of these needs and requirements are diverse and circumspect, accommodating man-

ufacturing, logistics, regulatory, legal, financial, geographic, and political requirements, and higher

order analyses. More often than not, requirements are in conflict with each other. Therefore, en-

gineers must make precise trade-offs to achieve the most favorable outcome. Ultimately, the goal

of systems engineering as a discipline is to create a system that is reliable, efficient, and easy to

maintain through the use of quantitative analysis and modeling techniques. When discussing SE

approaches - without focusing on the usage of ”models” (which are further discussed in subsec-

tion Systems Architecture) - we are typically referring to the document-based systems engineering

(DBSE) approach. Traditionally, DBSE has been the default SE method, both in academia1 and

in industry2. It is mainly because DBSE and its tools are intuitive, easy to implement3, and most

notably, DBSE is evidently still a powerful method as it is practiced in almost every engineering-

related industry, with the chemical industry as one of the few exceptions .

Process Systems Engineering (PSE) is a multidisciplinary field that was built on the SE disci-

pline4 and deals with the design, optimization, control, and management of chemical systems. The

use of a model, and the model-based approach has become the standard practice in PSE4. Models

in PSE research involves the design, optimization, analysis, control of PSE systems to ensure that

PSE process operates safely and efficiently. However, PSE is still lacking in its ability to integrate

and manage models and modeling tools that are used throughout the manufacturing lifecycle.

Model-based systems engineering is an SE approach that, similar to PSE, focuses on using
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models to represent the systems’ components and its behaviors, while facilitating communications

and collaborations among stakeholders by using the systems model as the single source of truth.

MBSE is expected to supplant the document-centric approach that has been practiced by systems

engineers in the past by underpinning SE with a more rigorous mathematical foundation through the

use of models, languages, and most importantly, systems architecture to provide a means to ensure

consistency in model architecture, integration of simulations into design, maintain requirement

traceability, and develop standardized artifacts which are both visually intuitive and machine-

readable5. By leveraging transdisciplinary models to create rigorous, mathematical descriptions of

the system of interest, MBSE provides multi-dimensional predictive capabilities, rigorous change

management, and design evolution.

There are several objectives to this review. The first objective is to establish the need for

MBSE in the design and implementation of resilient manufacturing supply chains by reviewing the

importance, vulnerability, and complexity of U.S. chemical supply chains. The second objective is

to substantiate that claim by reviewing the pedigree of contemporary SE work processes, modeling

approaches, and supporting software tools and to provide an example of how these capabilities

were applied to explicate the manufacturing supply chain of API. The third objective is to identify

strategic research opportunities in the application of MBSE to advance the design of more resilient

supply chains. Although the example provided in this thesis focuses on the manufacturing of

pharmaceutical products, specifically APIs, this approach can be applied to chemical, materials,

and other manufactured products more generally.

Chapter 1: U.S. Chemical Industry

The U.S. chemical industry is a world leader, with more than $200 billion in announced invest-

ment since 2010, supporting a vast domestic supply chain6. After decades of decline in domestic
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manufacturing, the U.S. chemical industry is investing in domestic manufacturing due to the in-

creased domestic production of oil and natural gas. This industry converts various raw materials

into more than 70,000 diverse products that are essential to modern life. Several hundred thousand

U.S. chemical facilities use, manufacture, store, or transport chemicals along a complex, global

supply chain7. Facilities range from petrochemical manufacturers to chemical distributors. With

$553 billion in shipments, the United States is the second-largest chemical producing nation after

China6. End customers include critical infrastructure facilities in several other sectors, which makes

the uninterrupted production and transportation of chemicals essential for national and economic

security.

Supply Chain Complexity

The lifecycle of a system, natural or artificial, describes the evolution of the system from con-

ception to retirement8. Figure 1A, reprinted from Marquardt et al.9, describes a typical life cycle

of a chemical product in an enterprise. For example, consider the oil and gas industry. In their

”Perspective”, Tavallali et al. describe the process of planning and development of oil fields10:

an oil and gas project starts with the exploration and appraisal of hydrocarbon sources. Seismic

studies are conducted to identify potential location and confirm the drillability (prospects) of hy-

drocarbon reservoirs. If oil is discovered at a prospect, ”permeability, pressures, temperatures,

fluids, and hydrocarbon saturation” data are collected for further testing. In addition, the data

analysis focuses on well-understood geological properties specific to hydrocarbon such as fluid con-

tacts and faulting. Construction of infrastructures and facilities on the approved oil fields are based

on the analysis found during the appraisal process. Once the construction finishes, oil production

starts and continues until the reserves are empty. Facilities are removed and the site is restored

to its original conditions. Overall, the entire lifecycle from exploration to retirement can take up
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to 52 years. A significant part of this lifecycle is on the exploration and appraisal of potential

reservoirs. This is because the geophysical and petrophysical data gathered lay the foundation for

the infrastructure, production and even retirement of the oil field10. Therefore, computational and

simulation toolboxes are instrumental in the development of oil fields. Tavallali et al. explore math-

ematical algorithms and simulation software than were developed to optimize various aspects of oil

field design and operation10. Marquardt et al. developed Figure 1A as a framework to organize

these tools along the lifecycle of a chemical process.

Tavallali et al. demonstrated the complexity and commitment involved throughout the lifecycle

of an oil field. We can also observe similar lifecycles (Figure 1A) throughout the chemical industry12.

Furthermore, the inputs in the ”chemical lifecycle” of one market sector is dependent on the output

of another sector’s. This interdependencies between industries form the chemical supply chain

network presented in the right hand side of Figure 1. Figure 1B, adopted from the American

Chemistry Council6, provides a ”bird’s-eye view” of the chemical supply chain. Materials extracted

from deposits of natural resources are processed to become organic and inorganic raw materials.

These raw materials are transformed, in large quantities, into chemical building blocks that are

required for more complex chemical transformations. These commodity chemicals are synthesized

into more high-value, often proprietary, molecules that are required to make the final chemical

product. Examples of chemical intermediates are specialty chemicals that are sold based on their

performance6. These intermediates can either be further formulated to become finals products

or considered in and of themselves the final products. In both cases, the outputs are placed on

the market as manufactured goods, consumer products or exports. For example, the chemical

lifecycle starts from the extraction of hydrocarbons from natural resources. These large molecules

are further broken down into smaller, more useful molecules, such as benzene and toluene. Large

amount of these commodities chemicals are converted into important stable intermediates, which are
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Figure 1: From Chemical Lifecycle to the Chemical Supply Chain. A. The ”chemical lifecycle”,

reprinted from Marquardt et al.9. Every chemical transformation in the macro chemical supply

chain is enabled by the same ”chemical lifecycle”. This system is decomposed into sub-systems

that exist at different scale time, length and chemical. Each subsystem uses the previous one as

input, creating a reverse ”waterfall”11. The scale of time and length increases proportionally to

the complexity of the system while the chemical scale increases from small to large to intermediate.

This complex system is responsible for every transformations in the chemical supply chain. B. The

”bird’s-eye view” of the chemical supply chain, adopted from the American Chemistry Council6.

Raw inputs ”move up” the chemical supply chain through a series of transformations with the goal

of becoming a product that can participate in the economy. Each layer is dependent on dynamic

market factors (e.g. demand, design, incentive, price, availability, and geopolitical & sustainability).

Before each transition is a chemical transformation which requires the previous transformations as

input. A supply chain economic emerges to keep up with the complexity happening throughout

the chemical supply chain.

key starting materials in the production of specialty chemicals or active pharmaceutical ingredients

(APIs). APIs are incorporated into of various dose forms and packaged into products that enable

delivery of the desired therapeutic effect. Figure 1B contrasts the manufacturing lifecyle of the
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petrochemical industry with the transformation value chain which stretches from natural resources

to consumer products. Although more than 95% of consumer products depend on the business

of chemistry, the chemical supply chain is a complex and entangled network spanning disciplines,

sectors, nations and other supply chains. Disruption to the chemical supply chain can produce

domino effects that impacts more than 25% of the U.S. gross domestic product (GDP). This create

opportunities for model-based systems engineering approaches to emerge and create solutions to

manage this complexity.

Vulnerability of the Chemical Supply Chain Is Increasing

Despite its strategic importance to the United States economy, the business of chemistry and

chemicals and materials manufacturing is an unsecured and vulnerable national asset. The U.S.

chemical industry relies on offshore manufacturing due to many factors, including additional do-

mestic regulations and their associated costs, increased labor and raw materials costs, and the lack

of synergy among multiple regulations that affect the ability to maintain profitability within the

United States. During the last thirty years of fine chemicals and pharmaceutical manufacturing in

the United States, many key raw materials and/or intermediates have been outsourced to contract

manufacturers in Asia and the South Asian peninsula. Over 80% of the medicines taken in the US

today are sourced overseas, predominantly in China and India. More than 70% of the U.S. Food

and Drug Administration (FDA)-registered API manufacturing facilities are located outside of the

U.S13. Government priorities focus on identifying the countries with which the United States is

developing dependencies regarding chemical supply chain issues and understanding the impacts and

repercussions these trends might have on national security. Further emphasis has been placed on

research activities to develop analysis and decision support systems that help model the cascading

effects of attacks on chemical infrastructure, more accurate assessment of potential consequences,
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and an informed allocation of resources7. In light of the stresses imposed by the COVID-19 pan-

demic, critical vulnerabilities in the chemical manufacturing sector have prompted a reconsideration

of supply chain strategies for enhanced resilience to disruptions and stressors14. In 2019, the U.S.

Food and Drug Administration, in partnership with the Department of Health and Human Services

(Centers for Medicare and Medicaid Services and the Office of the Assistant Secretary for Prepared-

ness and Response), the Department of Defense, and the Federal Trade Commission reported on the

root causes of drug shortages15. A key finding of this commission was that drug shortages persist

because they do not resolve according to the generally anticipated market responses associated with

supply and demand due to the following dynamics. Cost savings measures and ”lean” operations

have been pursued at the expense of manufacturing and supply chain resilience. Typical markets

would respond to a shortage by increasing production, but logistical challenges, especially the com-

plexity of the supply chain, can limit the ability of drug manufacturers to increase production. In

the 21st century, the drug supply chain has become longer, more complex, and fragmented. Many

chemical products have essentially become federated supply chain from a collection of geographically

disparate suppliers. The COVID-19 pandemic has underscored the need for and increased attention

on advanced manufacturing to become more responsive. Unfortunately, much of the United States

chemical manufacturing capacity is unable to be readily leveraged to address anticipated shortfalls,

because key policy and manufacturing decision makers rely on intelligence from local subject mat-

ter experts and knowledge embedded in digital (and paper!) artifacts to track/document domestic

production capability15. Therefore, manufacturing requirements and their accompanying solutions

are evaluated in a highly non-systematic way through ad hoc exercises that are repeated for each

change in raw materials availability or manufacturer capacity. Manufacturing and supply chain

resilience cannot be achieved without first understanding and mapping the key processes, systems,

and resources involved in the production of necessary chemicals.
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The call to reshore manufacturing is heard everywhere for multiple reasons; creation of good

jobs, continued economic growth and well-being are among the most prominent. Despite the

wish to bring manufacturing back to the U.S., it is unlikely to occur except in industries where

advanced manufacturing techniques can be developed and deployed. Here, we suggest that through

a combination of new process technologies accompanied by MBSE and advanced digital tooling,

reshoring pharmaceutical production is feasible - realizing a strategic goal that has existed for

years16.

Chapter 2: Systems Engineering As A Discipline

To understand how MBSE can help address supply chain vulnerability, we must understand

the underlying discipline of SE. In this section, we provide the history of the SE practice beginning

with a definition, the associated organizations and best practices, its state of adoption, and the

various tools that allow for the transition from document-based to model-based practices.

What is Systems Engineering?

Systems engineering as a discipline draws from a constellation of other disciplines loosely de-

scribed as “system science”, including: general systems theory17;18;19, cybernetics20;21;22, systems

dynamics23;24, and systems thinking25;26. Systems engineering is a transdisciplinary and integra-

tive approach to enable the successful realization, use, and retirement of engineered systems, using

systems principles and concepts, and scientific, technological, and management methods27. In the

contemporary framework, it is noted that the terms ’engineering’ and ’engineered’ in their widest

sense: ”the action of working artfully to bring something about”27. Gibson et al. describe the

precursors of SE stemming from the challenges of World War II, where mathematicians and physi-

cists were called upon to contribute to the war effort28. In particular, they describe SE as having
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parent disciplines of industrial management, control theory, operations research, and econometrics.

While Buede (2000) identifies the first use of the term “systems engineering” dating to the 1940’s

by Bell Telephone Laboratories, it was RAND Corporation who played a key role in developing

SE as a unique discipline29. Since the inception of SE as a discipline, many consortiums have

formed to create and accumulate knowledge in the areas of systems analysis, best practices, and

specific SE domains (e.g., Cybersecurity, Aerospace, Automotive, etc.). Today, the Department of

Defense (DoD) defines SE as ”a methodical and disciplined approach for the specification, design,

development, realization, technical management, operations and retirement of a system”30. It fur-

ther specializes this notion for mission engineering, ”the deliberate planning, analyzing, organizing,

and integrating of current and emerging operational and system capabilities to achieve desired

warfighter mission effects”31. Today, SE stands as a distinct, although interdisciplinary, field with

a number of key organizations and professional societies which refined its ongoing practice.

Adoption

Systems engineering practice, either document- or model-based, is used across a number of

industries and involves the process of integrating a system specifications throughout its life cycle.

This supports and formalizes activities such as requirements specification, trade space analysis,

design, system analysis, verification and validation32. SE applications span across diverse industry

sectors, including: aerospace and avionics33;34;35;36;37, automotive engineering38;39;40, biochemi-

cal engineering41;42;43, civil engineering and transportation44;45, cybersecurity46;47, defense48;49;50,

disaster management51;52;53, energy grids54;55;56, product manufacturing57;58;59, chemical engineer-

ing60;61;62;63;64, and nuclear engineering65;66. However, industries like aerospace, energy, and auto-

motive integrate SE practices comparatively more than industries like consumer electronics, health-

care, and construction67.
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Tools

Many of the core conventions of SE practices, such as ”block diagrams,” are adopted from other

disciplines and substantially predate the addition of ”Model-based” to the SE state of the art. The

transition from creating diagrams in basic drafting tools (e.g., Visio) to tools that have at least

some understanding of what types and relationships work together is, essentially, the transition to

MBSE. To facilitate this, INCOSE maintains a database of Systems Engineering Tools68.

Systems Modeling Language (SysML) (Figure 3) is the language of much, although by no means

all, of MBSE. SysML is derived from UML, and so too are many of the most prominent MBSE

tools extensions of UML tools69;70;71. Large governmental and industrial buyers drove the adoption

of SysML34;30. Beyond SysML, several competing languages exist in the space, the most prominent

of which is the Arcadia method using Capella72;73. French engineering goliath Thales created

Capella72 and required its use by vendors in its orbit. Regardless of the relative technical virtues

of SysML and Arcadia, the forcing functions for SysML adoption have broader reach and deeper

pockets.

Systems Engineering Work Processes

Systems engineers are responsible for the realization, use, and retirement of engineered sys-

tems27. NASA defined a system as the organization of elements that ”function together to produce

the capability required to meet a need”74. These elements are all things related to the development

of the system such as infrastructures, facilities, software, hardware, data, etc. Systems engineers

utilize established guidelines to address the needs to organize this body of knowledge. This section

discusses the standards that are widely used in industry: The ISO/IEC/IEEE 24748-1:2018(E)

which explains the life cycle stages in system development8, and the V-model as the de facto

framework to manage the life cycle stages in systems engineering75.
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Life Cycle Stages

All systems, regardless of properties, evolve from conceptualization to retirement. Therefore,

it is easier to manage the evolution of a system-of-interest (SOI) if its progression is standardized.

Such standards are called life cycle frameworks. The discipline of SE follows guidelines created by

the International Standard Organization, a nongovernmental and independent organization that

develops and publishes international standards for various technical and non-technical fields76. In

2018, ISO released the first edition of ISO/IEC/IEEE 24748-1:2018(E) (hereafter referred to as

ISO 24748), which establishes the concept of a life cycle, define the evolutionary stages involved

and most importantly, provide guidelines for life cycle management8. In this section, we provide a

summary of the life cycle stages defined by ISO 24748.

According to ISO 24748, a typically life cycle consists of six main stages: concept, development,

production, utilization, support and retirement8. Throughout this life cycle, the systems engineer

must assure that ”domain experts are involved, that all advantageous opportunities are pursued,

and that all significant risks are identified and mitigated” at every stage77.

The life cycle of a project starts with the realization that there is a need for a new technology

or modification to an existing one. This recognition starts the preliminary phase where high-level

studies are conducted to identify alternate concepts that meet the identified need. In the selection

stage, all potential candidates are further investigated and compared via simulations and mockups.

The emerging system-of-interest (SOI) should be the most feasible in terms of technicality, economic

and time. The project then moves to development where the requirements, architecture and design

of the SOI is defined via building prototypes. This allows accurate documentations of all resources

and constraints needed for the SOI to be produced, utilized, supported and retired8. Production

of the SOI starts once all identified resources are approved and acquired. As production continues,

modifications of the product or infrastructure are expected to resolve conflicts, reduce cost or
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increase cycle time8. All changes to the configurations and requirements of the SOI should be

audited and approved before resuming production. The finished SOI usually first operates in a

simulated environment where tests and validations are conducted to analyze performance or to

look for anomalies. The product that meets the standard are delivered to its intended operating

environment. However, it is expected to provide continuous support to the SOI while in service.

This support usually comes in the form of upgrades to improve performance and modifications to

address anomalies while maintaining the its initial purpose. Once the SOI is no longer needed, it

is retired and removed from the operating environment8.

While we can intuitively understand the life cycle stages, it is not so obvious on how the

life cycle should be structured and what role does systems engineers play throughout the life

cycle. In 1970, Winston Royce developed the Waterfall framework, the first ever method that

defined the structure of a life cycle, including the input, output and the activities happening in

every stage11. The Waterfall method inspired the creation of various other frameworks that are

utilized in different fields that deal with complex system developments. While there is no ”one

size fits all”, the technical nature of the SOI may make one framework more appropriate than

others. These properties fall into three major categories: pre-specified and sequential, evolutionary

and concurrent, and interpersonal and emergent78. In pharmaceutical manufacturing, chemical

transformations are pre-specified by the chosen multi-step synthetic route. Therefore, the V-model

, which is often used for pre-specified and sequential processes, is our recommended framework of

choice to manage chemical manufacturing project cycle.

V-Model

Before 1991, various methods, such as the waterfall and the spiral, were created to manage

the development cycles of large and complex software projects. Kevin Forsberg and Harold Mooz
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noticed that these methods at the time did not specify the role of the systems engineer and the

technical team at any stage of the cycle. This problem made these frameworks impractical for

implementation in real project development79. To tackle this issue, Forsberg and Mooz released

their peer-reviewed paper, ”The Relationship of System Engineering to the Project Cycle”, which

introduced the ”V-model”79. Over the years, the V-model has become the standard way to explain

the role of systems engineers in project development75;74. Figure 2, is an adaptation of the original

model where the role of systems engineers and methods are incorporated into the life cycle stages.

Figure 2: The V-model. Adapted from Forsberg and Mooz 199179, this V-model suggests a feedback

mechanism from system verification to system design through validation methods. During system

design, development frameworks such as Agile80 is incorporated to promote rapid and iterative

design while ensuring proper requirements management. After system implementation, analysis

and optimization tools are integrated to verify and improve systems performance. Once the system

is in operation, performance review data is fed back to the design process for future improvements

and design.

This V-model profile can be divided into three major parts: the left wing of the ”V” covers
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the concept stage and the development stage, the right wing of the ”V” holds the utilization and

support stage, and the bottom of the V lies the development stage (left-to-right) as well as the

connection between the other two axes (right-to-left). The method starts at the top of the left wing

where stakeholder needs are identified. The definition of the system progresses from just an idea to

detailed optimization of system design. Cross-disciplinary experience is required to integrate siloed

work process and data throughout project development. Here, systems engineers are responsible

for creating a cross-functional plan while managing the evolving requirements as the system pro-

gresses. Due to the iterative nature of this process, Agile80 is the recommended method as it allows

teams to quickly respond to changes by continuously evaluating requirements, plans and results80.

While systems engineers do not usually contribute directly to implementation/production of the

SOI, they are still responsible for assessing and documenting any changes to system requirements.

After implementation, the SOI goes through verification and validation processes that are planned

during system design. On this axis, systems engineers are responsible for verifying system perfor-

mance, validating requirements from the development phase, and ensuring that the SOI delivers

the intended services. This role can be supported by integrating simulation and data analytics to

provide decision support capabilities. Data gathered from the validation process, which continues

even during operation and maintenance, are used as feedback to future projects or to reconfig-

ure the current one. Systems engineers often use the V-model to organize standardized bodies of

knowledge, such as ISO/IEC/IEEE 15288:2015 to supplement their ability to manage life cycles

within their organization81.

Process Systems Engineering

In the chemical industry, process systems engineering (PSE) is the default and all-encompassing

discipline when working with chemical systems. This calls for a high-level review of PSE, its current
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state of the art and opportunities for SE to provide values as a discipline.

What is Process Systems Engineering?

The definition of process systems engineering (PSE), often attributed to Takeichiro Taka-

matsu4;82;83, is simply a discipline that contains a set of methodologies required to make chemical

engineering decisions84. According to Takamatsu, there must be methodologies to address the need

for planning85;86;87, design88;89;90, operate91;92, and control93;94;95 of ”any kind of unit operation,

chemical and other production processes and chemical industries themselves”84. Since 1945, the

advancement of computing power has allowed for the development of numerical methods and sta-

tistical analysis83, which extends PSE practices to include methodologies for optimization96;97;98

and simulation99;100;101 of chemical systems. Furthermore, as suggested by Klatt and Marquardt,

PSE has truly evolved into a field that include models as part of the core practice, also known as

the model-based methods4. Finally, Takamatsu’s definition allows the scope of PSE to encompass

other sectors such as energy101;102;103, petrochemical10;104, biomedical105, environmental106;104 and

even steel107.

Model-based Process Systems Engineering

In this section, we will use the ”chemical lifecycle” (Figure 1B) as the framework to explore

the model-based approach in PSE or model-based PSE (MBPSE). Hereinafter, the ”molecules”,

”molecule cluster” and ”particles, thin films” level will be called the ”molecular level”, the ”single

and multi-phase systems” and ”process units” level will be called the ”process level”, and finally

the ”plants”, ”site” and ”enterprise” level will be called the ”enterprise level”. We will provide a

high-level overview of the mathematical models, conceptual models, and tools that are applicable

at different levels of the ”chemical lifecycle” starting from the ”molecular level”.
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Mathematical models can be categorized into two groups: data-driven models (DDMs) and

non-data driven models (NDDMs). DDMs are statistical methods in which the parameters are

optimized based on given data whereas NDDMs are mechanistic methods based on math, physics,

and chemistry. NDDMs are often used for optimization and control (deductive) while DDMs are

more suitable for prediction and improvement (inductive) . In PSE, non-linear NDDMs, such as

mixed-integer non-linear programming (MINLP), are utilized at every level due to their ability to

be customized with domain-specific knowledge. For an in-depth and comprehensive overview of

all commonly used NDDMs in PSE, readers are referred to the work of Biegler and Grossmann98.

PSE research at molecular level fall under the guise of ”computer-aided molecular design” (CAMD),

which optimizes chemical synthesis using molecular properties. Application of NDDMs in CAMD

includes: solvent selection108;109;110, design of molecules88;111;112, property predictions113;114;115,

and fluid dynamics116;117. At the process level, process intensification (PI) is the all-encompassing

topic that covers every aspect of chemical operations. PI seeks to reduce the cost of energy con-

sumption, operation expenditure and cycle time by improving industrial processes. PI research

utilizes simulation optimization models to improve existing processes, develop novel processes, de-

sign more specialized and cost-effective equipment, and advanced control systems throughout the

plant. Tian et al. provide a comprehensive overview on the state of the art in PI models (NDDMs

and DDMs) and tools that are applicable across multiple industry118. For process level reviews that

focuses on pharmaceutical manufacturing, readers are encouraged to read the work by Buchholz119

and Troup and Georgakis93. According to Grossmann120, mathematical models at the enterprise

level are developed to optimize: scheduling86;121, infrastructure design (physical122;123;124 and dig-

ital125;126;127), and supply chain management (SCM)128;129;130;87;131. As the industry towards PSE

4.0132, DDMs, especially the use machine learning (ML) models, has become more and more impor-

tant in PSE research. As machine learning (ML) promises a general, inductive model that requires
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no knowledge in physics/chemistry, it can be deployed at any stage of the ”chemical lifecycle”. Spe-

cific development and application of ML and other DDMs have been reviewed extensively in the

PSE community133;132;134;135. Finally, hybrid modeling, which is the implementation of NDDMs

and DDMs in tandem, is encouraged as both DDMs and NDDMs play two different, but equally

important roles in MBPSE136;132.

Conceptual models provide guidance on how to use models more effectively. Conveniently, the

”Life Cycle Assessment” (LCA) is a commonly used conceptual model in PSE137. Since LCA

provides a holistic view of the system’s development, its impact in PSE research, especially at the

enterprise level, is well-documented129;128;138. The 2020 Annual Review of Chemical and Biomolec-

ular Engineering provided an extensive review on how LCA can be applied on ”Chemical Processes,

Products, and Supply Chains”12. Furthermore, LCA serves as the basis of other conceptual mod-

els that industry uses to make business decisions that have lasting impact on profitability as well

as long-term shareholder values. ”Sustainability” is a prime example of such concept139. ”Sus-

tainability” describes the consideration that profit-seeking businesses should have towards external

environments. Specifically, these considerations must promote business operations that bring pos-

itive, or minimal to no negative social, economic, and environmental impact. Starting from raw

materials, to transformation operations, to energy usage or waste disposal, LCA allows companies

to quickly and accurately identify specific parts in their production cycle that may bring adverse

impact to the external environment. Furthermore, LCA provides a foundation to apply ”sustain-

ability” to the design and implementation of other complex systems140, such as the supply chain

of a company12. Finally, LCA is also a tool to effectively represent, organize, reuse, and update

knowledge within an organization141. An ontology is a conceptual model that formally organizes a

body of knowledge. Ontologies are often used to map the flow of information in complex systems

that are composed of multiple complex subsystems that are dependent on another. Examples of
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systems that have benefited from ontologies are infrastructure of information technology125;126;128,

process control142 and supply chain128. OntoCAPE, which has been in development since the early

2000s, is the most widely used ontology in PSE141 and has been applied in several modeling and

design applications143;144.

Modeling tools in PSE research come in many forms. Conceptual models, such as LCA and

ontologies, can be easily created using any design application, such as Microsoft Powerpoint, or

simply drawn on a sheet of paper. DDMs usually exist in free, open-source, and reliable software

such as Python and Pytorch for machine learning development145. However, NDDMs are often

proprietary software packages or applications that vary greatly in scale, format, price, accessibility

(easy to use) and robustness. Tian et al. provided a comprehensive summary of the common

software and applications that span the entirety of the ”chemical supply system” (Figure 1B).

Challenges to Model-Based Process Systems Engineering

In the previous section, we explored the importance of models in PSE by showing the prolif-

eration of PSE models across the ”chemical lifecycle”. Although there are frameworks, such as

LCA and SCM, that allow industry to organize models and processes to work towards the same

set of values, such as ”sustainability”, at every product developmental stage, there is insufficient

PSE research in the integration of information and operations between different models across

the lifecycle. While there exists a plethora of models at every spectrum in terms of pricing, ac-

cessibility (easy to use), and fidelity, it is unrealistic for the majority of the chemical industry

to even move toward, let alone adopt, the end-to-end, data-driven methodologies of PSE 4.0132.

We can explore this proposition via the review of PI by Tian et al.118. Tian et al. provided an

extensive summary of the different studies in PI equipment (microreactors, rotating packed bed,

structured reactors, et al.) and PI methods (membrane absorption, dividing wall column, process
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control, et al.) using various models and software packages in multiple tables. Although this is

an instructive introduction to process intensification, it is unclear on how to design a process that

uses multiple different process-intensified equipment that support one or more process-intensified

methods. Every PI method and technique use different optimization algorithms and were modeled

using different software suites. In addition, it is difficult to constantly adapt existing control sys-

tems to new equipment and methodologies. Therefore, industry is often reluctant to adopt new

technologies from academic research as there is often less risk and investment in using the current

technology. In their article ”Planning, scheduling, and control systems: why can they not work

together”, Shobrys and White146 provided two key takeaways about the importance of integration.

Firstly, effective integration of systems is difficult to achieve. Enterprise level systems such as

project planning or supply chain are composed of multiple dynamic subsystems that are connected

by different sets of tools and requirements and require update at different time scales. Marquardt

has published multiple works showing how ontologies can be used to design complex physical and

digital infrastructures144;125. However, Marquardt and Schneider also acknowledged that even with

the ontology, it is unrealistic for tools that have different interfaces, have inputs and outputs of dif-

ferent syntax, and require different area of expertise to interoperate at large scale125. Furthermore,

OntoCAPE, while being the most widely used ontology in PSE141, has not been extensively tested

in PSE research, although researchers use OntoCAPE as the basis to develop ontologies of their

own147;148. The second key takeaway from Shobrys and White146 is that systems integration is not

a technical issue, but an organizational one. They revealed the communication gaps, or ”seams”,

often form between departments within a company146. At every gap, the business loses momentum

and fidelity as there is a need to repeat and re-translate information. This problem incentives

departments to have more local objectives, to ”dump” down the information which produces mis-

understanding and inconsistency and ultimately slows down the decision-making process. To solve
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this problem, we are reminded of the concept of ”Enterprise Modeling” proposed by Lindheim et

al. in 1996149. The Enterprise Modeling methodology places utmost important in constructing a

common reality inside the enterprise, between developers, managers and stakeholders. Construc-

tion of this shared understanding is the Level 1 of Enterprise Modeling. While Level 1 only results

in a simple design, this output acts as a foundation for future work as it maps every interaction,

requirements and dependencies required in the system. Only when Level 1 is finished does the

project move to developing (Level 2) and deploying (Level 3) the system. Lindheim et al. suggests

that for Level 1 ”Enterprise Modeling” to be truly complete, it must involve every discipline in

the manufacturing process. The completion of Level 1 makes communication and decision-making

much more effective as everyone is working towards a shared vision of the final product. This

core understanding will result in the integration of analytical and optimization tools in Level 2 as

everyone is aware of the inputs and outputs throughout the system life cycle149. At the time of this

paper, Level 3 ”Enterprise Modeling”, deployment and activation of models are still a relatively

new are of research. However, Level 1 Modeling requires the cooperation of every discipline in the

process plant, including process control, scheduling and supply chain operations. Therefore, by

following this method, we are one step closer to Grossmann’s goal of ”enterprise-wide optimiza-

tion” (EWO), which ”involves the optimization of the operations of supply, manufacturing (batch

or continuous) and distribution in a company”120.

Opportunities for MBSE

Model-based Systems Engineering is the SE methodology that addresses both of these issues in

PSE. The goal of MBSE is to provide the enterprise - developers, managers and stakeholders - a

single source of authoritative knowledge that spans the system lifecycle. This single source of truth

can be designed using the same model elements throughout. Automation and optimization tools
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can then be built underneath these model elements, allowing the models to be integrated with each

other while working towards a common goal. MBSE provides the necessary components to create

digital twins that can keep up with the increasing growth in complexity of the ”chemical supply

chain” (Figure 1A).

Model-Based Systems Engineering

In earlier discussions, we demonstrated that MBSE represents a significant departure from

both DBSE and the current model-based approach in PSE. In this section, we will delve deeper

into the value of MBSE by exploring its roots, the role of ”models” and modeling, the modeling

infrastructure in the form of languages, the crucial aspect of systems architecture that underpins

MBSE, and the current reductionist perspective that is central to MBSE methodologies.

What is Model-Based Systems Engineering?

According to INCOSE, “Model-based systems engineering is the formalized application of mod-

eling to support system requirements, design, analysis, verification and validation activities begin-

ning in the conceptual design phase and continuing throughout development and later life cycle

phases.”150. At the heart of MBSE are models which form the basis of the design process and arti-

fact generation151. As systems (and systems of systems) become more complex and modular38;152,

the need to manage large amounts of information, stakeholders, and associated documentation

becomes increasingly important5;153;38;153;152;5. Dickerson and Marvis provided a brief history of

MBSE, with contributions from fields like mathematics and computer science154. Wymore, one

of the early pioneers of MBSE, defined six categories of requirements: input/output, technology,

performance, cost, trade-off, and system test, and provided the early mathematical foundation

for MBSE155. Today, MBSE covers a wide array of modeling languages with associated guidance

27



documents and standards, described in more detail in section 5.2156. A benefit of MBSE is that

complementary modeling techniques can be integrated, such as simulation157;158, agent based mod-

eling159, decision analysis160;161;162, failure modes and effects analysis33, virtual reality163, and

digital twins164;165.

Models and Modeling Languages in Systems Engineering

Models are ubiquitous in engineering. Models are simplified representations of real-world sys-

tems, which either exist or have yet to be realized, and therefore can be used to describe existing

systems and to aid the design of how a system could or should be152. While Gass described modeling

as the process of translating a problem into the language of mathematics to examine a problem166,

not all models are mathematical in nature - simple block diagrams are models as well as mathemat-

ical representations and simulations166;167. In SE approaches, and especially MBSE, models are

used to support the system development life cycle, commonly represented by the waterfall model,

spiral model, or V-model156. MBSE modeling approaches provide graphical representations and

semantic representations. Graphical representations are used to communicate shared understand-

ings among stakeholders, while semantic representations are used to support computations based

on the rules governing the interaction between model components32;32;156. Models are necessarily

incomplete, intentionally omitting elements, relationships, and distinctions that are not relevant to

the particular purpose of the model and the modeler168.

Models are also used to describe a subject of interest in a way that is useful for a specific

purpose. As this task is extremely open-ended, most models are built as extensions of a set of

baseline concepts that offer some guidance on how to approach the problem. Most commonly,

these conceptual baselines take the form of metamodels or ontologies32 (expanded in the next

section). Building on top of the conceptual foundation is the medium of expressing a model.
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This medium is called a language, and it may be textual (e.g. Clash)169, graphical (e.g. Systems

Modeling Language or SysML)170, or a combination of these and other forms. Regardless, modeling

languages let practitioners to build models using the same set of model elements throughout the

design process. Most modeling languages support the creation of digital twins, which incentive

MBSE modeling software, such as IBM Rhapsody70 or Dassault Systèmes No Magic, to integrate

or allow custom automation and optimization capabilities in their toolkit.

One of the earliest modeling languages is the Integration Definition (IDEF) family of languages,

originating in the 1970171. Within the IDEF family, some commonly used languages include IDEF0

and IDEF3 (business function modeling), and IDEF1X (data modeling)172. The Unified Model-

ing Language (UML) was developed to describe aspects of software systems, and is the de facto

standard for software development, but has been extended to include and describe business pro-

cesses154;173. Today one of the most widely used languages in SE modeling is SysML174, which was

created by SysML Partners, a consortium of software companies and developers who organized to

create SysML in 2003175. SysML extends UML and supports SE activities including specification,

analysis, design, verification, and validation of systems through a number of diagrams describing

requirements, behaviors, structures, and parametrics154;176. These four components are known as

the four pillars of SysML177 (Figure 3). However, SysML has inherited many of the weakness and

esoteric complexities of UML. An RFP has been issued for a successor language, and a proposal

is expected in the fourth quarter of 2022178. The proposed SysML v2 simplifies and unifies many

problematic aspects of SysML, along with providing textual syntax and applications programming

interfaces (API) specifications179. Other modeling languages include the Life-cycle Modeling Lan-

guage (LML)180;176, Service oriented architecture Modeling Language (SoaML)181, and the Energy

Systems Language182. These are among innumerable domain-specific languages that can be found

in computer science, software engineering, and adjacent disciplines.
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Figure 3: SysML. The abstract representation of the four pillars of SysML177 (structure, behavior,

parametrics and requirements) with their corresponding diagram types, and the relationships be-

tween the components in each diagram.

Systems Architecture

In subsection Challenges to Model-Based Process Systems Engineering, we explain the lack of

research in the integration between models and methodologies in MBPSE. The same problem can

also be observed in MBSE. Without a clear direction on how models should interact with other,

we are left with an SE or PSE approach that have a ”collection of model-based activities rather

than model-based engineering”3. Therefore, success in MBSE is defined by the commit to systems

architecture. Systems architecture is the deliberate design of systems taking into consideration

its various components and their relationships, in order to facilitate integration and meet specific

goals and requirements. Similar to the concept of ”Enterprise Modeling”, the core value of sys-

tems architecture is to create a shared vision of systems’ design between developers, managers, and
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stakeholders. This common reality facilitates effective communication, information management

and most importantly, it enforces new systems to be designed with built-in integration. Practition-

ers of MBSE use metamodels and ontologies as the frameworks for systems architecting.

Kübler et al. suggest that reality (i.e., the actual item of interest) is represented by a model,

which is defined by a metamodel57. Therefore, a metamodel is simply a model that describes an-

other model. Metamodels allow the modeling language to enforce syntax, constraints, and patterns

on the models built with it32. Metamodels create structure and consistency within the model and

across its associated documentation and products183. Since a metamodel is simply a model that

describes the base constructs used by another model, it is possible to recursively define metamodels

of metamodels, until a fully self-descriptive, non-decomposable model is reached. For example, the

metamodel for SysML, the four pillars of SysML177, includes specifications of concepts like ”block”

and ”activity” that are foundational to all models built with the language. However, underneath

the SysML metamodel lies the (UML) metamodel that defines the elements and relationships used

to create UML models, such as class diagrams, sequence diagrams, and state machine diagrams.

Similar to the concept of a metamodel, ontology is the science of classification and description

of things and their relationships. When used with a definite article, ”the ontology” of a particular

domain provides a dictionary of terms that humans and machines can use to describe a particular

set of topics and the relationships among them32. Ontologies and metamodels serve very similar

roles within SE, both providing descriptive baselines for an area of interest. However, ontologies

are typically formulated with open-world assumptions, while metamodels are closed-world imple-

mentations. i.e., an ontology asserts that when certain terms are encountered, we can all agree

on what they mean; a metamodel requires that all data is traceable to terms it has established.

Although this may seem like a dramatic distinction, it turns out to be far more philosophical than

practical in most applications32. Beyond the scope of this review, the Semantic Web184 is a good
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representation of the open-world disposition of ontology.

Reductionist Metamodels

Minimizing system representations is of both fundamental and applied interest. The mathemat-

ical and scientific interest arises from the linkage of system complexity and size: minimal systems

models are less complex. The practical engineering interest is that the size and redundancy of a

model challenge the effectiveness of the SE processes. Model ”reduction” is therefore attractive in

increasing the adoption of MBSE approaches. With the number of modeling languages which exist,

and their varying levels of complexity, Schindel posed the question, ”What is the smallest model of

a system?”185. To address this question, Schindel developed the “Systematica” (S*) metamodel185,

shown in Figure 4. S* is an innovative, reductionist metamodel which describes system behavior

with respect to subjective stakeholder views and technical behaviors. S* describes requirements,

designs, and emergent properties of a system in a relational or object information model. At the

time of its release, the metamodel was unique in its level of succinctness in explicating the system

element interactions required to achieve the purpose of the system.

S* contemplates two critical elements: stakeholder features and functional interactions among

the design components that compose the system. Stakeholder features traverse a wide range of

expectations including cost, performance, and compatibility, and can be expressed in both tech-

nical language and common vernacular. Functional interactions refer to the manner in which one

design component impact the current or future behavior of another component. The behaviors

of individual components (or agents) remove as they interact can often lead to complex synergy,

also known as emergent behavior. Stakeholder features are modeled as objects which define, in

stakeholder language, the high level requirements, which flow down to the functional, logical, and

physical levels. The technical behaviors are described through interaction models - a high level
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Figure 4: The Systematica (S*) Metamodel. A compact version of the S* metamodel developed

by William Shindel (2011)185. Such reductionist representations provide a vastly more accessible

entry point to systems engineering.

interaction model, state model, and a detail level interaction model. The high level interaction

model consists of the name, definition of the interaction, and major attributes of the interaction.

In contrast the detailed interaction model also includes an interaction diagram for each interaction

showing the input-output relationships between agents and the requirements statements that the

describe agent roles. The high level interaction model and state model express the overall system

behavior, while the detail interaction model includes interaction diagrams which include input-

output relationships and requirements statements185. The S* model has been used for various

applications, including developing and diagramming patterns186, supporting decision making160,
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product life-cycle management59, and facilitating design thinking187.
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Chapter 3: MBSE Strategy for Pharmaceutical Manufacturing -

Atropine Sulfate Use Case

Model-based sourcing (MBS) is a technology that supports automated identification of manu-

facturing solutions to expedite the procurement process for buyers and optimize capacity utilization

for manufacturing suppliers. Manufacturing objectives, or more generally stakeholder (or system)

features specify the production goal. These features include technical elements, economic factors,

regulatory restrictions, raw materials provenance, and other constraints. Features frame the system

requirements, including raw material volumes and manufacturing transformations. These require-

ments are decomposed into sub-systems of process cells, unit operations, and equipment archetypes.

The network of features, requirements, and archetypes forms the system-of-systems that establishes

the overall requirements governing achievement of the manufacturing objective. To find manufac-

turing solutions, i.e. configurations of manufacturing capabilities including equipment, personnel

and management, these requirements are allocated to manufacturing suppliers. Manufacturing

solutions can be further prioritized by higher level stakeholder constraints, such as simultaneous

satisfaction of multiple production targets. We have developed a process and initial software capa-

ble of automatic allocation of manufacturing assets for using digital assisted management of model

parameters, prototype modeling and simulation systems integration, and automated allocation and

optimization of manufacturing supply solutions.

The approach illustrated in Figure 2 can be applied using the ASK metamodel, which is on the

left hand side of Figure 5, to develop general patterns of couplings between stakeholder features,

transformation requirements, and equipment archetypes for a collection of unit operations common

to specialty and fine chemical manufacturing processes. Further, using an inventory of domestic

manufacturing assets and corresponding semantic ontology for equipment attributes, equipment
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instances can be automatically allocated to fulfill manufacturing requirements. The automatic

allocation process utilizes transformation requirements, e.g. compatibility, temperature and pres-

sure ranges, and volume, as well as stakeholder features, e.g. regulatory standards and geographic

distribution of manufacturing supply sites, and considers the federation and/or distribution of

manufacturing objectives across single or multiple sites.

Authoritative Source of Systems Knowledge

In 2015, Procter & Gamble (P&G) created a SysML profile of the S* metamodel in IBM’s

Rhapsody SysML tool70 for the purpose of modeling multi-domain phenomena. Subsequent use

of the profile exposed improvement opportunities and the model has evolved over the past seven

years of usage. We collaborated with P&G to produce the current improved profile known as the

Authoritative source of Systems Knowledge (ASK). Because of the fractal nature of the multi-

domain systems modeling approach, models built with ASK are also referred to as System Fractals,

shown in Figure 5.

ASK differs from S* in the elimination of one metamodel class to enable better support for

decomposition of systems into sub-systems and in terms of how it links ”Requirements” to other

elements of the model. ASK asserts that all features of any system are realized via either causing

or preventing the system roles (AKA sub-systems) in response to interactions between the roles of

the system. All interactions are assumed to occur via one of four categories of “flow” reflecting

conservation laws or inequalities: mass (balance of mass), energy (first law of thermodynamics),

force (balance of linear momentum), and information (Clausius-Duhem inequality and proposed

conservation law in information theory). Interactions can be intentional (desired) or coincidental

(tolerated). Modeling constructs called attributes are used to describe, or quantify where possible,

the state of a system behavior and to characterize the behavioral ability of a system to cause a
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specific interaction, i.e. to produce a flow that affects another system role. Mathematical coupling

objects called constraints are used to account for the nature-imposed cause and effect phenom-

ena emerging from interactions; i.e. how one system role attribute affects another. Requirement

statements assign targets and limits on attributes. The system architectural pattern is complete

when all system roles and interactions have been captured. System design is complete when all

interactions are sufficiently constrained by requirements statements. System allocation is complete

when all system roles have been assigned to physical things with behaviors and attributes that are

aligned to system role attribute values and requirement statements.

Application of ASK in Pharmaceutical Manufacturing

Here, we show the first application of ASK by creating an architecture of a typical active

pharmaceutical ingredient (API) manufacturing system. The left hand side of Figure 5 shows the

mapping of each model element in ASK to a critical component in a manufacturing process.

The ASK profile starts with a set of objects representing all stakeholders. Stakeholder needs or

requirements are stored in targets and limits properties, or attributes, of “Feature” objects. Feature

objects are connected to stakeholders requesting the feature. The feature attributes are connected

via equations (constraints) to the system properties they govern. In cases where feature properties

specify the state of a system, there are independent variables in constraints where system properties

are dependent variables. In cases where feature properties are used assess the performance of

a system, feature properties are dependent variables in constraints where system properties are

independent variables. Systems have properties to define their state. System state changes are

changes to properties values over time. Therefore, we can think of stakeholder requirements as

requirements for system state change. Subsystem properties change in response to the passage of

flow of mass, energy, force (momentum), or information between subsystems. The passage of time
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Figure 5: A Model-Based Approach to Find Manufacturing Solutions. Left. Authoritative Systems

Knowledge (ASK) metamodel. An end-to-end systems engineering metamodel, providing trace-

ability from Stakeholders and their desired Features, through a logical System of Systems fractal

decomposition, to a concrete Physical realization. This incorporates both the semantics and the

physics of the system to create a single, holistic representation. Right. Manufacturing objectives,

transformation requirements, equipment categories, and asset instances are modeled using a sys-

tematic, hierarchical semantic ontology that relates stakeholder features, systems requirements,

physical archetypes, and an asset registry to find manufacturing solutions.

and/or flows into a subsystem can trigger flows out of a subsystem. These flows are sub-systems in

and of themselves and therefore have properties and states. In addition to modeling dependencies

between feature properties and system properties, constraints are also used within the modeling of

systems to specify the effect of one system property on other within or across systems. “Physical

Archetype” objects are created to represent the types of real-world things that could be acquired

to play the roles of various systems in the systems model. This activity is called “allocation”

and it includes the mapping of system properties to physical archetype properties. Information

about available instances (hereinafter “Assets”) of the physical archetypes is gathered to enable

implementation of systems. Finally, “Requirement” objects have properties that place limits on

the values of system properties and therefore limits on asset properties (via system to physical

38



archetype to asset property mapping). Requirement properties are often dependent variables of

constraints whose independent variables include feature and/or system properties.

Figure 5 also illustrates how ASK can be applied to manufacturing infrastructure. Pharma-

ceutical manufacturing starts with a set of objectives from stakeholders. A typical objective is to

satisfy domestic annual demand of a target molecule, an API for example, by producing at set

amount with delivery distributed in monthly increments. This ”manufacturing objective” from a

particular stakeholder is the request, or the ”Feature” of that stakeholder. The target API, the

required set amount of API (kg) and the delivery time for every set amount, are the attributes of

the ”manufacturing objective” Feature. Based on the Feature attributes, manufacturers seek out

patented synthetic routes that would realistically allow them to satisfy the monthly delivery con-

straints. The synthetic route is defined as a collection of transformations associated with converting

at least one stable chemical species into another until the starting materials become the final API.

The raw materials and transformation requirements for the manufacturing process can be converted

to a systems representation. Materials requirements specify the amount of each material needed

to meet the manufacturing objective – and thereby, constrain the volume/mass and chemical com-

patibility of transformations in the manufacturing process. Transformation requirements are the

operating conditions required for the chemical conversion to occur. Each transformation associ-

ated with a manufacturing process can be categorized by an archetype. Transformation archetypes

(e.g. heating, dissolution, reaction) form transformation systems, or unit operations. Each unit

operation has one or more physical archetype (e.g. heating jacket, reaction vessel, filter) that is

capable of performing a collection of transformation archetypes. Physical archetypes are mapped

to real instances of equipment (assets) that are capable of performing the role(s) of the physical

archetypes. Each asset is selected based on the its ability to satisfy the raw material requirements

(e.g. volume and material compatibility) and the transformation requirements (e.g. maximum and
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minimum temperature, pressure) of the transformation system.

Overview of Atropine Sulfate

Atropine is an anticholinergic medication that can be administered before anesthesia as it has

the ability to reduce salivation as well as maintaining a normal heart rate. Atropine Sulfate, a

common salt form of Atropine, is used for intravenous (IV) administration due to its solubility in

water. In this work, we chose the synthetic route described in patent WO/2016/016692 due to its

simplicity while covering many basic unit operations. The invention provides a high yield, one pot

process for the synthesis of Atropine using Tropine and Tropic acid as starting materials.188.

The synthetic route of Atropine Sulfate, following patent WO/2016/016692, contains five chem-

ical transformations. Figure 6 shows that each transformation is organized into separate, colored

”cells”. This concept mimics the recently developed manufacturing approach called cellular man-

ufacturing. Cellular manufacturing is a type of manufacturing process that organizes production

into small, self-contained cells, in which each cell is designed to perform specific functions in the

production line189. In the current context, each ”process cell” (PC) is responsible for a specific

chemical transformation required to make Atropine Sulfate. Each process cell has one or more

stable inputs, one or more stable outputs, a series of unit operations and requirements that turn

inputs into outputs. Process cells are numbered backwards starting from the final API to the first

transformation(s). This setup allows for back integration from API to registered starting material

and integration of current Good Manufacturing Processes (cGMP) regulations for API. The syn-

thesis starts with process cell 3 (PC3), converting Tropic Acid to Acetyltropoyl Chloride (red). In

PC2, Tropine is converted to Tropine Methanesulfonate in a separate vessel and in parallel with

PC3. Once finished, we combine PC2 and PC3 to make PC1c (green), which is the synthesis of

Crude Atropine. In PC1b (blue), Crude Atropine is purified via recrystallization. Finally, the
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recrystallized Atropine is converted into Atropine Sulfate in PC1a (violet), ending the synthesis.

Figure 6: Process chemistry for the active pharmaceutical ingredient (API) Atropine. A. Atropine

synthetic sequence with five process cells (PCs): PC3 Acetyltropoyl Chloride Formation System

(red); PC2 Tropine Methanesulfonate Formation System (orange); PC1c Crude Atropine Formation

System (green); PC1b Recrystallized Atropine Formation System (blue); PC1a Atropine Sulfate

Hemihydrate Formation System (violet); B. Recipe spreadsheet detailing information related to

raw materials and chemical transformations as well as their requirements at every step for every

PC.

Figure 6 displays the step-by-step recipe of each PC in the form of a batch record. Information

such as: required raw materials, material compatibility, mole, mole equivalence to starting materi-

als, mass, volume, density and operation conditions are specified at every step. The organization of

batch records into PCs makes the information easier to digest while helping readers locate their lo-

cation in the synthetic route at every step. Chemical engineers can easily extend allocate the recipe

to equipment archetypes by constructing Process Flow Diagrams (PFDs). However, this approach

is unable to adjust to sudden changes that are associated with dynamic stakeholder requirements.

Consider a situation where the stakeholder request increases from 1% of domestic annual demand to

3%. As a process engineer of a manufacturing plant, we must assess the risk related to this sudden
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change by answering the following series of questions. After the production objective increases from

1% to 3%, what is the amount of raw material requirements for every chemical required? What

is the current volume requirements of every equipment to keep up with the three-fold increase in

production every month? Do we have the assets fit to keep up with this increase in demand? Is

the current manufacturing/synthetic route suitable for this increase in demand? It is not trivial

to answer these questions by following the DBSE or MBPSE approach where information related

to raw material requirements, transformation requirements and equipment specifications are stored

and optimized in separate documents/models which all have different syntax, interfaces and output

formats.

Atropine Recipe Management System

”Enterprise-wide optimization”120 requires integration of all system components so that we

can optimize ”enterprise level” operations such as supply chain and manufacturing systems. In

the previous section, the importance for systems to be dependent on all stakeholder requirements

emerged. Here, we show the steps required to make the Recipe Management System (RMS) (Figure

7), a system of systems integration of ”enterprise level” components whose values are dependent

on stakeholder requirements.

The development of an RMS starts by creating the stakeholder Feature object, ”Atropine Doses

Requested”. In this case, our objective is to create ”X” amount of Atropine doses, where each dose

is ”Y” amount (kg) of Atropine Sulfate. Combining with the expected yield of Atropine Sulfate,

we can calculate the total amount (kg) of Atropine required by: taking the product of the ”Doses

Requested” attribute and ”mg Atropine per Dose” attribute, divide that product by 1,000,000 to

convert from mg to kg, and divide that again by the ”Expected Yield” attribute to get the produc-

tion target of Atropine Sulfate in kg. All of this calculation is completed in the ”Starting Target
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Figure 7: The Recipe Management System. Material requirement system as a series of nested raw

material subsystems constrained by stoichiometry, manufacturing objectives, chemical transforma-

tions and process conditions.

Mass” constraint, which outputs the final value to the ”Starting Target Mass Atropine Sulfate” at-

tribute. According to the recipe spreadsheet (Figure 6), the first unit operation in the manufacture

of Tropine Methanesulfonate (PC2) is a liquid transfer of Dichloromethane (DCM). To calculate

the mass amount required for this liquid transfer, we multiply the production target with the mass

equivalent attribute, ”Mass Ratio DCM w Atopine Sulfate”, between this particular DCM addition

and the production target itself. The resulting mass can then be combined with density of DCM

to calculate the equivalent volume required for this particular addition. We can also specify other

material requirements such as ”Storage Temperature” (oC), ”Required Rate” (m3/s) and ”MoC

(materials of construction) Required”. These constraints and attributes particular to this specific

DCM addition is stored in the ”Dichloromethane Addition” system. In Step 1 of Figure 7, using

the ASK profile, we demonstrate: (1) how information can be represented, calculated, and stored,
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(2) how manufacturing objectives (”Atropine Dose Requested”) can be integrated to a simple sup-

ply chain management system (”Dichloromethane Addition”) in manner that allows the system’s

material requirements (”Mass Amount” and ”Volume Amount”) to be dependent on stakeholder

requirements (”mg Atropine per Dose”), (3) how to specify other requirements (”Storage Temper-

ature”, ”Required Rate” and ”MoC Required”) that are specific to the functionality of the process.

Using the same technique, we can create a ”Tropine Addition” system for Tropine and combine

it with the previous DCM addition system to make a ”Tropine mixture” system. The total mass

of this mixture is the sum between the previous two mass. We also assume that the volume of

this mixture is approximately the summation of the volume of DCM and Tropine. For any given

”mixture” system, we can provide operation conditions such as ”Required Temperature” and ”Mix

Time” which can be used for simulations describing the phenomena in transformation archetypes

(e.g. distillation, mixing). In Step 2 of Figure 7, we just covered how the RMS keep track of

the material requirements (mass and volume) as we move forward as well as the transformation

requirements at every step. In Step 3, we show that an RMS for a particular PC, PC2 in this case,

can be quickly created by repeating Step 1 and 2. We carry out Step 1 whenever there is a new

material addition and Step 2 whenever an operation involving the entire mixture is encountered.

Once RMS for other PCs are created using Step 3, we can integrate and organize these RMSs to

match the synthesis of Atropine depicted on the LHS of Figure 6. The RMS for PC2 (orange) and

PC3 (red) are placed parallel to each other as they are made in parallel and in separate containers.

PC2 and PC3 are combined to mimic the actual ”Crude Atropine” reaction that occur when mix-

ing Tropine Methanesulfonate and Acetyltropoyl Chloride. Furthermore, PC2 and PC3 are nested

inside PC1c (green) as there are work-up steps after the reaction. ”Crude Atropine” (green) is

then recrystallized (blue) and sulfonated to make Atropine Sulfate (violet). To summarize, this

demonstrates a management system that is designed based on the chemical transformations re-
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quired to make an API and are capable of adapting to stakeholder objectives throughout the entire

management system. All attributes that specify operating conditions (e.g. temperature, pressure,

flow rate, time) are used for the calculation of phenomena described by transformation archetypes

(e.g. heating, mixing) in the Transformation Requirements System (TRS).

Atropine Transformation Requirements System

In the previous section,we developed an ”enterprise level” system of systems that managed the

material and transformation requirements of Atropine manufacturing. Here, we will create a system

model that capture the actual ”process level” operations required to manufacture Atropine. Figure

8 presents the birds-eye view of the system of systems called the Transformation Requirements

System (TRS). The TRS is a collection of chemical transformation systems (Process Cells). Each

PC consists of a series of unit operation systems that follow the exact progression laid out in

the RMS. Each unit operation system uses the operating conditions specified in the RMS (e.g.

temperature, pressure, flow rate) as input to calculate the time (seconds) required to perform the

transformation archetypes (e.g. heating, dissolution, reaction) on a particular material amount

(e.g. mass, volume). The passage of flow carrying mass, energy, (momentum) or information from

one unit operation affect the time it takes to reach the desired state of the unit operation receiving

that flow.

The unit operations in the TRS are constructed using the practice of Pattern-based Systems

Engineering (PBSE). PBSE is a methodology that leverages the concept of patterns to improve

the efficiency in engineering and design. In science, patterns are recurring phenomena that are ob-

servable in nature. In engineering, a pattern is a recurring solution to a common problem that has

proven to be effective. These patterns are used to guide the design and development of systems,

ensuring that tried and tested approaches are incorporated into the process. The utilization of
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Figure 8: Transformation Requirements System. A high level, structural model of Atropine man-

ufacturing system’s transformation requirements highlighted by process cell. The architectural

model follows the Atropine synthetic route, starting from Tropic acid and Tropine as key start-

ing materials. In parallel, Tropic acid and Tropine are synthesized to create PC3 Acetyltropoyl

Chloride Formation System (red) and PC2 Tropine Methanesulfonate Formation System (orange)

respectively. PC3 and PC2 are inputs to produce Crude Atropine in PC1c Crude Atropine Forma-

tion System (green). After undergoing recrystallization in PC1b Recrystallized Atropine Formation

System (blue), the recrystallized Atropine is sulfonated to create Atropine Sulfate in PC1a Atropine

Sulfate Hemihydrate Formation System (violet). All ”formation systems” are connected by pas-

sages of flows of mass, energy and information.

patterns leads to a more efficient and effective engineering process, and the consistent application

of patterns across projects results in the emergence of PBSE as a discipline190. PBSE promotes

reusability and standardization in the engineering process, resulting in a more streamlined and

effective approach to system development. In the case of chemical manufacturing, we develop pat-

terns for transformation archetypes using simple transport phenomena models that are commonly

used in unit operation design. The specifications of these patterns are discussed in subsection Sim-
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ulation Authoring. By creating a repository of generalizable patterns of unit operations, we can

streamline the modeling process by simply instantiating new instances of required patterns inside

a PC. On top of that, we were able to add distributed version control capabilities into our pattern

repository. This automation allows us to seamlessly update the current pattern or replace it with

a different one while maintaining the integrity of the entire system. Once a PC has received the

required unit operation patterns, they can be connected via passage of flows from one unit opera-

tion to another by following the direction of the RMS. Flows can carry information between unit

operations inside or across PCs. The passage of time and/or flows into a unit operation can trigger

flows out of another unit operation. This trigger of input and output continues until no out-flow

can be detected in a system that receives an in-flow. The architecture of the TRS is complete once

all system roles, interactions and transformations have been captured via flows and constraints.

Simulation Authoring

With both the supply management and the manufacturing operations required to product At-

ropine, we develop a digital twin by integrating simulations into the system architecture. Here, we

integrate simulation authoring capabilities to simulate the collection of unit operations patterns

instantiated inside every PC.

Figure 9 provides a closer look of the TRS for PC2 Tropine Methanesulfonate (top) and what the

”molecular level” simulation of PC2 looks like (bottom). According to patent WO/2016/016692,

there are five steps required to produce Tropine Methanesulfonate. The architectural system (mid-

dle) starts with the parallel material additions of liquid DCM (blue) and solid Tropine (red). The

end of the transfer initiates the dissolution of Tropine in DCM at 35oC (brown). Once Tropine

fully dissolved, Methanesulfonic acid is added drop-wise into the mixture (green). The reaction

mixture is continuously stirred at 35oC until the reaction completes (violet)188. Each of these steps
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is described by a pattern and they are connected together via flows. As mentioned before, every

pattern is created based on one or more transport phenomena models that were developed to model

unit operations. For example, we assume that Tropine Methanesulfonate is produced in a baffled,

jacket agitated vessel. With that assumption, we now have a model for the heat transfer from the

jacket of a baffled tank described by McCabe et al.191. Using this heat transfer model, we can build

a heat transfer simulation that can calculate the time required to heat the Tropine-DCM mixture

to 35oC. Similar models can be found in McCabe et al. to describe the phenomena of liquid

transfer and dissolution required to create the patterns required to model PC2. In the simulation,

we can direct the flows of mass, energy and information from one pattern to another to simulate

the process of forming Tropine Methanesulfonate from Tropine (key starting material). Execut-

ing the completed systems model of PC2 results in a fully simulated manufacturing of Tropine

Methanesulfonate (Figure 9 bottom), which contains a diverse set of unit operations such as liquid

transfer, solid transfer, heating, dissolution, and reaction. The output of this simulation is the

operating time of each unit operation and the cycle time of Tropine Methanesulfonate, all of which

are dependent on the production objective calculated in the RMS (Figure 7).
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Figure 9: Digital Twin in MBSE. A closer look of a Process Cell using PC2 Tropine Methanesul-

fonate Formation System as an example (top). The process starts with the liquid addition of DCM

(blue) and the solid addition of Tropine (red) in parallel. Tropine is then dissolved in DCM at

35oC (brown). After the drop-wise addition of Methanesulfonic acid (green), the reaction mixture

is stirred at 35oC until a solution forms (violet). Each unit operation is connected via passage of

flow of mass, energy and information. Executing the model results in the complete simulation of

PC2, which is the formation of Tropine Methanesulfonate from the starting material Tropine (bot-

tom). Each simulation elements is built using transport phenomena concepts that are commonly

used in PSE. The output of this simulation is the cycle time required to manufacture Tropine

Methanesulfonate.

The outcome of this use case is a digital twin—an architectural model that enables the inte-

gration of simulations whose outputs depend on stakeholder objectives. With our automation and
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version control capabilities, any modification to the model architecture or underlying simulation can

be swiftly shared across the enterprise. This approach allows for scalability and improved fidelity

of the systems model without compromising the shared reality and model integrity. Ultimately,

integrating advanced simulation suites from the PSE community will enhance the MBSE digi-

tal twin’s resolution, further streamlining the modeling process. However, calculating cycle times

necessitates not only transformation requirements but also equipment that (a) possess the neces-

sary properties for transformations to occur (e.g., impeller diameter, filter pressure, heat exchange

surface area), and (b) meet the specifications required for carrying out the transformations (e.g.,

maximum and minimum temperature requirements, volume, MoC). In Chapter 4, we present au-

tomation capabilities that can automatically allocate suitable assets based on production objectives

and transformation requirements embedded in architectural models.
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Chapter 4: Automatic Allocation of Assets - Albuterol Case Study

Overview of Albuterol

Albuterol, a short-acting β2-adrenergic receptor agonist (SABA) primarily used for treating

bronchospasm associated with asthma and chronic obstructive pulmonary disease (COPD), works

by relaxing smooth muscle in the airways, resulting in bronchodilation and improved airflow192.

Although available in various forms, the most common administration method is through aerosol

metered-dose inhalers (ProAir HFA, Proventil HFA, others) due to their rapid therapeutic effect and

ease of use193. Since October 2022, Albuterol inhalation solution, specifically the Albuterol Sulfate

Inhalation Solution 0.5% used in hospitals and healthcare systems, has been on the FDA drug

shortage list194. The American Lung Association (ALA) attributes this shortage to the shutdown

of Akron Operating Company, LLC195, a major U.S. manufacturer of this specific Albuterol form.

This closure increased demand on Nephron Pharmaceuticals, the only remaining U.S. manufacturer

capable of producing the same product. While the FDA and ALA continue to monitor the situation,

the only current solution to this shortage is waiting for supply to meet demand, emphasizing the

importance of finding a new U.S. supplier for this crucial API.

Albuterol Synthetic Routes

In this case study, we compare two Albuterol synthetic routes: one proposed by Babad et

al. in 1988196 (hereinafter Albuterol 1), and the other proposed in the international patent WO

92/04314197 (hereinafter Albuterol 2).
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Figure 10: Albuterol 1 Architectural Systems Model. The architectural model follows the synthesis

route suggested by Babad et al.196, using Salicylaldehyde as the key starting material. In parallel,

Salicylaldehyde (PC4c) and Bromoacetlyl Chloride (PC4d) were prepared in separate tanks contain-

ing Dichloromethane. These two solutions are combined in PC4b containing Aluminum Chloride to

produce crude 5-(Bromoacetyl)-2-hydroxy-BA (benzaldehyde). Crude 5-(Bromoacetyl)-2-hydroxy-

BA (benzaldehyde) are recrystallized in PC4a and reacted with Tert-butylamine (t-BuNH2) in

2-propanol to produce 2-Bromo-1-[3-[[(1,1-dimethylethyl)imino]methyl]-4-hydroxyphenyl]-ethanone

(stage II product) in PC3. The resulting stage II product reacted with t-BuNH2 and Hydrocloric

acid in 2-propanol solution to produce 5-[[(1,1-Dimethylethyl)amino]acetyl]-2-hydroxybenzaldehyde

Hydrochloride (Stage III product). Finally, in PC1, Stage III product are hydrogenized in Palla-

dium catalyst to produce Abuterol.

The top half of Figure 10 shows the synthesis route proposed in Albuterol 1, using sali-

cylaldehyde as the key starting material. This synthesis route has 4 transformations, which

are described in the TRS on the bottom half of Figure 10. The production starts at PC4d

and PC4c, where Bromoacrtyle Chloride and Salicylaldehyde are mixed, in parallel in two sep-

arate tanks containing Dichloromethane. These two solutions come together in PC4c to create

crude 5-(Bromoacetyl)-2-hydroxy-BA (benzaldehyde). Crude 5-(Bromoacetyl)-2-hydroxy-BA in
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PC4c are transferred to another reactor in PC4a for recrystallization. In PC3, the purified 5-

(Bromoacetyl)-2-hydroxy-BA reacted with tert-butylamine in 2-propanol to create 2-Bromo-1-[3-

[[(1,1-dimethylethyl)imino]methyl]-4-hydroxyphenyl]-ethanone or stage II product (green). Stage II

product is then reacted to tert-butylamine and 12 M HCl to create 5-[[(1,1-Dimethylethyl)amino]acetyl]-

2-hydroxybenzaldehyde Hydrochloride or stage III product (blue) in PC2. Finally, stage III product

is hydrogenated in Palladium catalyst in PC1 to produce Albuterol (purple).

Figure 11: Albuterol 2 Architectural Systems Model. The architectural model follows the synthesis

route proposed in patent WO 92/04314197, which uses Methyl 5-acetylsalicylate as the key starting

material. In PC2a, methyl 5-acetylsalicylate is reacted with Dimethylsulfoxide, Hydrobromic acid

and 2-propanol to create 5-glyoxyloyl-salicyclic acid methyl ester hydrate (5-glyoxyloyl-salicyclic

acid ME), which is precipitated out using diluted Acetonitrile prepared in PC2b. 5-glyoxyloyl-

salicyclic acid ME is combined with ethylene glycol diethyl ether (DME) and t-BuNH2 in PC2b to

produce a dihydroxyacetyl intermediate, which is distilled in a solution of Borane dimethyl sulfide

complex and DME to create aryethanolamine intermediates in PC2a. Finally, aryethanolamine

intermediates are concentrated in Methanol and Acetic acid to create Albuterol.
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Figure 11 describes the synthesis and TRS of Albuterol 2. The production starts in PC2a

(red) where the key starting material, methyl 5-acetylsalicylate, reacted with dimethylsulfox-

ide and hydrobromic acid (48%) to make hydroxybenzoate intermediates197. These interme-

diates are mixed with 2.4 N sulfuric acid and Acetonitrile solution from PC2b (red) to make

5-glyoxyloyl-salicyclic acid methyl ester hydrate (methyl ester hydrate). In PC1b (green), the

methyl ester hydrate reacts with ethylene glycol diethyl ether (DME) and tert-butylamine to make

Methyl 5-(2,2-dihydroxyacetyl)-2-hydroxybenzoate (dihydroxyacetyl). The dihydroxyacetyl intere-

diate are concentrated in 10 M Borane dimethyl sulfide complex, DME and methanol in PC1a to

make aryethanolamine intermediates. Finally, the aryethanolamine intermediates are distilled in

Methanol and Acetic acid to create Albuterol. To make this synthesis route comparable to Al-

buterol 1, the following sulfonation step to create Albuterol Sulfate197 has been removed from the

TRS, leaving us with only Albuterol as the final product in PC1a.

In a comparison of the two synthetic routes to Albuterol, several key differences were observed

(Table 1). Albuterol 1 is characterized by a more complex, 4-stage synthesis, consisting of 99

steps, whereas Albuterol 2 involves a more streamlined, 2-stage synthesis with 50 steps. The

workup for Albuterol 1 is considerably more labor-intensive, necessitating heavy workup196, while

Albuterol 2 requires no such workup. Additionally, Albuterol 1 synthesis involves hydrogenation

using palladium catalysts196, whereas Albuterol 2 requires multiple distillation steps involving

bromine compounds197. Notably, the MoC requirements for Albuterol 1 are more flexible than

Albuterol 2 due to the use of hydrobromic acid197 which requires strictly glass-lined reactors.

Lastly, the reaction conditions for Albuterol 1 involve low temperatures (-3oC) and high pressure

(60 psi)196, whereas Albuterol 2 requires high temperatures (100oC)197. It is also worth mentioning

that Albuterol 1 yields a liquid product, while Albuterol 2 results in a solid product.
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Table 1: High-level comparison of transformation requirements between Albuterol 1 and Albuterol

2

Albuterol 1 Albuterol 2

99 Steps, 4-stage Synthesis 50 Steps, 2-stage Synthesis

Heavy Workup Required No Workup Required

Hydrogenation with Palladium

Catalysts Required

Multiple Distillation Involving Bromine

Compounds Required

Flexible MoC* Requirements Strict MoC* Requirements

Low Temperaturea (-3oC)

Requirements and High Pressure (60

psi) Requirements

High Temperature Requirements

(100oC)

Liquid Product Solid Product

* Material of Construction

Motivation

The difference in transformation requirements for various syntheses necessitates assets with

specific specifications tailored to each synthesis. In the chemical industry, the process of allocating

assets compatible with both unit operations and transformation requirements is typically manual,

relying on local domain experts and documentation in the form of digital artifacts or papers,

as discussed in Chapter 1. The objective of this case study is to demonstrate the automated

and rapid allocation of suitable assets to products with differing requirements by incorporating

automation capabilities into architectural models. This case study aims to illustrate the conceptual

framework of equipment pattern architecture, demonstrate how this architecture enables automatic

asset allocation through examples and visualizations, and compare the two Albuterol syntheses and
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their respective allocated assets.

Equipment Pattern Architecture

Before incorporating automation into the TRS, which includes the transformation requirements

in table 1, we must first develop an architecture for equipment patterns that accurately represents

both (1) the requirements and (2) the roles in which the assets can participate. It is evident that

equipment of different archetypes, such as containers and filters, have distinct roles and require-

ments. However, distinguishing between equipment within an archetype is more challenging. For

instance, what are the differences between a vessel and a mixer in the context of modeling? Are

they the same thing? How about a mixer and a reactor? Without clear differentiation between

these types of equipment, automation may assign unit operations with assets that lack the neces-

sary structure or requirements to perform those operations. Consequently, it is crucial to establish

a modeling framework capable of adapting to the diversity of chemical manufacturing assets in

terms of their roles and requirements.
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Figure 12: Equipment Pattern-on-Pattern Architecture. This figure showcases the pattern-on-

pattern architecture of equipment archetypes within the ”container” archetype (orange), illustrat-

ing the evolution of roles (yellow) and requirements (gray) as the archetype structure becomes

more complex. The vessel (red) represents the simplest archetype, followed by the mixer/blender

with added agitation attributes (blue), the reactor with inert environment capabilities, and finally,

the temperature-managed reactor (TMR) with temperature control requirements. This scalable

framework streamlines the construction of our pattern portfolio.
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Figure 12 illustrates the specific pattern-on-pattern architecture of equipment archetypes be-

longing to the broader ”container” archetype (orange). As the archetype ”evolves” in terms of its

structure, its roles (yellow) and requirements (gray) also evolve. The figure begins on the outer

right, where the simplest ”container” archetype, the vessel (red), is displayed. The vessel has only

the role of a container, and thus, its requirements are limited to volume and MoC. The next evolu-

tion of the ”container” archetype is the mixer/blender, which is inherently a vessel. Consequently,

the mixer/blender possesses the role and requirements of the vessel (red), along with necessary

attributes for agitation (blue), such as impeller diameter and agitator power. This pattern-on-

pattern framework makes the process of building our pattern portfolio scalable and manageable.

Following the same logic, the next generation is the reactor, which has the role of creating an inert

environment, in addition to the agitation and containment roles from the mixer/blender. To cre-

ate an inert environment, the reactor must withstand non-atmospheric pressure ranges, requiring

minimum and maximum pressure specifications. Finally, the temperature-managed reactor (TMR)

is the last generation shown on the outer left of Figure 12. The TMR can perform the roles of

the previous ”container” archetypes and temperature management, necessitating two additional

requirements—minimum and maximum temperature—compared to the reactor.

It is crucial to note that the equipment pattern architecture is built only to accommodate the

automatic allocation (auto-allocation) feature and exists outside and in parallel to the TRS. When

an equipment pattern is called within any TRS, only the patterns containing the requirements

are invoked. These patterns include (1) the requirements that take attributes from the RMS as

inputs (e.g., reaction temperature and pressure) and (2) the attributes enabling a unit operation to

occur (e.g., impeller diameter, agitator power, and power number for dissolution). When the auto-

allocation feature is called, information flows from the requirements to the roles requiring those

specifications, then to the equipment archetypes capable of performing those roles, and finally to the
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actual assets that (1) match the required archetypes and (2) have specifications deemed ”suitable”

for the transformation requirements. The process of selecting ”suitable” requirements is explained

in Figure 13.

Automatic Allocation of Assets

Automatic allocation or auto-allocation is the process of automatically and rapidly allocating

suitable assets required in a complete TRS via embedded automation. In this section, we illustrate

the allocation process and the auto-allocation results, which is the manufacturing solution for each

Albuterol synthesis.

Illustration of the Allocation Process

Figure 13 visually illustrates the allocation algorithm and its relationship with the equipment

pattern architecture show in Figure 12.
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Figure 13: The Process of Equipment Allocation. This figure demonstrates the auto-allocation

process for an Equipment of Interest (EOI) requiring a 0.5 m3 vessel made of specific materials. The

EOI is compared to assets belonging to the ”container” archetype across various toll manufacturers’

sites, considering volume, material compatibility, and archetype evolution. This example highlights

the complexity of allocation, emphasizing the importance of allocation and an established equipment

architecture.

In Figure 13, the equipment of interest (EOI) is a vessel required to have a volume of 0.5 m3

and be made of stainless steel, glass-lined, or Hastelloy C-276. The vessel with these requirements

is compared to equipment that (1) belongs to the ”container” archetype, (2) contains the ”vessel”

archetype in their evolution, and (3) has suitable specifications. The first comparison is made

between the EOI and Vessel-001-CMO1S1 from site 1 of toll manufacturer (toller) 1. Since this

vessel has a volume of 1.0 m3 and is made of stainless steel, it is considered suitable. The second

comparison is between the EOI and Reactor-001-CMO1S1, as Figure 12 shows that the reactor

archetype can perform the role of the vessel archetype. However, Reactor-001-CMO1S1 is not

chosen, as its volume (0.4 m3) is less than the required volume of 0.5 m3. The third comparison is

made between the EOI and JacketedReactor-001-CMO1S1, as jacketed reactor assets are considered

to be of the TMR archetype. JacketedReactor-001-CMO1S1 does not meet the requirements of the

60



EOI, as it has the same insufficient vessel volume. This example demonstrates that allocation is not

as linear a process as one might imagine. While this asset is technically suitable as it has the same

volume as the EOI, in reality, an asset with a slightly larger volume is preferable to prevent spillage.

The required volume ”difference” is a variable that can be adjusted in the allocation algorithm

before initiating the allocation process. The same concept applies to temperature and pressure as

well. Moreover, while the MoC between the EOI and the jacketed reactor is not identical, Hastelloy

C-22 is considered superior to Hastelloy C-276198, so this asset meets the MoC requirements for

the EOI. Logic related to MoC is also a crucial component of the allocation algorithm, as it can

lead to rejecting many assets with suitable MoC or accepting ones that lack suitable MoCs. The

allocation process for this EOI continues until all assets belonging to the ”container” archetype in

all sites of all tollers are compared. While Figure 13 illustrates auto-allocation of one equipment,

auto-allocation can also be carried out on the scale of one PC, multiple PCs, or the entire project.

It is essential to remember that the requirement values of all EOIs come from the RMS, which

contains values dependent on stakeholder requirements (features). A change in stakeholder require-

ments, such as a modification in synthesis route or production objective, will result in a different

auto-allocation output. Therefore, similar to simulation (Figure 9), auto-allocation depends on

stakeholder requirements. This concept will be relevant when comparing allocation results between

the two albuterol syntheses in later sections.

Finally, assets with parameters compatible with the transformation requirements are called

”fit” assets. While ”fit” assets represent only a small portion of available assets, the design space

remains significant for the entire manufacturing system. This is because not all ”fit” equipment

is efficient to deploy. Assessment of ”goodness” can be used to limit the selection of overqualified

equipment. However, the topic of ”goodness” is outside the scope of the current chapter, as it is

related to quantitative measurements and optimization, which are independent of the process of

61



automatic asset allocation.

Manufacturing Solution

The auto-allocation results of a full architectural model consist of a collection of asset groups,

with each group representing all qualified assets for a specific EOI. Each asset is associated with

its current site location and the respective toller who owns the site. An equipment configuration is

a collection that contains one asset from each EOI’s asset group. Thus, a manufacturing solution

is defined as a distinct equipment configuration situated at a specific site, owned by a particular

toller. In this section, we provide visual illustrations of manufacturing solutions and compare

manufacturing solutions between the two Albuterol synthesis routes. Specifically, these are the

”best” manufacturing solutions for a production objective of 29 kg of Albuterol, which we

estimated as 1% of the annual demand for this compound199.
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Figure 14: Visual Illustration of Manufacturing Solutions For Albuterol 1. Figure 14 displays four

groups, each representing a manufacturing solution from a specific toller and their site(s) capable

of meeting the production objective following Albuterol 1. The central green object contains the

solution ID and its ”goodness” score. It connects to a dark block indicating the toller and their

qualified site, e.g., CMO003S01 represents site 01 of toller 003. The toller is linked to the required

equipment archetypes (orange) at that site, which in turn connect to the qualified, auto-allocated

assets (gray).
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Figure 14 shows 4 groups, where each group is a manufacturing solution of a particular toller and

their specific site(s) that are capable of satisfying the production objective by following Albuterol

1. At the center of the group lies a green object containing solution ID and its ”goodness” score.

The solution is connected to a dark block that contains a toller and their qualified site in a form of

toller-site. For example, CMO003S01 means site 01 of toller 003. The toller is connected to all the

equipment archetypes (orange) that (1) has the roles and requirements needed in the architectural

model, and (2) belong in that particular site. Finally, each equipment archetype is connected to a

qualified, auto-allocated asset (gray).

Figure 15: Auto-Allocation Results of Albuterol 1. Figure 15 provide a detailed summary of

all qualified sites and assets to manufacture Albuterol by following Albuterol 1. The data table

illustrates equipment archetypes, PCs, total qualified assets, and the number of qualified assets at

each site. The figure reveals that only four sites have one or more assets for all required equipment

archetypes, reflecting unique requirements and constraints for Albuterol 1. The allocation process

considers various factors, including equipment roles and available options, to identify the most

suitable manufacturing solutions.
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The assets shown in Figure 14 is part of the total assets qualified, which are laid out in Figure

15. Each row is an equipment archetype, the PC (colored by TRS) in which contains said equipment

archetype, the total amount of qualified assets at all sites, and the number of qualified assets at

each qualified sites. While there can be more than 4 sites that contain the qualified assets for any

particular equipment archetype, only 4 sites have one or more assets for all equipment archetype

required. Observation of the data table in Figure 15 give us some insights onto why only 4 sites

are qualified when using Albuterol 1. Starting at PC1, only a total of 36 Temperature Managed

Reactor Condenser (TMRC) across 4 sites are qualified compared to 53 and 68 from PC4a and

PC4b respectively. The high operating pressure (60 PSI or 4.1 bar) and low operating temperature

(0oC) combined with hydrogenation196 set up a unique set of requirements that not many assets

can satisfy (Table 1. Furthermore, Albuterol 1 requires a large amount of solvents in PC4 and

PC3196, which is reflected not only in TMRC but also the amount of qualified filters compared to

PC2 and PC1. Finally, as illustrated in Figure 12 and 13, all ”container” archetype can, and are

allocated to fulfill the role of a vessel. Thus, there is always a large amount of options when a vessel

is required.
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Figure 16: Visual Illustration of Manufacturing Solutions For Albuterol 2.

In contrast, with the same manufacturing objective, Figure 16 shows that Albuterol 2 has 7

qualified sites. Not only are there more qualified assets per qualified sites, each site also has multiple

solutions, allowing for more flexible asset selection. This is not possible in Albuterol 1 (Figure 15)

because there is a limited number of qualified asset for one or more equipment at every site. For

example, across all 4 sites in Albuterol 1, there are only 3 assets that can satisfy the requirements

of the required filter in PC3. As these 3 qualified filter assets are of the same specifications, there

is actually only 1 ”best” manufacturing solution per site. In Albuterol 2, however, there are sites

sites with more than 1 solutions due to having qualified assets of different specifications. The

prime example would be CMO009S05 or CMO9S5, which has 6 manufacturing solutions of the

same ”goodness” score. While there are only 9 filters in CMO9S5 that can satisfy the filter in PC1a

(Figure 17), there are 6 different types of filter assets with comparable ”goodness” score. This

results in 6 different manufacturing solutions with similar ”goodness” score in one site. In contrast,

there is only 1 solution in CMO8S1 as there is only 1 filter asset that can satisfy the filtration
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requirements in PC1a (Figure 17). Overall, there is not a big difference between the amount of

qualified assets between the same equipment archetype in Albuterol 2. The biggest difference lies

in the amount of qualified TMRC between PC1 (151 assets) and PC2 (120 assets) due to the strict

MoC requirements caused by using hydrobromic acid in PC2197, albeit the numbers themselves

are still higher than the ones in 15). Finally, the difference in the number qualified sites between

the two routes can also be attributed to the difference in volume requirements, as Albuterol 2 does

not require as much containment volume because of the absence of workups and the presence of

multiple distillation in between steps197.

Figure 17: Auto-Allocation Results of Albuterol 2.

Summary

Table 2 provides a high-level summary of the two Albuterol routes in terms of requirements

and auto-allocation results. Overall, manufacturing Albuterol by following Albuterol 1 requires

two times the amount of steps compared to Albuterol 2 (99 vs. 50 steps). As a result, Albuterol 1

requires two times the amount of equipment that Albuterol 2 needs. However, this 2:1 ratio flips as

almost twice the amount of sites can accommodate the manufacturing requirements of Albuterol 2

than that of Albuterol 1. Consequentially, there are more tollers that can manufacture Albuterol

using Albuterol 2 (6 vs. 4 tollers). Finally, this ratio converges towards parity at the end, where
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the number of qualified assets for each route is approximately equal (about 4% difference). Thus,

we can conclude that Albuterol 2 is a more accessible synthesis route than Albuterol 1 for the

manufacturing of Albuterol

Table 2: Summary Table Comparing Heuristics with Auto-allocation Results Between Albuterol 1

and Albuterol 2.

Synthesis

Route
Steps

Equipment

Archetypes
Sites Tollers Assets

Albuterol 1 99 15 4 4 1325

Albuterol 2 50 8 7 6 1276

This work is the first to demonstrate a rapid, holistic, and systematic approach to estimating

the manufacturability of APIs, with auto-allocation results that depend on editable stakeholder

objectives, as shown in the MBSE approach in Figure 5. Combined with simulation authoring,

this foundation has significant potential for future expansion and enhancement. Subsequent work

can incorporate more complex stakeholder objectives related to environmental, social, governance,

and regulatory aspects, offering richer and more realistic solutions applicable to the pharmaceutical

manufacturing sector.
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Conclusion

We establish the discipline of systems engineering (SE), specifically model-based systems engi-

neering (MBSE), as a source of untapped potential in chemicals and materials manufacturing and

supply chain management. We start with an overview of the U.S. chemical industry, identify the

vulnerability in the current chemical supply chain and introduce the emergence of supply chain eco-

nomics in chemical manufacturing. We then provide a detailed review on the discipline of SE from

which MBSE emerges. Furthermore, we explore the practice of Process Systems Engineering (PSE)

by reviewing the model-based approach in PSE, identify the current challenges in PSE, and how

MBSE can be used to overcome these challenges. This transition into a review of MBSE where we

explain the concept of ”Systems Architecture” with its various modeling languages and frameworks.

By leveraging our understanding of MBSE methodologies, we’ve developed the Authoritative source

of Systems Knowledge (ASK) as the specific MBSE method suited for chemical manufacturing. To

demonstrate its capabilities, we’ve utilized ASK to provide digital mappings of materials, process,

equipment and requirements to manufacture API Atropine and API Albuterol. Finally, we’ve dis-

played the possible digital tools that can be integrated underneath digital architectural models, such

as simulation authoring to calculate cycle time for Atropine and automatic-allocation of qualified

assets to manufacture different syntheses of Albuterol.
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