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The present paper studies international stock indexes of the G-7 countries in the last
40 years. Evidence about the statistical memory of the returns is presented, and only in
one country could the existence of long memory be sustained. These results contradict
various previous studies that were based on the R/S analysis and consistently claimed
the existence of long memory in financial returns. A general ARFIM A model capable
of reproducing long- and short-memory properties is directly fitted to the data. The
conclusion is then based on the estimated parameters of the model.

I. I N T R O D U C T I O N

The evaluation of the statistical memory of stock returns
has always been an attractive topic in theoretical and practi-
cal economics. The question about the existence of that
statistical memory is directly related to the one off stock
price predictability, and the common answer that is taught
in finance courses is the one from the efficient market
hypothesis theory. There are many formulations of this
hypothesis (see, e.g. Ball, 1989), all leading to the conclusion
that consistent increased profits cannot be made by trading
on the market on the basis of information given by past
prices.

This classic answer from finance theory has recently been
challenged by various empirical studies using novel and
more sophisticated statistical tools. A basic reference is
Guimaraes et al. (1989), and a recent survey from the fore-
caster point of view is Granger (1992).

In this paper a particular issue related to the efficient
market hypothesis is discussed: the claim made by some
researchers that stock markets have a specific type of mem-
ory behaviour called persistence, or long memory, or long-
range dependence.

The claim of long memory on stock prices is a surprising
one. In a certain way, it goes further than the simple claim of
some sort of statistical dependence that could improve the
predictability of the prices: it states that correlations be-
tween price changes die out very slowly, in a sense made
precise below, being the actual movements in the market
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Stochastically influenced by the recent to the most remote
past.

This claim was suggested by the seminal work of Mandel-
brot (1965,1972) on the fractional Brownian motion and on
the celebrated R/S analysis. Several researchers used the
tools developed by Mandelbrot and, by means of R/S ana-
lysis, arrived at the surprising conclusion that some finan-
cial time series had a long-memory behaviour.

Recently, Lo (1991) contested that analysis, showing that
the R/S statistic was biased and unable to distinguish, in
finite samples, short-memory characteristics from long-
memory characteristics of a time series. Lo developed
a modified R/S statistic that overcomes these problems and
applied it to various US indexes of stock returns. His con-
clusions contradicted previous research and imputed the
results of preceding R/S analysis to the sole existence of
short- memory in security prices.

Here a different approach is presented where a class of
discrete-time long-memory models is fitted to the data, and
the compatibility of the fitted parameters with a short-
memory assumption is tested. The class of models used is
the autoregressive fractionally integrated moving average
(ARFIMA), a generalization, introduced by Granger and
Joyeux (1980) and by Hosking (1981), of the well-known
ARIMA models of Box-Jenkins. The main estimation pro-
cedure used here is the new exact maximum-likelihood
approach of So well (1991). This way, the problem is read-
dressed from a new and more pragmatic angle: the question
is whether or not if the large class of linear long-memory
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models that generalizes the ARIMA processes needs a 'long-
memory parameter' to better fit the data.

Also, the data is perhaps more representative of stock
market price behaviour in modern developed economies.
A long span of data of almost 40 years is used for the G-7
countries: Canada, France, Italy, Japan, UK, US and what
was West Germany.

The plan of the paper is as follows. Section II defines the
concepts of short and long memory of a random process.
Section III critically reviews previous work claiming the
existence of long memory in financial time series. Section IV
presents a fractional model with long-memory behaviour,
the ARFIMA model. Section V describes the data, the avail-
able estimation procedures, and discusses the results of the
estimations. Section VI concludes.

II . T H E M E M O R Y O F A T I M E SERIES

Let the time series under consideration be represented by
(X,). In what follows, it is assumed that the time series are of
second order, i.e. that their variance is finite for every t. It is
also assumed that the time series, directly or after some
transformation, are stationary, i.e. their first and second
moments are independent off: EX, is constant and Cov [A',,
^t+hl = '-yih), is a function of the lag h alone. Also, e, will
denote a white-noise process with mean zero and variance
(T^<oo, in symbols e,~ WN{O,(T^).

Time series studied in economics and finance have a char-
acteristic economic behaviour in that their autocovariances
decay to zero, reflecting the fact that the influence of the past
values decreases with the lags under consideration. The
speed of that decay is a measure of the internal memory of
the random event.

If a white noise is the appropriate model then the random
event is said to have no memory. It can be said that such an
extreme case seldom occurs in practice, but one commonly
assumed implication of the efficient market hypothesis is
that stock returns are such a phenomenon.

Models with short memory are, for instance, the so-called
auto regressive moving average (ARMA) ones. The ration-
ale is that the decay of the autocovariances of an ARMA is
geometrically bounded: there exist constants C > 0 and r in
the open interval ]0,1 [ such that |y(/i)| ̂ Cr'*'. Hence, y(h) is
absolutely summable.

In contrast, long-memory models have autocovariances
that decay much more slowly, following asymptotically
a hyperbolic decay. More precisely, a second-order station-
ary process {X,) would be called of long-memory type if, for
some C > 0 and a < 0 , its autocovariance function has the
following asymptotic behaviour:'

If, in addition, a > —1 and so ^|y(/i) | = oo, it will be said
that X, is persistent.

There are many examples of data series that reveal long-
memory characteristics. Historically, one of the most impor-
tant examples is the series of yearly water levels of the Nile
river, that puzzled probabilists for more than a decade.

The English physicist Harold Edwin Hurst, working in
Cairo, studied extensively the historic records of the Nile
river levels (Hurst, 1951) and developed a new statistic tool
appropriated to his purposes: the R/S analysis.

Let Xi, X2, . . . ,X4 represent the inputs (e.g. river levels,
rainfalls, etc.) in d successive years, and let X represent the
empirical average. The adjusted range R is defined as

R{d):=max -ix\- min
J

and the normalization factor 5 is the following version of
the standard deviation:

i = 1

1/2

The statistic that Hurst used was the rescaled adjusted
range Q, also called R/S statistic:

Qid):=
Rid)

S{d)

In the studies of the Nile and other rivers. Hurst averaged
the values R{d)/S(d) for different starting points to- He
found that this average fluctuates around d-', with J~0.74.
The parameter J is called the Hurst exponent and the fact
that J > 1/2 for such records and other natural and eco-
nomic data (Mandelbrot, 1983) became known as the Hurst
phenomenon, a disturbing fact for traditional time-series
modelling. The point is that, for ARMA models and for
virtually all stationary models conceived and used in tradi-
tional time-series analysis, we have J = l/2. The fact that
J > 1/2 can be interpreted as a sign of long memory, as
Mandelbrot proved in a series of papers (see, for instance,
Mandelbrot and Taqqu, 1979).

Various methods can be used in R/S analysis in order to
estimate the Hurst exponent J. A natural estimate, using
a sample of size d, is simply

logrf
(2)

as/i-^oo (1)

I I I . R/S ANALYSIS IN E C O N O M I C S AND
F I N A N C E

The first economic studies on long-range dependence used
R/S analysis and tried to detect the existence of long
memory in stock returns. Greene and Fielitz (1977) studied

'The symbol ~ is used in the standard way: a„ ~ cb,, where c 5̂  0 iff a„/b„ -»c:
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200 stock series with 1220 daily return observations each,
and compared their estimates of J with biases obtained by
Wallis and Matalas (1970) from simulations of series that
presented either no memory or short memory due to a first-
order autoregressive term. They found a significant number
of cases in which the J estimates were out of the bias limits
of the simulations.

Their findings were perhaps the first to report long
memory in economic time series, but a number of objections
can be raised. First, the distribution of the R/S statistic is
not known, and its capability of discriminating between
long-range dependence and short-range autoregressive
models is not known in finite samples. Second, with
a sample of 200 series, it is expected, even without long-
memory, that 200 X a series fall out of the empirical
a-confidence interval.

A similar investigation using R/S analysis was later per-
formed by Booth et al. (1982a, b) over gold prices and
exchange rates. In their first paper, they obtained the esti-
mates of J = 0.642 and J = 0.660. They claimed that persist-
ence could be the explanation for the existence of cycles of
unequal duration reported by simple inspection, cycles that
have been the basis for the success in the application of filter
rules to the gold market. In a second paper. Booth et al.
analysed the daily spot prices for the British pound, French
franc and German mark in terms of the US dollar. Data
corresponding to a fixed exchange regime (1965-71) and to
a fiexible regime (1973-79) were used. An anti-persistent
long-term dependence (J < 1/2) was estimated for the first
regime, and a persistent form of long memory ( J > 1/2) was
estimated for the data corresponding to the second regime.

Other authors (Helms et al, 1984) analysed the memory
in commodity futures contracts. Their findings were also in
the direction of persistent long memory for the six contracts
studied (soybean, soybean oil and soybean meal contracts
for January 1977 and for March 1976, comprising approxi-
mately 230 observations of intra-day price changes for each
contract).

All these last three studies can be subjected to the same
remarks as presented in regards to the paper of Greene and
Fielitz (1977). In all cases, the authors were cautious and
argued that the deviations of the estimated coefficients from
1/2 were greater than it would be expected in the absence of
long memory. They compared their results with the existing
simulations of Wallis and Matalas for the case of first-order
autocorrelations similar to those presented in the empirical
series under consideration. Nevertheless, the results were
near the border line, and, what is more important, simula-
tions for autocorrelations of higher order are unknown, and
so no valid reference existed. In the case of the study of
Helms et al. (1984), another major remark should be made:
they analysed relative price changes in a period when the
rate of change was increasing. The hypothesis of non-sta-
tionarity can then be introduced in parallel with the one of
long memory.

Given the difficulty in making reliable statistical inferen-
ces using the R/S statistic, efforts were moved in the direc-
tion of constructing formal statistic tests, but the tests re-
vealed a very low power and the necessity of very long
samples.

More recently, Lo (1991) constructed a modified R/S
statistic to handle those problems. The basic idea is the
construction of a statistic that is invariant over a general
class of short-memory processes but that is sensitive to the
presence of long memory.

The modified R/S statistic, which will be represented by
Q^{n, q), differs from the usual Q(n) only in the denominator.
The new estimator for the variance is

(3)

where d^ and y{j) are the usual estimators for the variance
and the autocovariance, and the weights w,(j) can be de-
fined as

q<n (4)

S^(n,q) is a consistent estimator of the partial sums'
variance, which, in presence of autocorrelations, is not sim-
ply the sum of the variances of the individual terms, as in
S{n), includes the autocovariances. The weights above are
those proposed by Newey and West (1987) and yield a con-
sistent estimator under very general conditions. Regarding
the rule for choosing the truncation parameter q, Lo pro-
vides some Monte Carlo evidence and suggests the formula

(5)
2p{l)

where [•] denotes the greatest integer function and p(
is the usual estimator of the first-order autocorrelation
coefficient.

The modified rescaled range is thus defined as

1
max

(6)

In the absence of long memory Q^{n, q)/yjn converges
weakly to the well-known range of the Brownian bridge
[{^"(f)] on the unit interval, and so it is easy to compare
Q^in, q) with the critical values for the null hypothesis.

Lo (1991) studied the monthly and daily stock returns
given by the value- and equal-weighted indexes of the
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Center for Research in Security Prices (CRSP). The daily
series had 6409 observations, ranging from July 1962 to
December 1987; the same period yield 1330 observations of
the weekly returns. Monthly indexes had 744 observations
each, ranging from 1926 to 1987. Annual data was used
from Standard and Poor's composite index - 115 observa-
tions from 1872 to 1986.

The results contradicted previous research. In most of the
cases the values for Q{n)/y/n given by the classic R/S statis-
tic were in the critical region, at 5%. But the values for
Q^{n, q)/yjn given by the modified R/S statistic were never
significant, for any of the series analysed and for any of the
truncation values for q that were used. Moreover, the differ-
ences between Q{n) and (^{n, q) were substantial: the former
statistic gives 'biases' (relatively to the latter) in the order of
magnitude of 50% and 100%.

Of course, both statistics rely solely on the asymptotic
theory, and the only advantage of Lo's proposal is that he
offers the exact asymptotic distribution of Q^(n, q) under
very general conditions, being possible to tabulate critical
values regardless of the particular form of short-range de-
pendence that could be present.

Lo also provided some simulations in order to access the
power of his test. He showed that the power was sensitive to
the choice of q and that a reasonable power against frac-
tional noise could only be obtained in large samples: 500,
1000 observations. Nevertheless, these results are for par-
ticular models, and we are still left in a fuzzy terrain when
using the R/S statistic with real data.

A parametric analysis with long-memory models is then
an appealing approach.

IV. F R A C T I O N A L L O N G - M E M O R Y M O D E L S
FOR F I N A N C I A L T I M E SERIES

A very general class of long-memory and persistent models
is based on the fractionally differenced noise, introduced
independently by Granger and Joyeux (1980) and by Hosk-
ing (1981). These models have been proved as valuable tools
in various areas of economic theory (see e.g. Diebold and
Rudebush, 1989), and in economic forecasting (see e.g.
Geweke and Porter-Hudak, 1983; Crato, 1991).

In order to introduce the models, the notation will follow
closely Brockwell and Davis (1991), where a more detailed
development can be found. The symbols B and V will
represent the backwards and the differencing operators,
respectively, i.e. BX,-X,_^ and VX,:={\-B)X,
= X, — X,_^. Integer powers of the these operators are de-
fined in the usual way, i.e. B" = B B " " ^ and V" = V-V"~^

If d is any real number, the fractional difference operator
V* is defined as

where

*=o
(7)

dd-l d-k+1

kk-1 1
(8)

When d is a positive integer, the sum is reduced to the
terms k = l, . . . , d, since then, for k>d, {i) = 0. When the
operator is applied to a random process, the sum of the
series is to be understood as a mean-square limit.

A process (X,) is called fractionally differenced noise or
fractional noise, with d in the open interval ] —0.5, 0.5 [ if

V''X, = e,, withe,~WN(O,a^) (9)

Equation 9 provides an autoregressive representation of
the process

(10)
k = 0

with n^={t){-lf. Explicitly,

Y AY JJtL^Y d{d-\){d-2)

• • • = 6 ,

By the laws of exponents.

Equation 11 can be rewritten as

(11)

The natural generalization of the fractional noise is the
fractionally integrated ARMA model, i.e. an ARIMA where
the order of integration is the non-integer de]—0.5,0.5 [. In
this way, the relatively small fiexibility existent in fractional
noise, controlled only by the two parameters a^ and d, is
increased by ih.t p + q parameters of the autoregressive and
moving-average polynomials.

An autoregressive fractionally integrated moving-average
process, ARFIMA (p,d,^) with p, q non-negative integers
and d in the open interval ]—O.5,O.5[, is a stationary
ARMA driven by fractional noise, i.e. {X,) is an ARFIMA if
it is a stationary solution of the difference equation

(i>{B)X, = e{B)^,, with^,:=V-''8,, e,~HW(0,(7^) (12)

where <j>{B) and Q(B) are lag polynomials of order p and q,
respectively. Explicitly,

(13)

with

Z 0

It can be proved that if (X,) is a fractional noise or, more
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generally, a stationary ARFIMA, then its autocorrelation
function has the following asymptotic expression:

as/i->oo. (14)

Table 1. Results of the maximum-likelihood estimation {models
chosen by AICc and SIC criteria, estimated d and corresponding
t-values)

Hence, for it is a long-memory process, for
it is antipersistent, and for 0<<i<l/2 it is

persistent. For details see again Brock well and Davis (1991,
pp. 520-34).

V. F O R T Y YEARS IN SEVEN C O U N T R I E S

The data that will be considered represent the G-7 coun-
tries stock price monthly return indexes, as in Citibase, from
the first week of 1950 to the first week of 1989.

The maximum-likelihood Gaussian estimation used the
program GQSTFRAC of Sowell and estimated 16 alterna-
tive ARFIMA models, with p = 0,1,2, 3 and q=0,1 ,2 , 3. In
order to select what could be reasonable ARFIMA models,
appropriate to each country's stock returns, AICc and SIC
criteria were used. These are perhaps the most common
selection criteria used in today's time-series analysis. They
measure the goodness of fit of the model to the data and
subtract a penalization that increases with the number of
parameters of the model. AICc stands for Akaike informa-
tion criteria in its corrected version, as suggested by Hur-
vich and Tsai (1989), and SIC is the Bayesian criterion of
Schwarz (1978). For details, the reader is referred to Brock-
well and Davis (1991, pp. 301-6) and to de Gooijer et al.
(1985).

Next step, all selected models were inspected and the
estimated values for the differenced parameter d were tested.
The standard t-test for the nullity of the parameter was
performed using the estimated standard deviation of the
estimate for d. The non-rejection of the null hypothesis d = 0
leads to the conclusion of short memory in the series and the
rejection leads to the existence of long memory. The results
are presented on Table 1. Estimations were also performed
on a broader set of ARFIMA models, using the approxim-
ate maximum-likelihood estimation program LONGMEM,
from the new version of the package ITSM of Brockwell and
Davis. The results obtained confirmed the selected models
on Table 1.

The maximum-likelihood procedure was supplemented
with the estimation technique of Geweke and Porter-Hudak
(1983), that suggested a regression over the log of the per-
iodogram at low frequencies, where its slope is directly
dependent on the long-memory parameter d. The rationale
lies in the form of the spectral density /(A) of an ARFIMA
process near zero.

,-Ul-2d
as ). (15)

Geweke and Porter-Hudak argued that their regression
estimator could capture the long-memory characteristic of
the process, without being 'contaminated' in the estimation

Country

Canada

France

Italy

Japan

UK

US

West Germany

AICc

(2, d, 2)

(=-2.24

(1, d, 1)
^=-0.04
(=-0.99

(0, d, 2)

(=1.78

(0, d, 1)
d = 0.02
( = 0.42

(2, d, 3)
d=-0.01
(=-1.11

(0, d, 1)
rf= -0.02
(=-0.32

(i, d, 0)

(=1.26

SIC

(0, d, 0)
/i — dCifx
U — v.vD

(=1.35
(0, d, 0)

( = 0.01

(p, d, 2)

(=1.78

(0, d, 0)
<?=0.12
( = 3.05

(0, d, 1)
d=-0.02
( = 0.43

(0, d, 1)
d = 0.02
r=-0.32

(0, d, 0)
d = 0.23
( = 6.04

by the other p + q parameters of the ARFIMA model. Using
the periodogram as an estimator of the spectral density,
d can be estimated by regression. As a truncation parameter
m that would choose the low Fourier frequencies to be
considered, simulations by Geweke and Porter-Hudak sug-
gest the use of m around y/n, where n is the number of
observations. The results are presented on Table 2. Again,
the test on the nullity of the parameter d is performed as
a usual f-test, using the standard deviation given by the
regression.

An inspection of the two tables shows immediately that
the null hypothesis of short memory is not rejected for
France, UK and US. The (-values are very small. At a level
of 5% of significance, none of the estimation procedures
leads to a parameter d significantly different from zero. The
results are very clear and do not support any claim for the
existence of long memory in these stock return series.

Some doubts can arise in the cases of Canada, Italy and
Japan.

In the case of Canada, the regression method, with results
as summarized in Table 2, never leads to an estimated
parameter significantly different from zero. But the maxi-
mum-likelihood procedure leads to two competitive models,
an ARFIMA (2, d, 2) and an ARFIMA (0, d, 0), and in the
first one a value of d significantly different from zero is found
(at least for a significance level of 5%; the null hypothesis is
not rejected for. a level of 1 %).
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Table 2. Results of the estimation by regression over the log-per-
iodogram (estimated d and t-values for different numbers m of low-
frequency ordinates used)

Country

Canada

France

Italy

Japan

UK

US

West Germany

m = 20

J=-0.22
t=-lA3

d= -0.02
t=-0.15

(1=0.09
t = 0.51

d = 0.l5
( = 0.84

J=-0.14
(=-1.15

J= -0.28
(=-1.22

d = 0.20
(=1.26

m = 30

J=-0.08
(=-0.70

d=0.13
(=1.04

(J=0.36
( = 2.26

d = 0.20
(=1.42

d=-0.02
( = 0.14

d=-0.15
(= -0.94

d = 0.19
(=1.70

m = 40

^ = - 0 . 0 8
t = 0.84

d = 0.03
( = 0.25

d = 0.22
(=1.70

d=o.n
( = 0.89

^ = - 0 . 0 1
(=-0.11

d= -0.13
(=1.00

d = 0.2l
( = 2.22

Table 3. Results of the R/S analysis (Hurst exponents estimated
with Q(n) and with Q^(n, q); unilateral test p-values displayed for the
second estimates)

Country

Canada

France

Italy

Japan

UK

US

West Germany

Q{n)

i = 0.518

J = 0.568

/ = 0.635

J = 0.567

/=0.589

J = 0.563

/ = 0.641

QHn,q)

J = 0.509
0.10 <p< 0.20

J = 0.568
0.10<p<0.20

/=0.586
0.05<p<0.10

7 = 0.544
0.30<p<0.40

J = 0.560
0.20<p<0.30

/ = 0.530
0.40<p<0.50

J = 0.590
0.01<p<0.05

The case of Japan is very similar. The model chosen by
one of the criteria leads to a non-null value for d(t = 3.05),
while with the other competitive model the hypothesis of
short memory is not rejected (t = 0.42). The regression
method, however, always leads to small t-values.

The case of Italy is just the opposite: the maximum-
likelihood procedure leads to a unique model in which the
(-test accepts the null hypothesis d = 0. But with the regres-
sion method and a truncation of the periodogram at m = 30,
the value of d is significantly different from zero. This result,
nevertheless, is not consistent: with the other truncations
also present in Table 2, the nullity is not rejected.

But the really interesting case is the one of West Ger-
many. The maximum-likelihood method leads to two com-
petitive models in which the more parsimonious, chosen by
SIC, the ARFIMA (0, d, 0), rejects strongly the null hypo-
thesis of short-memory and gives d = 0.23. In addition, the
Geweke and Porter-Hudak method that estimates d inde-
pendently of the possible short-memory parameters from
the ARMA part of the process, consistently points to values
of d that are significantly different from zero and also
around 0.20.

For the sake of completeness, the traditional and the
modified R/S analyses were also performed on this set of
series. The estimates for the Hurst exponent J were obtained
using Equation 2. The statistics Q(n) and Q,^(n, q) were com-
puted following the steps described in Section III and using
the complete series. The results are presented in Table 3.

In all the countries but Canada, the classical estimates for
the Hurst exponent J [using Q(n)'] point in the direction of
persistent long memory. As discussed above, rigorous stat-
istical tests are not possible. However, comparing the results

with the simulations of Wallis and Matalas (1970) for sim-
ilar first-order sample autocorrelations, three countries,
Italy, UK and West Germany, are found to have significant
positive values for the exponent J, while France, Japan and
US are on the border line.

The corrected R/S estimates [using Q^(n, q)'] can be com-
pared with the fractiles for the Brownian bridge reproduced
in Lo (1991, p. 1288). At conventional levels, the alternative
hypothesis of persistent long memory could be sustained
only in Italy and West Germany.

VI. CONCLUSIONS

A broad class of time-series models capable of reproducing
long-memory behaviour was fitted to a long international
series of stock returns that could be found for the G-7
countries (Canada, France, Italy, Japan, UK, US and West
Germany).

The time-series models that were used are the auto-
regressive fractionally differenced moving-average models.
ARFIMA.

In these ARFIMA models, the hypothesis of nullity of the
differencing parameter d corresponds to the hypothesis of
non-existence of long memory. This hypothesis was tested in
the seven series.

In three of the countries, France, UK and US, no test
could reject the nullity of the parameter d. In three other
countries, Canada, Italy and Japan, short- and long-mem-
ory models provided competitive tools to explain the beha-
viour of the stock returns. Nevertheless, consistent frac-
tional estimates for d were not found, and with this paramet-
ric analysis the alternative hypothesis of long memory could
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not be based on solid grounds. In the final country, West
Germany, the estimations and the tests performed strongly
suggest the existence of long memory in the stock returns.

These results were complemented with the classical and
the modified R/S analyses. Aditional evidence of long mem-
ory was found for Italy and West Germany.

On the whole, the results obtained with this parametric
approach contradicted the findings of various previous re-
searchers, who had used the non-parametric tool supplied
by R/S analysis and had consistently claimed the existence
of long memory in financial time series. Lo (1991) had
argued that what had been detected was simply the exist-
ence of short memory in stock returns. For only one out of
the seven countries studied, the former West Germany,
could that critique of Lo be contested with the parametric
approach developed here.
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