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The above tests consist of runs for two MPI ping-pong tests, one that manually sends a View using traditional 
MPI_Send/Recv to send the array and the other which uses the Kokkos-integrated bindings. These tests were run on a node of 
the EPYC cluster at the UTC Simcenter [5]. Each ping-pong test is run 101 times, with length ranging in size from 64 to 32768 
elements. The time recorded for each ping-pong test is the completion time of the process with the first send.

Which bindings has better performance varies on almost every point. This is likely due to the run-time environment and 
access to resources rather than the code itself as there are no specific handling cases in the added code.

Overall, these results seem to be comparable for both methods with both types of bindings being better at different times and 
a very low standard deviation of the mean. Since the goal was roughly equal performance, this means that the bindings 
performed well.

Results

Conclusions
This project integrated MPI and Kokkos by implementing several 
MPI bindings to use Kokkos Views as their primary buffers, 
keeping the C++ nature of the Kokkos View for users.
After implementing the bindings for this project, we found that the 
new bindings' performed similarly to the old bindings's.
● Wider range of MPI functions such as All-To-All, Scatter, and 

Gather.
● Change from MPI_Kokkos_X to overloading existing MPI 

functions.
● More device-specific support (i.e., MPI_Send<View, class, 

Device>).
● Reconciling the differences between MPI and Kokkos methods 

of dealing with non-contiguous data, and add non-contiguous 
View support.

● A creation of new backends to increase speed for specific Views
● Testbed for new functions, such as byte-mapping-based 

transports, rather than traditional datatype-based transports.
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● The Kokkos programming library provides in-memory advanced data structures, concurrency, and algorithms to support 
advanced C++ parallel programming while MPI provides a widely used message passing model for inter-node 
communication [1,2,4].

● The primary feature of Kokkos discussed in this poster is its implementation of the View, a datatype similar to a tensor 
[1]. A key feature of Kokkos is that Views can be assigned to specific memory and execution spaces [1, 2].

● The purpose of this poster is to integrate Kokkos within the ExaMPI implementation via a MPI Extension to obtain 
development benefits over having the two running separately in the same program. This is both for MPI itself and for 
applications that use MPI+Kokkos. First-class Kokkos objects can be passed directly to the new functions. 

● The primary advantage will be the time saved during development rather than at runtime, as the underlying model is the 
same. 

● This work has implications separate from Kokkos, such as how true MPI-based C++ bindings differ from classic C 
bindings. 

● Previous work combining both Kokkos and traditional versions of MPI has yielded interesting results. For example, 
Khuvis et al. [2] have a shown a speedup of GEMM code and the Graph500 benchmark using their version of 
MPI+Kokkos.

Background

● In the new method, all that is required to receive a View is to create an existing View of the correct size and copy to it.
● In the old method, the View’s underlying pointer must be accessed by the programmer, opening up the possibility for 

memory leaks
● MPI_Kokkos_Send sends the underlying array as a Payload. Its counterpart, MPI_Kokkos_Recv receives this Payload, 

then wraps it back into a View object (either a View pointer or copying to full array with a performance penalty).
● This model is used for all the other MPI bindings as well. Note that this method is only compatible with contiguous 

arrays currently.
● Most of the bindings follow a traditional MPI binding except MPI_Kokkos_Get_Dims which returns every extent (size 

of each individual dimension) of the View as a single integer vector.
● The newer method no longer requires the MPI Datatype nor dimensions from the user.

Methods
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A comparison of existing and improved methods for sending the contents of a Kokkos View using MPI

Times  (in milliseconds) and their standard deviations for a traditional MPI+Kokkos Send/Recv versus the New bindings
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// old method 
int *recv_buf = (int*) malloc(n * sizeof(int));
MPI_Recv(recv_buf, n, MPI_INT, 1, 0, MPI_COMM_WORLD, MPI_STATUS_IGNORE);

    Kokkos::View<int*> recv_check(recv_buf, n);
// new method     

Kokkos::View<int*> A(“New Method View”, n);
MPI_Kokkos_Recv<Kokkos::View<int*>, int>(A, n, MPI_INT, 1, 0, MPI_COMM_WORLD);                       

// newer method     
Kokkos::View<int*> A(“New Method View”, n);
MPI::Recv<Kokkos::View<int*>, int>(A, 1, 0, MPI_COMM_WORLD);                          
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