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ABSTRACT 

High-speed and wideband ADCs have become increasingly important in response to the 

growing demand for high-speed wireless communication services. Continuous time sigma 

delta modulators (CTƩ∆M), well-known for their oversampling and noise shaping 

properties, offer a promising solution for low-power and high-speed design in wireless 

applications. 

The objective of this thesis is to design and implement a wideband CTƩ∆M for a global 

navigation satellite system (GNSS) receiver. The targeted modulator architecture is a 3rd 

order single-bit CTƩ∆M, specifically designed to operate  within a 15 MHz signal 

bandwidth. With an oversampling ratio of 25, the ADC's sampling frequency is set at 768 

MHz. The design goal is to achieve a theoretical signal to noise ratio (SNR) of 55 dB. 

This thesis focuses on the design and implementation of the CTƩ∆M, building upon the 

principles of a discrete time Ʃ∆ modulator, and leveraging system-level simulation and 

formulations. A detailed explanation of the coefficient calculation procedure specific to 

CTƩ∆ modulators is provided, along with a "top-down" design approach that ensures the 

specified requirements are met. MATLAB scripts for coefficient calculation are also 

included. To overcome the challenges associated with the implementation of CTƩ∆ 

modulators, particularly excess loop delay and clock jitter sensitivity, this thesis explores 

two key strategies: the introduction of a delay compensation path and the utilization of a 

finite impulse response (FIR) feedback DAC. By incorporating a delay compensation 

path, the stability of the modulator can be ensured and its noise transfer function (NTF) 

can be restored. Additionally, the integration of an FIR feedback DAC addresses the issue 

of clock jitter sensitivity, enhancing the overall performance and robustness of the 

CTƩ∆M. 

The CTƩ∆Ms employ the cascade of integrators with feed forward (CIFF) and cascade 

of integrators with feedforward and feedback (CIFF-B) topologies, with a particular 

emphasis on the CIFF-B configuration using 22nm CMOS technology node and a supply 

voltage of 0.8 V. Various simulations are performed to validate the modulator's  

performance. The simulation results demonstrate an achievable SNR of 55 dB with a 

power consumption of 1.36 mW. Furthermore, the adoption of NTF zero optimization 

techniques enhances the SNR to 62 dB. 

 

Key words: Analog-to-digital converter, Continues-time sigma-delta modulator, CT 

Ʃ∆M, FIR-DAC. 
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TIIVISTELMÄ 

Nopeat ja laajakaistaiset AD-muuntimet ovat tulleet entistä tärkeämmiksi nopeiden 

langattomien kommunikaatiopalvelujen kysynnän kasvaessa. Jatkuva-aikaiset sigma 

delta -modulaattorit (CTƩ∆M), joissa käytetään ylinäytteistystä ja kohinanmuokkausta, 

tarjoavat lupaavan ratkaisun matalan tehonkulutuksen ja nopeiden langattomien 

sovellusten suunnitteluun.  

Tämän työn tarkoituksena on suunnitella ja toteuttaa laajakaistainen jatkuva -

aikainen sigma delta -modulaattori satelliittipaikannusjärjestelmien (GNSS) 

vastaanottimeen. Arkkitehtuuriltaan modulaattori on kolmannen asteen 1-bittinen 

CTƩ∆M, jolla on 15MHz:n signaalikaistanleveys. Ylinäytteistyssuhde on 25 ja AD-

muuntimen näytteistystaajuus 768 MHz. Tavoitteena on saavuttaa teoreettinen 55 dB 

signaalikohinasuhde (SNR). 

Tämä työ keskittyy jatkuva-aikaisen sigma delta -modulaattorin suunnitteluun ja 

toteutukseen, perustuen diskreettiaikaisen Ʃ∆-modulaattorin periaatteisiin ja 

systeemitason simulointiin ja mallitukseen. Jatkuva-aikaisen sigma delta -modulaattorin 

kertoimien laskentamenetelmä esitetään yksityiskohtaisesti, ja vaatimusten täyttyminen 

varmistetaan “top-down” -suunnitteluperiaatteella. Liitteenä on kertoimien laskemiseen 

käytetty MATLAB-koodi. Jatkuva-aikaisten sigma delta -modulaattore iden 

erityishaasteiden, liian pitkän silmukkaviiveen ja kellojitterin herkkyyden, voittamiseksi 

tutkitaan kahta strategiaa, viiveen kompensointipolkua ja FIR-takaisinkytkentä -DA-

muunninta. Viivekompensointipolkua käyttämällä modulaattorin stabiilisuus ja 

kohinansuodatusfunktio saadaan varmistettua ja korjattua. Lisäksi FIR-

takaisinkytkentä -DA-muuntimen käyttö pienentää kellojitteriherkkyyttä, parantaen 

jatkuva-aikaisen sigma delta -modulaattorin kokonaissuorituskykyä ja luotettavuutta. 

Toteutetuissa jatkuva-aikaisissa sigma delta -modulaattoreissa on kytketty peräkkäin 

integraattoreita myötäkytkentärakenteella (CIFF) ja toisessa sekä myötä- että 

takaisinkytkentärakenteella (CIFF-B). Päähuomio on CIFF-B rakenteessa, joka 

toteutetaan 22nm CMOS prosessissa käyttäen 0.8 voltin käyttöjännitettä. Suorityskyky 

varmistetaan erilaisilla simuloinneilla, joiden perusteella 55 dB SNR saavutetaan 1.36 

mW tehonkulutuksella. Lisäksi kohinanmuokkausfunktion optimoinnilla SNR saadaan 

nostettua 62 desibeliin. 

 
Avainsanat: AD-muunnin, jatkuva-aikainen sigma delta -modulaattori, CTƩ∆M, FIR 

DA-muunnin 
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1 INTRODUCTION 

Analog-to-digital converters (ADCs) play a crucial role in modern communication systems, 

sensor networks, and digital signal processing applications. ADCs are used to convert analog 

signals into digital signals that can be processed, stored, and transmitted digitally. Among the 
various types of ADCs, sigma-delta ADCs (Ʃ∆ ADCs) have gained significant attention due to 

their ability to achieve high-resolution and high signal-to-noise ratio (SNR) performance in a 

wide range of applications. 
Sigma-delta modulators (Ʃ∆ modulators), which are the key building blocks of Ʃ∆ ADCs, 

operate by oversampling an input analog signal and using a feedback loop to generate a low 

resolution high accuracy (after long term averaging) digital output signal. Ʃ∆ modulators can 
be classified into two main types: discrete-time sigma-delta modulators (DT Ʃ∆ modulators) 

and continuous-time sigma-delta modulators (CT Ʃ∆ modulators). While DT Ʃ∆ modulators 

have been widely used in the past, CT Ʃ∆ modulators have gained increasing popularity and 
focus on the recent years [1]. 

The motivation for focusing on CT Ʃ∆ modulators in this thesis arises from their advantages 

over DT Ʃ∆ modulators in many modern applications. CT Ʃ∆ modulators offer several benefits, 
including higher resolution, lower power consumption, and better dynamic range compared to 

DT Ʃ∆ modulators. CT Ʃ∆ modulators operate in the continuous-time domain, which allows 

them to take advantage of the inherent linearity of analog circuits, resulting in improved 
performance in terms of SNR, distortion, and power consumption [13, 15]. CT Ʃ∆ modulators 

are also well-suited for high-speed and wideband applications, making them attractive for 

modern communication systems, radar systems, medical imaging, and other wideband 
applications [2, 3]. 

However, it is important to note that CT Ʃ∆ modulators are more sensitive to clock jitter 

than DT Ʃ∆ modulators. Clock jitter can introduce errors in the CT Ʃ∆M output, reducing its 
performance. Despite this drawback, CT Ʃ∆ modulators are still preferred in many applications 

due to their superior performance in terms of power consumption, bandwidth and dynamic 

range [1, 13]. 
The primary goal of this thesis is to study the architectures and performance of CT Ʃ∆ 

modulators for wideband applications, with a particular emphasis on their implementation. By 

exploring the design considerations, simulation, and circuit- level implementation of CT Ʃ∆ 
modulators, and analyzing their performance parameters such as SNR, power consumption, and 

sensitivity to clock jitter, this research aims to contribute to the understanding of CT Ʃ∆M 

design and development of high-performance ADCs in GNSS (Global Navigation Satellite 
System) and other wideband applications [6]. Figure 1.1 shows the basic diagram of a popular 

direct conversion wireless receiver which employs a sigma-delta ADC. 

 

 
Figure 1.1. Block diagram of a common direct conversion wireless receiver. 

 
The objective of this thesis is to study and compare the performance of different CT Ʃ∆M 

topologies using both MATLAB/Simulink modeling and Cadence for simulation and 
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implementation, as well as studying the implementation of a Finite Impulse Response (FIR) 

digital-to-analog converter (DAC) using Simulink and Cadence. Additionally, the thesis aims 

to implement one of the CT Ʃ∆M topologies with GF 22n SOI CMOS technology and a supply 
voltage of 0.8V, with the goal of achieving a high-performance design (i.e., high SNR, SFDR) 

and a bandwidth of 15MHz. The obtained results will be analyzed and compared, illustra t ing 

the performance characteristics and trade-offs of the investigated CT Ʃ∆M topologies. 
The thesis work encompasses an analysis of CT Ʃ∆ ADC at three different levels; theoretica l, 

system-level, and circuit- level. The remaining chapters of this thesis are structured as follows. 

Chapter 2: Fundamentals of Sigma-Delta Converters 
• Provides a background study on the related topics. 

• Begins with a brief introduction to analog-to-digital converters (ADCs). 

• Introduces Ʃ∆ converters and explains their operation. 
• Highlights the key differences between continuous-time sigma-delta modulators (CT 

Ʃ∆ modulators) and discrete-time sigma-delta modulators (DT Ʃ∆ modulators). 

Chapter 3: Design Issues of CT Ʃ∆M 
• Investigates the design issues of CT Ʃ∆ modulators, including a systematic approach 

for realizing CT Ʃ∆ modulators based on DT Ʃ∆ modulators. 

• Discusses circuit non-idealities and timing non-idealities of CT Ʃ∆ modulators. 
Chapter 4: System-Level Design of CT Ʃ∆M 

• Explores the system-level design aspects of CT Ʃ∆ modulators, including FIR-DAC 

implementation and optimizing the zeros of the NTF. 
Chapter 5: Circuit Level Implementation of a 3rd Order Single-Bit Continues-Time Sigma-

Delta Modulator 

• Presents an implementation example of a 3rd order single-bit CT Ʃ∆M. 
• Presents the results obtained from the implementation. 

Chapter 6: Discussion and Future Research Directions 

• Comparing the result with existing works. 
• Proposes possible future research directions for further investigation in the field of CT 

Ʃ∆ modulators. 

Chapter 7: Summary 
• Summarizes the findings of the thesis 
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2 FUNDAMENTAL OF ΣΔ CONVERTERS 

In this chapter, we begin by providing an overview of the fundamental concepts of ΣΔ  

converters. We then introduce the performance metrics used to evaluate the effectiveness of ΣΔ  

converters. Next, we delve into the features of ΣΔ modulators, including oversampling, noise 
shaping, and higher-order Ʃ∆ modulators. Finally, we compare CT Ʃ∆M and DT Ʃ∆M. 

 
2.1 Basic Concepts 

An ADC converts an analog signal into a digital one. In other words, it takes a continuous- t ime 

analog signal, u(t), and converts it into a discrete-time digital signal. The process of ADC 
involves two main steps: sampling and quantization. In the sampling process, the continuous-

time analog signal is sampled at regular intervals to create a discrete-time signal. After 

sampling, the discrete-time signal is quantized into a digital signal. Quantization involves 
dividing the continuous range of the analog signal into a finite number of discrete levels. The 

determination of quantization levels depends on various factors, including the specific 

application requirements, the characteristics of the data being quantized, and the desired trade-
off between accuracy and efficiency. In figure 2.1 an ideal 3-bit ADC with 8 discrete levels is 

depicted. 

 

 
Figure 2.1. (a) Ideal ADC, (b) Sinusoidal input and its quantized levels. 

 
2.1.1 Sampling 

Sampling refers to the process of taking discrete samples of the input signal u(t) at regular 
intervals. The samples are taken at a specific rate called the sampling rate or sampling 

frequency, fS. 

The purpose of sampling is to capture the essential information contained in the u(t), so that 
it can be processed and analyzed using digital techniques. The fS must be high enough to 

accurately capture the information in the u(t) without introducing errors or distortion. 

The Nyquist-Shannon sampling theorem states that in order to accurately capture a 
continuous-time signal without any loss of information or aliasing, fs must be at least twice the 

highest frequency component of the signal, i.e, 𝑓𝑆 ≥ 2𝑓𝐵 = 𝑓𝑁 , where fB is the signal band and 

fN is the Nyquist frequency. Sampling at a rate lower than the Nyquist frequency can result in a 

phenomenon called aliasing, which can cause the signal to be distorted or lost. Figure 2.2 shows 
the spectral sampling with and without aliasing. 
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Figure 2.2. Sampling spectra (a) without aliasing and (b) with aliasing. 

 

The discrete-time samples can be processed and converted into a digital signal using 
quantization. Figure 2.3 shows the operation of quantization and sampling of an ADC. In this 

figure the input signal is filtered first to prevent any possible aliasing, then after sampling, the 

quantizer compares the sampled signal with a reference and assigns a digital code to it. 
 

 

 
Figure 2.3. Operation principle of an ADC. 

 
2.1.2 Quantization 

In ADC operation when the sampling is done, quantization is used to encode a continuous range 

of analog values into a finite set of discrete levels. The number of levels is determined by the 

resolution of the quantizer, which is measured in bits. For example, a 4-bit quantizer can encode 
a sampled waveform into 16 levels with equally spaced levels. The quantization step, which is 

the ideal distance between two adjacent levels, is typically uniform and can be calculated by 

dividing the full-scale output range by the number of levels as: 
 

 ∆=
𝐹𝑆

𝑀−1
=

𝐹𝑆

2𝑁−1
, (2.1) 
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where FS is full-scale input range, M is the number of the quantization levels, N is the 

quantizer’s number of bits, and ∆, which stands for the value of VLSB, represents the extent of 
signal change equivalent to the least significant bit (LSB) in the digital representation. When 

quantizing, multiple input samples are mapped to a single output level, resulting in nonlinear ity. 

This nonlinearity creates uncertainty in the signal, known as quantization error. Figure 2.4 (a) 
shows a conceptual quantizer block. The quantizer can be represented by a linear model, where 

a quantization error eq(n) is added to the input y(n), as shown in Figure 2.4 (b). 

 

 
Figure 2.4. Model of a quantizer. 

 
For illustrative purposes we assume that the quantizer’s output range is within [-1,1] and the 

quantizer’s input is ranged [−
𝑉𝐹𝑆

2
,
𝑉𝐹𝑆

2
]. The range of the quantization error is always limited to 

within [−
𝑉𝐿𝑆𝐵

2
,
𝑉𝐿𝑆𝐵

2
]. To ensure this the range of input signal u(t) must be always within 

[−
𝑉𝐹𝑆

2
,
𝑉𝐹𝑆

2
], otherwise, the quantizer will be overloaded. It's evident that a higher number of 

quantization levels results in a smaller average quantization error. Assuming that the 
quantization noise is white (which is not accurately true) the quantization noise power is given 

by [7]: 

 

 𝜎𝑒𝑞
2 = ∫ 𝑒𝑞

2𝑃𝐷𝐹(𝑒𝑞)𝑑𝑒𝑞 =
1

𝑉𝐿𝑆𝐵
∫ 𝑒𝑞

2𝑑𝑒𝑞 =
𝑉𝐿𝑆𝐵

2
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+𝑉𝐿𝑆𝐵 2⁄

−𝑉𝐿𝑆𝐵 2⁄

+∞

−∞
, (2.2) 

 

where PDF(eq) is the probability density function of the eq. The approximation of additive 
white noise mentioned above suggests that the spectrum of eq(n) is uniformly distributed over 

the entire frequency range of the sampling [−fS/2, + fS/2]. Hence, the power spectrum density 

(PSD) of the quantization noise can be determined by the following equation as expressed in 
[8]: 

 

 𝑆𝑒𝑞
(𝑓) =

𝑒𝑞
2

𝑓𝑆 2⁄ −(−𝑓𝑆 2⁄ )
=
𝑉𝐿𝑆𝐵

2

12∙𝑓𝑆
. (2.3) 

 
In Figures 2.5 (a) and (b) a single-bit and a multi-bit quantizer is shown respectively. Figure 

2.5 (c) and (e) illustrate the function of the single-bit quantizer and Figure 2.5 (d) and (f) depict 

the functions of the multi-bit quantizer. The multi-bit quantizer is shown with N = 2 for 
illustrative purposes. In the case of a single-bit quantizer, the output v(n) switches between two 

levels based on the sign of the input y(n). 
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Figure 2.5. Single-bit vs multi-bit quantizer function. 

  

One of the primary objectives in ADC design is to limit the errors introduced by quantiza t ion 
to ensure accurate digital representations of the original analog signal. The quantization error 

can introduce distortion into the digital signal and can limit the accuracy of the ADC. The 

quantization error can be reduced by increasing the number of levels used to represent the signal 
(i.e., increasing the resolution of the ADC) or by using more sophisticated quantiza t ion 

techniques, such as dithering or noise shaping. Also, other sources of error such as thermal 

noise, non-linearity of components, crosstalk, ground and supply noise etc. must be minimized.  
Once the analog signal has been quantized, the resulting digital signal can be further 

processed using digital signal processing techniques, such as filtering, modulation, or 

demodulation, depending on the specific application. 
 

2.2 Performance Metrics 

The performance of an ADC is important because it determines how well the digital output 

matches the original analog input, and also limits the speed at which the converter can digit ize 

input signals. There are two main types of ADCs: Nyquist rate converters and Oversampling 
converters (e.g. Σ∆ converters), which differ in their operating principles. Therefore, it is useful 

to have different performance parameters to evaluate ΣΔ converters. 

Nyquist rate converters minimize quantization errors on a sample-by-sample basis, while ΣΔ 
converters minimize these errors by taking a sequence of samples. As a result, static 

performance metrics like INL and DNL, which measure the difference between samples, are 

not appropriate for ΣΔ converters. Instead, dynamic metrics like mean square error, SNR, and 
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dynamic range are used to evaluate their performance. These performance metrics are important 

to consider when selecting an ADC for a specific application. 

There are several performance metrics that are commonly used to characterize the 
performance of an ADC. Here are some of the most important ones [7, 8]: 

Sampling Rate (fS): The sampling rate of an ADC is the number of samples per second that 

are taken from the analog input signal. Higher sampling rates allow for more accurate 
representation of high-frequency components of the signal. 

Signal-to-Noise Ratio (SNR): The SNR is a measure of the amount of noise in the digita l 

output (PNoise) relative to the amplitude of the analog input signal (PSignal). Higher SNR indicates 
better accuracy of the ADC. It is often expressed in decibel (dB) as: 

 

 𝑆𝑁𝑅[𝑑𝐵] = 10 log10(
𝑃𝑆𝑖𝑔𝑛𝑎𝑙

𝑃𝑁𝑜𝑖𝑠𝑒
). (2.4) 

 

Signal-to-Noise and Distortion Ratio (SNDR): The ratio between the signal power of the 

fundamental frequency and the power of all other spectral components, which includes noise 
and distortions but excludes the DC component, is known as Signal-to-Noise and Distortion 

Ratio (SNDR). Typically, SNDR is measured in decibels (dB) as:  

 

 𝑆𝑁𝐷𝑅[𝑑𝐵] = 10 log10(
𝑃𝑆𝑖𝑔𝑛𝑎𝑙

𝑃𝑁𝑜𝑖𝑠𝑒+𝑃𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛
). (2.5) 

 

Spurious Free Dynamic Range (SFDR): SFDR is a measure of the quality of an output 
signal in relation to the presence of unwanted signals, also known as spurious signals or 

distortions. SFDR is calculated as the ratio between the power of the desired signal and the 

power of the strongest spurious signal, expressed in decibels (dB).  
Total Harmonic Distortion (THD): THD is a measure of the amount of harmonic distortion 

in the output signal compared to the original input signal. Harmonic distortion is a type of 

distortion that occurs when the output signal contains frequencies which were not present in the 
original signal. THD is calculated as the ratio of the sum of the power of all harmonic 

components in the output signal to the power of the fundamental frequency component of the 

input signal. It is typically expressed as a percentage or in decibels (dB) as: 
 

 𝑇𝐻𝐷[𝑑𝐵] = 10 log10(
𝐻𝐷 ,2

2+𝐻𝐷 ,3
2+⋯+𝐻𝐷,7

2

𝐻𝐷 ,1
2 ), (2.6) 

 
where HD,1 is the rms value of the fundamental frequency component, HD,2 is the rms value of 

the second harmonic component, HD,3 the rms value of the third harmonic component and so 

on. 
Effective Number of Bits (ENOB): The ENOB is a measure of the actual accuracy of the 

ADC, taking into account factors such as noise and distortion. ENOB is often considered a more 

accurate measure of ADC performance than resolution alone. The meaningful bits can be 
calculated from SNDR as: 

 

 𝐸𝑁𝑂𝐵 =
𝑆𝑁𝐷𝑅−1.76

6.02
. (2.7) 

 

Dynamic Range (DR): DR is the difference between the maximum and minimum input 
signal levels that can be accurately measured by the ADC. It represents the range of input signal 

amplitudes that the ADC can detect with a specified level of accuracy, without distortion or 
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saturation. DR is typically expressed in decibels (dB) and is calculated as the ratio of the full-

scale input signal range to the noise level of the ADC. 

In-band noise (IBN): In-band noise refers to any noise or interference that falls within the 
frequency band of the input signal being converted by the ADC. Figure 2.6 shows the IBN, 

which is typically measured as the noise power density within the band of interest [-fB, fB]. 

Figure-of-Merits (FoM): FoM is a quantitative metric used to evaluate the performance of 
an ADC based on its efficiency in converting an analog signal to a digital representation. FoM 

is typically expressed as a ratio or product of performance parameters that reflect the converter's 

ability to accurately represent the input signal while minimizing power consumption or other 
trade-offs. FoM is used as a performance benchmark to compare different ADC designs and 

technologies. 

The specific formula and weights assigned to each parameter in the FoM calculation may 
vary depending on the application requirements and design goals, and different FoM metrics 

may be used in different contexts to evaluate the performance of ΣΔ converters [9,10]. 

Commonly used FoM metrics for ΣΔ converters include SNR, SNDR, ENOB and power 
consumption.  

Some common FoM for ΣΔ converters are as follow [11], 

 

 𝐹𝑜𝑀𝑆[𝑑𝐵] = (𝑆𝑁𝐷𝑅 𝑜𝑟 𝐷𝑅) − 10 log10
𝑃𝑜𝑤𝑒𝑟

𝐵𝑊
, (2.8) 

 

 𝐹𝑜𝑀𝑊 [
𝑓𝐽
𝑐. 𝑠.⁄ ] =

𝑃𝑜𝑤𝑒𝑟

(2∙𝐵𝑊∙2𝐸𝑁𝑂𝐵)
. (2.9) 

 
2.3 Ʃ∆ converters 

Ʃ∆ converters are a type of ADC that use oversampling and quantization noise-shaping 
techniques to achieve high resolution and accuracy. In a Ʃ∆ converter, the input analog signal 

is oversampled at a very high rate and then passed through a low-pass filter to remove unwanted 

high-frequency components. The resulting signal is then quantized into a stream of digital bits. 
The quantization error is then fed back into the input of this low-pass filter, which acts as a 

noise-shaping filter, redistributing the quantization noise away from the desired signal 

frequency band and into higher frequency regions. By using oversampling and noise-shaping 
techniques, sigma-delta converters are able to achieve high resolution and accuracy with 

relatively simple circuitry. 

 
2.3.1 Oversampling 

In Ʃ∆ converters, oversampling is a technique used to improve the resolution of the converter 
by sampling the analog input signal at a rate higher than the Nyquist rate. 

The oversampling operation in Ʃ∆ ADCs involves the following steps: 

1. The input analog signal is sampled at a high sampling rate, typically many times 
higher than the Nyquist rate. 

2. The oversampled signal is passed through a low-pass filter to remove any unwanted 

high-frequency components and retain the desired signal components. 
3. The filtered signal is quantized by a quantizer, which produces a stream of digita l 

data. 

4. The quantization error, which is the difference between the actual signal and the 
quantized signal, is then fed back to the input of the low-pass filter. 
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5. The feedback loop formed by the low-pass filter and the quantizer helps to reduce 

the quantization noise and improve the resolution of the output signal. 

The degree of oversampling used in the converter is determined by the oversampling ratio, 
which is the ratio of the sampling rate to the Nyquist rate defined as: 

 

 𝑂𝑆𝑅 =
𝑓𝑆

2∙𝑓𝐵
. (2.10) 

 

Oversampling improves the resolution of the ADC by reducing the quantization noise in the 

output signal as illustrated in the Figure 2.6. (a) and (b). When the input signal is oversampled, 
the quantization noise is spread out over a wider frequency range, which makes it easier to filter 

out the unwanted noise (See the levels of Seq in the Figure 2.6 (a) and (b)). This allows for a 

higher resolution digital output signal with less noise. 
 

 
Figure 2.6. Effect of oversampling on quantization noise. 

 
It is obvious that by simply oversampling a band-limited signal the in-band quantiza t ion 

noise is reduced a factor of OSR: 

 

 𝑃𝑒 =
1

𝑓𝑠
∫ 𝜎𝑒

2𝑓𝐵
−𝑓𝐵

𝑑𝑓 =
∆2

12

2𝑓𝐵

𝑓𝑆
=

∆2

12

1

𝑂𝑆𝑅
. (2.11) 

 

The SNR with oversampling is as follows: 

 

 𝑆𝑁𝑅𝑚𝑎𝑥 = 10 log(
𝑃𝑆

𝑃𝑒
) = 10 log(

3

2
22𝑁) + 10 log(𝑂𝑆𝑅)  (2.12) 

 = 6.02𝑁 + 1.76 + 10 log(𝑂𝑆𝑅).  

 
It is evident that the SNR is enhanced by 3dB with doubling the OSR. Therefore, the 

oversampling gives a SNR improvement with the OSR at a rate of 3dB/octave, or 0.5bit/octave. 



 

 

19 

Higher oversampling ratios result in higher resolution and accuracy, but also require more 

processing power and can increase the overall system cost. Therefore, the oversampling ratio 

is usually optimized for the specific application to balance the trade-off between the 
performance and cost. 

 
2.3.2 Noise-Shaping 

In previous section it was shown that by oversampling, the SNR would improve by increasing 

OSR, however, with certain cost which limits the increasing of the sampling frequency.For 
further improvement of SNR, noise-shaping technique can be utilized. The basic idea behind 

noise shaping is to add a feedback loop to the ADC, which feeds a portion of the quantiza t ion 

noise back to the input of the ADC with a time delay and a specific gain.  
In Figure 2.7 the principle of noise-shaping is depicted. The ΣΔ modulator contains a 

quantizer (See Figure 2.7 (a)) that is a highly non-linear element inside the loop. As a result, 

this system is highly non-linear and accurate analysis of such systems is often challenging or 
impossible. Therefore, a linearization technique is necessary. The simplified linearized model 

depicted in Figure 2.7 (b) offers some understanding of the ΣΔ modulator's operation and 

provides a basic estimate of the modulator's dynamic range performance. 

 
Figure 2.7. (a) Noise-shaping system block diagram, (b) Linearized model. 

 
The block diagram and its linearized model in the Figure 2.7 consist of a loop-filter (H(z)), 

a quantizer where the quantiztion error is modeled by noise source e(n), and a DAC. In the 

figure, u(n) is the input signal and v(n) is the output.Based on the linearized model, the transfer 
function of the modulator is as follows: 

 

 𝑉(𝑧) =
𝐻(𝑧)

1+𝐻(𝑧)⏟  
𝑆𝑇𝐹

𝑈(𝑧) +
1

1+𝐻(𝑧)⏟  
𝑁𝑇𝐹

𝐸(𝑧), (2.13) 

 
where STF is the signal transfer function and NTF is the noise transfer function. 

In [12] it is explained that the best loop-filter is a low-pass filter, for example: 

 

 𝐻(𝑧) =
𝑧−1

1−𝑧−1
. (2.14) 

By substituting (2.13) in (2.14) it can be concluded that, 

 
 𝑉(𝑧) = 𝑧−1⏟

𝑆𝑇𝐹

𝑈(𝑧)+ (1 − 𝑧−1)⏟      
𝑁𝑇𝐹

𝐸(𝑧). (2.15) 

 

Equation (2.15) illustrates that NTF has a zero at DC and thus has a highpass response. 
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This feedback loop essentially creates a filter that shapes the quantization noise spectrum, 

reducing the noise in the frequency range of interest and increasing it in other frequencies where 

it is less noticeable. Figure 2.8 shows the effect of oversampling and noise-shaping on the 
quantization noise.  

 

 
Figure 2.8. Effect of oversampling and noise-shaping on the quantization noise. 

 

There are various alternatives for noise shaping, including first-order, second-order and 

higher-order noise shaping. Higher-order noise shaping typically provides better noise 
reduction but requires more complex circuitry and introduces more instability into the system. 

 
2.4 Ʃ∆ converter Architectures 

There are several types of ΣΔ ADCs, which differ in their modulator architecture and quantizer 

design. Some of the common ΣΔ ADC types are as follows. 
1. First-order modulator: This is the simplest ΣΔ ADC architecture, which consists 

of a single integrator and a quantizer. It has a low resolution but can be used in low-

frequency applications. 
2. Higher-order modulators: These are more complex architectures that use multip le 

integrators and feedback loops to achieve higher resolution and better noise 

reduction. They can be further classified into second-order, third-order, and so on. 
3. Multi-stage architectures: These are ΣΔ ADCs that use multiple stages of 

modulators to achieve high resolution and noise reduction. They can be further 

classified into single-bit and multi-bit quantizer architectures. 
4. Continuous-time ΣΔ ADCs: These are ΣΔ ADCs that operate in the continuous-

time domain, which means the analog signals are continuously sampled and 

processed. They offer high linearity but are more difficult to design than discrete-
time ΣΔ ADCs. 

5. Switched-capacitor ΣΔ ADCs: These are ΣΔ ADCs that use switched-capacitor 

circuits to implement the integrators and quantizers. They are widely used in low-
power applications due to their low power consumption. 

Each type of ΣΔ ADC has its own advantages and disadvantages, and the choice of the 

architecture depends on the specific application requirements, such as resolution, power 
consumption, and operating frequency range. 

 
2.4.1 First Order modulator 

In the preceding section, it was established that for a first-order noise shaping, the NTF must 

have a zero at dc (i.e., z=1 in discrete time), indicating a highpass frequency response. This is 
equivalent to the presence of a pole at dc in H(z), resulting in quantization noise with a highpass 

characteristic. For this choice of H(z) as in (2.14), the block diagram in z domain is shown in 

Fig. 2.9. In frequency domain, the STF(z) is given by, 
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 𝑆𝑇𝐹(𝑧) =
𝑉(𝑧)

𝑈(𝑧)
= 𝑧−1, (2.16) 

 

and the NTF is given by, 
 

 𝑁𝑇𝐹(𝑧) =
𝑉(𝑧)

𝐸(𝑧)
= 1− 𝑧−1. (2.17) 

 

 
Figure 2.9. First-order Ʃ∆M. (a) Block diagram and (b) linearized z-domain model. 

 
By integrating the quantization noise power over the input signal frequency range the power 

of quantization noise is given by, 

 

 𝑃𝑒 = ∫ 𝑆𝑒
2(𝑓)|𝑁𝑇𝐹(𝑓)|2𝑑𝑓

𝑓𝐵
−𝑓𝐵

 (2.18) 

 

= ∫ (
∆2

12
)
1

𝑓𝑆
[2 sin(

𝜋𝑓

𝑓𝑆
)]
2

𝑑𝑓
𝑓𝐵

−𝑓𝐵

 

 

 = (
∆2

12
) (

𝜋2

3
)(

2𝑓𝐵

𝑓𝑆
)
3

=
∆2𝜋2

36
(
1

𝑂𝑆𝑅
)3. 

 

The peak SNR for first-order modulator is as follows, 
 

 𝑆𝑁𝑅𝑚𝑎𝑥 = 10 log(
𝑃𝑆

𝑃𝑒
) = 10 log(

3

2
22𝑁) + 10 log [

3

𝜋2
(𝑂𝑆𝑅)3] (2.19) 

 
 = 6.02𝑁+ 1.76 − 5.17 + 30 log(𝑂𝑆𝑅).  
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It is evident that the SNR is enhanced by 9dB with doubling the OSR, i.e., the SNR improves 

with the OSR at a rate of 9dB/octave, or 1.5bit/octave. 

 

2.4.2 Higher Order modulator 

In the previous section the effect of oversampling in a first-order modulator on the quantiza t ion 

noise has been observed. To further improve the SNR, the order of the modulator can be 

increased. This is done by cascading other integrator stages onto the original stage integrator. 
Figure 2.10 shows the second-order modulator’s diagram.  

A straightforward analysis of figure 2.10 shows that, 

 

 𝑆𝑇𝐹 = 𝑍−1 and (2.20) 
  

 𝑁𝑇𝐹 = (1 − 𝑍−1)2. (2.21) 

 
In this case the quantization noise of modulator is given as, 

 

 𝑃𝑒 =
∆2

12𝜋
∫

1

𝑓𝑆
[2 sin(

𝜋𝑓

𝑓𝑆
)]
4𝑓𝐵

𝑓𝐵
𝑑𝑓 =

∆2𝜋4

60
(
1

𝑂𝑆𝑅
)5, (2.22) 

 
and the peak SNR is expressed as, 

 

 𝑆𝑁𝑅𝑚𝑎𝑥 = 10 log(
𝑃𝑆

𝑃𝑒
) = 10 log(

3

2
22𝑁) + 10 log [

5

𝜋4
(𝑂𝑆𝑅)5] (2.23) 

 

 = 6.02𝑁+ 1.76 − 12.9 + 50 log(𝑂𝑆𝑅), 
 
showing an improvement in SNR by 15dB or 2.5 bits with doubling the OSR. 

 

 
Figure 2.10. Second-order Ʃ∆M. 

 

With a better understanding of the pattern, it is possible to reduce the amount of in-band 
noise by implementing a higher-order loop filter design. This can lead to even greater noise 

reduction and improved overall performance. 
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Figure 2.11. L-order Ʃ∆M. 

 

For an L order loop filter, figure 2.11, the generalized simplest expression of the NTF is 
given by 

 

 𝑁𝑇𝐹(𝑧) = (1 − 𝑍−1)𝐿. (2.24) 
 

In this case the quantization noise of modulator is expressed as 

 

 𝑃𝑒 =
∆2

12𝜋
∫

1

𝑓𝑆
[2 sin(

𝜋𝑓

𝑓𝑆
)]
2𝐿𝑓𝐵

𝑓𝐵
𝑑𝑓 =

∆2𝜋2𝐿

12 (2𝐿+1)
(
1

𝑂𝑆𝑅
)2𝐿+1. (2.25) 

 
Again, assuming the maximum signal power is in the input, the peak SNR is given by 

 

 𝑆𝑁𝑅𝑚𝑎𝑥 = 10 log(
𝑃𝑆

𝑃𝑒
) = 10 log(

3

2
22𝑁) + 10 log [

2𝐿+1

𝜋2𝐿
(𝑂𝑆𝑅)2𝐿+1] (2.26) 

 

 = 6.02𝑁+ 1.76 − 10 log(
𝜋2𝐿

2𝐿+1
) + (20L+ 10) log(𝑂𝑆𝑅). 

 

Figure 2.12 shows the quantization noise of different orders of loop-filter. As it can be seen 
by increasing the order of the modulator, we can achieve more noise-shaping effects. However, 

it is crucial to note that the modulator's order cannot be increased without limits. As the order 

becomes higher, the overloading effects caused by the high NTF out-of-band gain (OBG) 
become more apparent. This consumes usable dynamic range and creates potential instability 

problems, making it essential to limit the modulator's input range to ensure stability. This effect 

offsets the benefits brought by high-order noise shaping, and the offset becomes more 
pronounced as the order goes higher. Therefore, the achievable SNR cannot increase without 

bounds. 

In general, modulators with an order higher than 5 are not efficient and challenging to design 
due to stability problems. 

 

 
Figure 2.12. Quantization noise for different order Ʃ∆ modulators. 
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2.4.3 Stability 

One of the main challenges in designing Ʃ∆ modulators is ensuring their stability, which is 

critical for reliable operation. The stability of Ʃ∆M is defined as the ability of its internal state 

variables, which are the integrator outputs, to remain bounded over time. 
In [12] it is shown that the modulator orders higher than two are only conditionally stable, 

and in practice, the integrator gain must be scaled down to have less aggressive noise shaping 

to ensure stability. The reasons for instability can be twofold: the modulator input signal is too 
strong, or the power of the out-of-band quantization noise is too high. To ensure stability, two 

approaches can be taken. The first approach is to limit the input signal amplitude, which 

requires extensive experimentation with input signals of different amplitudes and frequenc ies. 
The second approach is to limit the OBG of the NTF of the modulator. This restricts the 

potentially harmful effects of out-of-band quantization noise but at the expense of IBN shaping.  

Various methods exist for stability checks of sigma-delta modulators, including simula t ion 
methods and root-locus plots. The root-locus plot method is particularly useful as it provides a 

closer insight into the behavior of the modulator, especially in strongly nonlinear single-b it 

modulators. However, it should be noted that a root-locus plot is only an approximate approach 
and still needs to be confirmed by behavioral simulation. Overall, achieving stability in Ʃ∆M 

is a critical design consideration to ensure reliable and accurate conversion. 

 
2.5 Continues-Time Sigma-Delta vs. Discrete-Time Sigma-Delta Converters 

ΣΔ ADCs have been widely utilized in both wireless and wired communication systems because 
they can achieve high resolution with moderate oversampling. Nevertheless, there has been an 

increasing interest in wireless applications for CTΣΔ modulators, owing to their lower power 

consumption and wider input bandwidth when compared to DTΣΔ counterparts [13]. 
In Figure 2.13 (b), the loop filter operates continuously, which eliminates the need for 

clocked switches and the associated switching noise [14], while DTΣΔM, in Figure 2.13 (a), 

modulates the discrete time signal. Table 2.1 summarizes some of the differences between 
CTΣΔM and DTΣΔM [15, 16]. 

 

Table 2.1. Summary of the advantages of CT ΣΔM and DT ΣΔM 

Advantages CT ΣΔ modulators DT ΣΔ modulators 

Power consumption Lower power consumption - 

Input bandwidth Wider input bandwidth - 

Switching noise 
Less glitch sensitivity 

Less digital switching noise 

Insensitive to clock jitter and 

exact shape of opamp settling 
waveform 

Opamp 
Can be relaxed at speed 
requirements or operate at higher 

sampling frequency 

Simpler and more robust 

circuit design 

Noise immunity 

Better noise immunity due to 

inherent anti-aliasing filtering, 

advantageous in RF receivers 

- 

Integrator gain and 

transfer functions 
- 

Provide accurate integrator 

gain and transfer functions, 
essential in some applications 
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Figure 2.13. (a) DT ΣΔM block diagram, (b) CT ΣΔM block diagram based on DT ΣΔM. 

 

As the demand for low power, low voltage, and high bandwidth design increases, the  

discrete-time design of ΣΔ modulators are found to have significant limitations. However, the 

CT design of ΣΔM offers promising features that appear to be able to address these limitations.  
These promising features of CT ΣΔ modulators include lower power consumption, wider 

input bandwidth, and better noise immunity due to the inherent anti-aliasing filter ing. 

Additionally, CT ΣΔ modulators eliminate the need for clocked switches, which can cause 
switching noise and increase power consumption. CT ΣΔ modulators can also operate at a 

higher sampling frequency, allowing for higher resolution and faster conversion rates. 

 
2.5.1 Potential for Designing Wideband Low Power Circuits  

In a conventional DT ΣΔM design, the opamp used in the integrator needs to have a high gain 
bandwidth product (GBW) to satisfy stringent settling requirements. This high GBW 

requirement limits the modulator's achievable bandwidth and results in high power dissipation. 

In contrast, CT ΣΔM designs have relaxed GBW requirements, allowing for higher bandwidths 
and lower power dissipation [17]. The GBW requirement can be as low as two to three times 

the sampling frequency, or even below the sampling frequency, while still achieving acceptable 

performance. This relaxation of the GBW requirement leads to the possibility of designing the 
opamp for the integrator in the sub-threshold region, resulting in ultra-low power consumption. 

Additionally, noise shaping in higher-order integrators can further reduce the GBW 

requirement and the total power dissipation. 
 

2.5.2 Inherent Anti-Aliasing Filtering 

The CT ΣΔM has an inherent anti-aliasing feature provided by continuous-time filters. The 

input signal is filtered by the STF, which reduces its strength at multiples of the sampling 

frequency, MfS. This, combined with oversampling and decimation filtering, results in a sharp 
lowpass filter with a cutoff frequency at half the ADC output rate. The CT ΣΔ also offers an 

additional advantage over DT ΣΔ ADCs by sampling at the output of the forward loop filter, 

which attenuates signals that can alias down in-band [12]. These aliased signals are then noise-
shaped by the loop in the same manner as quantization noise. These effects enable the CT ΣΔ 

to offer significant anti-aliasing filtering compared to DT ΣΔ. This means that even if there is 

no AAF at the input, any out-of-band signals around [Mfs-fB, Mfs+fB] will still be significantly 
weakened. A linear model has been used to mathematically prove this effect in [44]. 

Having obtained fundamental knowledge about continuous-time sigma-delta modulators, we 

will explore this type of analog-to-digital converter further in the subsequent chapter. 
 



 

 

26 

3 CT ΣΔ MODULATORS DESIGN ISSUES 

Having previously explored the distinctions between DT and CT ΣΔ modulators, we now shift 

our focus to the design issues and non-idealities that are specific to CT ΣΔ modulators. 

Although their mixed loop nature makes their design process more intricate than that of their 
discrete-time counterparts, the fundamental principles underlying both implementations are the 

same. Therefore, it is possible to design a CT ΣΔM that is equivalent to a DT ΣΔM, which 

significantly reduces design efforts as the process for designing DT ΣΔ modulators is well-
established. 

However, despite their system-level design similarities, circuit non-idealities play a 

significant role in setting CT ΣΔ modulators apart from their discrete-time counterparts. As 
such, the modeling technique required for CT ΣΔ modulators is different to some extent. In this 

chapter, we will examine the critical design issues for a typical single- loop CT ΣΔM, taking 

into account the non-idealities that can arise in both the circuit and timing domains of these 
converters. 

 
3.1 DT to CT Conversion 

In this section, we delve into the theory of converting discrete-time modulators to continuous-

time modulators. We will present the procedure for determining the modulator coefficients, 
which are essential for achieving the desired performance in the continuous-time domain. 

 
3.1.1 Impulse Invariant Transformation 

The CT Ʃ∆M is becoming more popular, but designing its loop filter can be difficult due to its 

dependence on the feedback DAC's pulse shape. On the other hand, DT loop filters can be easily 
obtained using the sigma-delta toolbox [18] or be calculated by other means. To address this 

issue, one can obtain a CT loop filter by transforming the equivalent DT loop filter to 

continuous-time. 
The design procedure for DT ΣΔ modulators has been well established with automated 

design synthesis tools. The main task is to design an NTF that satisfies the required noise 

suppression and dynamic range, which can then be mapped onto the chosen filter topology to 
determine the loop filter's scaling coefficients. While CT ΣΔM design can be done by selecting 

a proper filter function, this direct synthesis approach is not the most efficient. However, by 

using the well-developed procedures and tools in DT modulator design, a CT ΣΔM can be 
synthesized more easily by employing proper DT to CT transformation. This methodology is 

also known as Impulse Invariant Transformation (IIT) which is commonly used for this purpose 

[12, 9]. 
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Figure 3.1. Open-loop system of (a) DT ΣΔM and (b) CT ΣΔM system. 

 
The impulse invariant transformation is based on the idea that the DT and CT Σ∆ modulators 

are equivalent as long as their time domain responses are identical at sampling instances. This 

equivalence can be ensured if the quantizer inputs of the two modulators are the same at these 
sampling instants. In figure 3.1 the two equivalent system and their open-loop counter-part are 

illustrated. In the CT ΣΔ, a DT sample, V(n), is converted into a CT pulse Z(t) by the DAC, 

which is then filtered by the loop-filter H(s) and sampled at t = nTS. The shape of the DAC 
output pulse Z(t) depends on the DAC transfer function RDAC(s), and different DAC schemes 

can affect the performance of CT Σ∆ modulators, which will be discussed in the next sub-

section. The quantizer inputs YDT(n) and YCT(n) (See Figure 3.1 (a) and (b)) must be identical at 
the sampling instances t = nTS for the YDT(n) and YCT(n) outputs (Figure 3.1 (a) and (b)) to be 

equivalent, 

 

 𝑌𝐷𝑇(𝑛) = 𝑌𝐶𝑇(𝑡)|𝑡=𝑛𝑇𝑠 . (3.1) 

  

Then both quantizers will generate identical results, which implies that the noise shaping 

abilities of the two Σ∆ modulators can be considered equal. The correlation between the DT 
and CT loop filters can be described as follow [8,19], 

 

 𝓏−1𝐻(𝑧) = ℒ−1{𝐻(𝑠) ∙ 𝑅𝐷𝐴𝐶 (𝑠)}|𝑡=𝑛𝑇𝑠 , (3.2) 

  
where RDAC(s) is the impulse response of the DAC pulse. 

 
3.1.2 DAC Pulse Shape 

In the previous section, we discussed the impulse invariant transformation. To perform the 

impulse invariant transformation, the continuous-time DAC feedback pulse shape needs to be 
selected first. Different pulse shapes will result in different transformations between the DT and 

CT ΣΔ modulators as stated in [9, 12]. 

CT are highly sensitive to any deviations from the ideal shape of the feedback pulse produced 
by the DAC. This is because the analog continuous-time feedback waveform is integrated over 

time, which means that any non-uniformities or imperfections in the waveform can lead to a 

degradation in performance. 
When designing a CT ΣΔM, choosing the feedback pulse shape has trade-offs to consider. 

Two significant issues are jitter sensitivity and intersymbol interference (ISI) [20]. The 

integration of feedback charges in CT ΣΔ modulators is dependent on clock edges, which means 
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that discrepancies in timing can result in wrong charges being carried through the loop filter. 

Additionally, ISI can generate distortion-related spurs in the output spectrum because of the 

memory effects of the feedback pulse in CT systems. The commonly used feedback technique 
in CT ΣΔM is the current steering feedback DAC with a rectangular pulse shape, which can be 

Non-Return-to-Zero (NRZ) or Return-to-Zero (RZ) type. Although other pulse shaping 

proposals have been suggested to mitigate jitter sensitivity, they increase power consumption 
and have complex requirements. Figure 3.2 illustrates the NRZ and RZ transition by the clock. 

When the input of the DACs are “1”, at the rising edge of the clock, the NRZ goes high (It 

means this current DAC is providing current) and remains high during the entire clock cycle 
until the next rising edge clock comes, whereas RZ goes high at the rising edge clock and stays 

high just for the half clock cycle (TS/2) and returns to zero and stays there until the end of the 

clock cycle. If at the next rising edge of the clock the input of the DAC is “0”, both DACs stay 
zero. Figure 3.3 depicts the functions of NRZ and RZ feedback DAC.  

 

 

 
Figure 3.2. NRZ and RZ DAC response to data stream. 

 

 

 
Figure 3.3. Functions of NRZ and RZ DACs. 

 

From figure 3.3 and as explained in [9], it is evident that, 

 

 𝑟𝑁𝑅𝑍 (𝑡) = {
1, 0 ≤ 𝑡 ≤ 𝑇𝑠
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, (3.3) 

 

 𝑟𝑅𝑍 (𝑡) = {
1, 𝑡𝑑 ≤ 𝑡 ≤ 𝑡1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. (3.4) 
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The Laplace transform of (3.3) and (3.4) are given by, 

 

 𝑅𝑁𝑅𝑍 (𝑠) =
1−𝑒𝑠𝑇𝑠

𝑠
, (3.5) 

 

 𝑅𝑅𝑍(𝑠) =
𝑒𝑠𝑡𝑑 (1−𝑒𝑠𝑡𝑝 )

𝑠
. (3.6) 

 

As investigated in [4, 20], NRZ feedback has higher susceptibility to ISI and RZ feedback 

has heavier switching activities and requires a faster OTA, implying a higher GBW. However, 
the RZ pulses have a characteristic where the integrating current returns to zero during the latter 

half of each feedback cycle. This behavior reduces the prominence of ISI, which is distortion 

caused by memory effects in the feedback pulse. In contrast, the NRZ pulse holds its output 
when the previous feedback has the same value, resulting in transition errors that can cause 

output spurs, indicating a memory effect. [20]  

NRZ feedback is slightly better than RZ feedback in jitter immunity due to reduced 
switching activity, but both RZ and NRZ have poor jitter immunity due to large voltage 

transition per unit quantizer step causing large erroneous integrated charges during jittery 

fluctuations at the timing clock edges in single-bit implementations. [20] 
 

3.1.3 Coefficient Calculation 

In the previous sections, we learned about the possibility of converting a DT ΣΔM to a CT 

ΣΔM. In this section, we will focus on the process of converting the DT coefficients to CT 

coefficients. Thanks to the direct transformation from DT-to-CT, the calculation of a CT loop 
filter transfer function is almost as simple as its DT counterpart, and this entire process can be 

automated using MATLAB commands. There are various methods to accomplish this, such as 

using the theory of momentum which is explained in details in [21]. Additionally, the Schreier 
toolbox [18] provided for MATLAB can be used to directly realize the CT coefficient without 

any additional calculations. To explain the principles behind this conversion process, we will 

describe the procedure in several steps using the IIT. 
Figure 3.4 represents a DT Ʃ∆M, which serves as the basis for a CT ΣΔM. The transfer 

function from y to v is indicated as follows, 

 
 𝑉(𝑧) = 𝑌(𝑧) + 𝐸(𝑧). (3.7) 

 

From (2.15), (2.16) and (2.17) we can see that,  
 

 𝑆𝑇𝐹(𝑧) =
𝐿0(𝑧)

1+𝐿1 (𝑧)
, (3.8) 

 

 𝑁𝑇𝐹(𝑧) =
1

1+𝐿1(𝑧)
, (3.9) 

 

where L0(z) and L1(z) represent the transfer function from u and v to y, respectively, which are 

used to design the loop filter. 
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Figure 3.4. CT Ʃ∆M block diagram based on DT Ʃ∆M. 

 

The desired NTF for a ΣΔM is typically of the form (1 − 𝑧−1)𝐿 𝐷(𝑧)⁄ , where 𝐷(𝑧) 
represents a polynomial of order L. To ensure that the modulator’s STF has a low-frequency 

gain of unity, the coefficients L0(z) and L1(z) must approach each other as 𝑧 → 1. Since the NTF 
has L number of zeros at z=1, L1(z) must have L dc poles, and L0(z) must also have L dc poles 

to ensure the STF is 1 at dc. Both L0(z) and L1(z) must contain L integrators, and a possible 

realization of L1(s) involves a linear combination of paths of the form 1/si, with i = 1, ..., L.  
Figure 3.5 shows a realization of L1,ct(s). The gain coefficients of these paths must be chosen 

to match the impulse response of L1(z) to the modulator's sampled output when driven by the 

DAC pulse p(t). 
 

 
Figure 3.5. A realization of the CT loop-filter L1,ct. 

 
Here is a step-by-step procedure for calculating CT coefficients [12]: 

1. Use the Schreier toolbox [18] or another toolbox in MATLAB to calculate the desired 

NTF based on specific modulator parameters, such as the modulator's order, OSR, 

OBG. This NTF is in the z-domain. 

2. Calculate the feedback signal coefficient L1(z), by using the (3.9). 

3. Find the impulse response of L1(z), denoted by ldt[n]. 

4. Determine the pulse responses of the individual 1/si paths xi[n]= x i(t)|t=n for i = 1, ..., L, 

where xi is the output of every integrator’s stage. 

5. Map the pulse responses onto the designed modulator architecture. Equate the 

obtained loop transfer function with the modulator's loop transfer function expressed 

by unknown coefficients, resulting in a set of equations. 
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6. Solve [𝑥1𝑥2…𝑥𝐿] [

𝑘1
𝑘2
⋮
𝑘𝐿

] = [𝑙𝑑𝑡] to obtain the desired coefficients. 

 

3.1.4 Coefficients Scaling 

The previous section explained the calculation of CT ΣΔM coefficients. However, these 

calculations were performed regardless of circuit limitations such as finite output swing of each 

integrator. Therefore, it is necessary to further scale the coefficients to ensure that the signal 
magnitude at each node is within the range of the amplifier driving that node. This scaling 

process involves simulations to determine the maximum swing at each node. Figure 3.6 

illustrates the procedure for scaling the output node of each amplifier without altering the loop 
filter transfer function. 

 

 
Figure 3.6. State scaling. 

 
3.2 Architectural Choices and Trade-offs 

In this section we explore various topologies to realize the loop filter that achieves the desired 

NTF. Additionally, we discuss the selection of the quantizer used in the modulator. 

 
3.2.1 Feedforward vs Feedback Topologies 

Careful placement of poles and zeros is necessary for the loop filter function to attain optimal 
performance while maintaining stability. Various loop filter topologies can be used to achieve 

specific NTFs. The two most commonly observed configurations are the feedback type 

(Cascade of Integrators with Feedback or CIFB) and feedforward type (Cascade of Integrators 
with Feedforward or CIFF), both of which produce the same noise-shaping characteristic (NTF) 

when the coefficients are properly set. However, the way they process input signals is 

significantly different, resulting in dissimilar internal signal behavior. By combining these two 
topologies, we can take advantage of both CIFF and CIFB. This approach is referred to as the 

Cascade of Integrators with Feedforward and Feedback, CIFF-B, which provides benefits from 

both configurations. Figure 3.7 (a), (b) and (c) illustrate the realization of CIFB, CIFF and 
CIFF-B topologies, respectively. 
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Figure 3.7. A third-order CT ΣΔM realization in different topologies. (a) CIFB structure, (b) 

CIFF structure and (c) CIFF-B structure. 

    
From figure 3.7, we can derive the L0,ct(s) of these topologies.L0,ct(s) of CIFB, CIFF and 

CIFF-B, respectively,  is given by, 

 

 𝐿0,𝑐𝑡(𝑠)|𝐶𝐼𝐹𝐵 =
𝑘3

𝑠3
, (3.10) 

 

 𝐿0,𝑐𝑡(𝑠)|𝐶𝐼𝐹𝐹 =
𝑘3

𝑠3
+
𝑘2

𝑠2
+
𝑘1

𝑠1
, (3.11) 

 

 𝐿0,𝑐𝑡(𝑠)|𝐶𝐼𝐹𝐹−𝐵 =
𝑘3

𝑠3
+
𝑘2

𝑠2
, (3.12) 

 
The CIFB topology, shown in figure 3.7 (a), has several advantages. It separates the fast and 

precise parts of the loop, which is helpful in designs that require high speed and high clock 

rates. Additionally, the CIFB structure naturally limits the frequency band, which is useful in 
applications such as wireless transceivers where the modulator may receive input signals with 

a lot of content outside the desired frequency band. However, a major disadvantage of the CIFB 
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structure is that the output of every integrator consists of the input component, which can lead 

to reduced gain in the signal band and increased distortion and noise. The low unity-ga in 

frequency of the input integrator also necessitates a large integrating capacitor, increasing the 
area occupied by the modulator. [12] 

The CIFF topology, figure 3.7 (b) has the benefit of requiring only one feedback DAC, 

resulting in reduced output swings when compared to CIFB counterparts. This translates into a 
higher unity-gain frequency for the input integrator, which is beneficial for reducing 

nonidealities like noise and distortion added further down the loop when referred to the  

modulator's input. However, the STF in (3.11) can only roll off as 1/f at high frequencies, and 
the STF of a CIFF modulator peaks outside the signal band, which can be problematic in 

wireless applications. The CIFF design also has only one DAC, leading to the fast and precise 

loops having the input integrator and DAC as constituents, which could be troublesome in high-
speed designs. [12] 

The CIFF-B topology combines the benefits of the CIFF and CIFB loops by decoupling the 

fast and precise loops and having a feedforward path that results in a smaller low-frequency 
swing at the output of the first integrator. This results in a higher unity-gain frequency for the 

input integrator, which reduces distortion and noise from the rest of the loop-filter. The STF in 

(3.12) rolls off as 1/f2 at high frequencies, and although it is not as good filter as in the CIFB 
case, it is not as peaky as the STF associated with a CIFF. [12] 

 
3.2.2 Single-Bit vs Multi-Bit 

The choice of the number of bits in the quantizer for a CT ΣΔM is crucial to its performance. 

While a multi-bit quantizer is widely appreciated for its improvements in SQNR, a single -b it 
quantizer is the preferred choice due to its simplicity, inherent linearity, and absence of 

countermeasures required for multi-bit quantizers. However, a drawback of single-b it 

quantizers is their extreme sensitivity to jitter. To address this issue, an FIR DAC [22] can be 
introduced in the feedback loop. The use of multi-bit quantizers requires dynamic element 

matching (DEM) techniques [23], increasing circuit complexity as well as power consumption 

and die area. Although this resolves much of the linearity issues, a DAC with DEM has a more 
complex design than a regular DAC. Ultimately, the designer must weigh the advantages and 

disadvantages of each quantizer and choose the most suitable solution based on their design 

requirements. 
The use of a single-bit internal quantizer in the modulator design is the most straightforward 

approach, resulting in a simpler circuit. This has the advantage of reducing both the area and 

power consumption, which are crucial factors in achieving a compact and low power design, as 
targeted in our research. 

 
3.3 Circuit Non-Idealities and Their Effects 

In addition to the advantages mentioned earlier, there are also several drawbacks associated 

with implementing CT, which stem from imperfections in circuit implementation. This part of 
the text is focused on examining critical circuit non-idealities that have a negative impact on 

the performance of CT Σ∆ ADCs. Specifically, the effects of several non-idealities such as the 

limited DC gain, gain-bandwidth product (GBW), slew rate (SR), integrator’s coefficient 
variation, and the noise-linearity-power trade-off are investigated in this section, while the 

delays in quantizers and feedback DACs, and clock jitter are explored in the next section. The 

section reviews the mechanisms behind these non-ideal effects on the circuit and presents 
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mathematical expressions to describe them. Behavioral simulations are also performed on a CT 

Σ∆ model developed in Simulink and Cadence Spectre environments to provide an intuit ive 

understanding of the impact of each of these non-idealities on the modulator's performance. 
 

3.3.1 Integrator Non-Idealities 

The main component of CT Σ∆ modulators is the CT integrator that has a transfer function of 

𝐻(𝑠) = 1 𝑠⁄ . The most commonly used CT integrator structures are Opamp-RC, OTA-RC and 

Gm-C, depicted in Figure 3.8 (a) and (b) and (c) respectively. For this work, the opamp-RC 
integrator is used for the loop filter. The drawback and benefits of other designs are discussed 

in [12]. 

 

 
Figure 3.8. Common techniques to realize an integrator. 

 

The Opamp-RC integrator has a highly linear voltage-to-current conversion due to the 
feedback configuration. When the amplifier has sufficiently high gain, the Opamp-RC 

integrator can achieve a better THD [58]. However, it may consume more power than the Gm-

C integrator since it is loaded resistively by the amplifier. An output stage is typically required 
to drive the low to medium input impedance of the next integrator. The transfer functions of an 

Opamp-RC integrator are given by ideal integrators, which have only one pole at DC. 

 

 𝐻(𝑠) =
1

𝑠×𝑅𝐶
=
𝑐𝑖×𝑓𝑆

𝑠
, (3.13) 

 

where ci is the integrator’s scale coefficient. In order to create an energy-efficient design for the 
CT integrators, it is necessary to examine the non-idealities related to the amplifier and establish 

corresponding design specifications that are strongly linked to power consumption. This section 

looks into the impact of several amplifier-related non-idealities such as limited DC gain, GBW, 
and SR. Additionally, the section addresses one of the primary challenges associated with CT 

implementation, which is the significant variation in the scaling coefficient of the integrator.  
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3.3.1.1 Finite Gain Bandwidth 

The ideal integrator transfer function assumes that an ideal opamp is used, which is not realist ic. 
In practice, a real amplifier introduces many non-idealities into the integrators. The amplifier 

has a limited DC gain and bandwidth, causing the integrator's transfer function to deviate from 

(3.13). To simplify this, we model the amplifier as a single pole system. 
 

 𝐺𝐵𝑊 = 𝐴𝐷𝐶 × 𝜔𝑝, (3.14) 

 

 𝐴(𝑠) =
𝐴𝐷𝐶

1+
𝑠

𝜔𝑝

, (3.15) 

 

where ADC is the finite DC gain, 𝜔𝑝 is the 3-dB bandwidth and GBW is the gain bandwidth 

product. Consequently, the integrator's transfer function becomes, 

 

 𝐻(𝑠) =
1

1

𝐴(𝑠)
+𝑠𝑅𝐶

=
𝑐𝑖∙𝑓𝑆
𝑐𝑖∙𝑓𝑆
𝐴𝐷𝐶

1+
𝑠
𝜔𝑝

+𝑠
 (3.16) 

 

From (3.16) we can derive that the DC gain of the integrator equals to 𝐴𝐷𝐶 .By inserting A(s) in 

(3.16) and assuming 𝐴𝐷𝐶  is high enough, H(s) approximately becomes, 
 

 𝐻(𝑠) =
𝑐𝑖∙𝑓𝑆

𝑠⏟
𝐼𝑑𝑒𝑎𝑙  𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟

∙

𝐺𝐵𝑊

𝐺𝐵𝑊+𝑐𝑖∙𝑓𝑆
𝑠

𝐺𝐵𝑊+𝑐𝑖∙𝑓𝑆
+1⏟      

𝐺𝑎𝑖𝑛 𝑒𝑟𝑟𝑜𝑟

. (3.17) 

 
This causes the zero in the NTF to deviate from the unity circle, resulting in degraded noise 

shaping and "noise leakage" in the band of interest. By comparing (3.13) and (3.16), it can be 

observed that the finite GBW of the amplifier corresponds to adding a gain error, and an 

additional pole, 𝜔𝐺𝐵𝑊 = 𝐺𝐵𝑊/(𝐺𝐵𝑊 + 𝑐𝑖 × 𝑓𝑆), to the integrator's ideal transfer function. In 
Figure 3.9 the integrator with ideal and practical behavior is illustrated. Equation (3.17) shows 

that the gain error can be seen as multiplying the integrator’s coefficient ci by a term that is less 

than one. Therefore, the effect of the finite GBW can be equivalent to the integrator ’s 
coefficient variation, which will be discussed later. 

 

 
Figure 3.9. Magnitude response of ideal and non-ideal integrator. 
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3.3.1.2 Finite Slew-Rate 

The design of Σ∆M requires consideration of the amplifier’s slew rate (SR), which is limited 

by the bias current at the output stage. Nonlinear settling during the slewing process can result 

in harmonic distortions and increased noise floor. The SR requirement is signal-dependent and 
varies among different modulators, with the necessary SR determined by the internal signal 

swing of the modulator. Single-bit modulators are particularly susceptible to the non-linear ity 

caused by reduced opamp current capability. However, the SR requirement for the first-stage 
integrator in a single-bit modulator can be easily obtained since the input to the integrator is the 

derivation of its output. The use of a multi-bit quantizer or smaller integrator coefficients can 

relax the SR requirement. 
 

3.3.1.3 Coefficient Variation 

The variation of coefficients is a significant drawback of CT Σ∆M compared to its DT 

counterpart. In CT integrators, coefficients are determined by the RC product, as in (3.13), 

which is subject to process variations. Modern CMOS technology still has poor process spread 
of resistors and capacitors, resulting in RC time constant variations of up to 30% or more in CT 

integrators [4, 5, 20]. In contrast, DT modulators use switched-capacitor integrators with 

coefficients determined by capacitor ratios, which have matching inaccuracy of less than 1%. 
These variations can cause performance deviation from the expected value for CT integrators. 

Circuit components variations cause direct variations of scaling coefficients, which in turn 

affects noise shaping. Too aggressive noise shaping can cause instability, while too mild noise 
shaping can cause degradation in SNDR. The worst-case scenario occurs when the coefficients 

of individual stages shift together in the same direction, creating the maximum loop gain 

deviation. A positive variation in RC product results in a reduction in coefficients and a less 
aggressive NTF, which degrades the noise shaping performance and leads to SNDR 

degradation. A negative variation in RC product corresponds to an increment in coefficients, 

which leads to a more aggressive NTF. Within a certain range (down to -30% in this case), the 
negative spread of RC product slightly increases the SNDR, but eventually leads to instability.  

Trimming can be used to calibrate on-chip resistances and capacitances, but it is costly. A 

more practical solution is to implement tunable resistor and/or capacitor arrays. The 
requirement of calibration accuracy can be found by performing simulations. The impact of RC 

product variation can be regarded as modifying the ideal integrator's transfer function by adding 

a gain error. The breaking point for instability depends on the aggressiveness of the NTF and 
the signal swing. In Monte-Carlo simulations, the absolute value of each resistor and capacitor 

varies independently, providing a more realistic estimation. 

 
3.3.2 Thermal Noise 

Thermal noise is a significant concern in the design and performance of CT Σ∆M. While ideal 
analysis only considers quantization noise, real-world implementation must take other noise 

sources, such as thermal noise, into account. The input stage of the modulator is particula r ly 

critical as it lacks noise shaping. The amount of noise at the input stage is the key factor in 
achieving a high SNR. 

In order to achieve a high SNR, it is important to keep the thermal noise of the first opamp 

as low as possible. The thermal noise is inversely proportional to the transconductance gm of 
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the input MOS differential pair, which can be controlled by sizing the input devices 

appropriately. However, increasing the gm consumes more power. The transconductor of the 

first integrator in a CT Σ∆M is the most important for overall thermal noise. 
It is generally preferred to make thermal noise the dominant noise source as it is more power-

efficient to reduce quantization noise than thermal noise. Additionally, since thermal noise is 

white Gaussian noise, it can function as a dither signal to minimize the idle tones of the 
modulator without requiring extra circuitry. The input resistor, feedback DAC, and amplifier's 

thermal noise are the three sources of thermal noise that should be considered in CT Σ∆M 

design. Figure 3.10 shows these three noise sources. 
 

 
Figure 3.10. Thermal noise sources in the input of first integrator of the CT Ʃ∆M. 

 

The thermal noise of input resistor can be expressed as, 
 

 𝑉𝑅
2(𝑓) = 4𝑘𝑇𝑅. (3.18) 

 

For the differential amplifier’s thermal noise, we assume the opamp is a simple differential pair 
and we only consider the input referred noise given by [29], 

 

 𝑉𝐴𝑚𝑝
2(𝑓) =

16𝐾𝑇

3
(
1

𝑔𝑚1
) +

16𝐾𝑇

3
(
𝑔𝑚2

𝑔𝑚1
)2(

1

𝑔𝑚2
), (3.19) 

 

where gm1 is the transconductance of the input pair and gm2 is the transconductance of the current 

source load. 
As for the third thermal noise source, we take the unit DAC cell circuit in the figure 3.10 as 

reference. In every cycle only two switch MOSFETs and the two MOSFET tails are turned on. 
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In figure 3.10, the shaded NMOS and PMOS transistors are active and introducing noise to the 

circuit. Since the switches work as cascade transistors their effect generally is ignored. The 

noise contribution of this circuit which mainly comes from current sources is express as, 
 

 𝐼𝑁1
2(𝑓) = 𝑉𝑁1

2(𝑓)𝑔𝑚𝑁1
2, (3.20) 

 

 𝐼𝑃1
2(𝑓) = 𝑉𝑃1

2(𝑓)𝑔𝑚𝑃1
2, (3.21) 

 
where gmN1 and gmP1 are the transconductance of the current source devices. For calculat ion 

simplicity we assume that 𝑔𝑚𝑁1 = 𝑔𝑚𝑃1 . By ignoring the flicker noise, (3.20) is expressed as, 

 

 𝐼𝑁1
2(𝑓) =

8𝐾𝑇

3
∙ 𝑔𝑚𝑁1 . (3.22) 

 
Therefore, the referred noise of the current DAC becomes, 

 

 𝑉𝐷𝐴𝐶
2(𝑓) = 𝐼𝑁1

2(𝑓). 𝑅2 =
8𝐾𝑇

3
∙ 𝑔𝑚𝑁1 ∙ 𝑅

2. (3.23) 

 
3.4 Timing Non-Idealities in CT Ʃ∆ modulator 

The main difficulty in designing a CT ΣΔM is related to timing non-idealities. These non-
idealities can cause deviations from the ideal performance due to their impact on the feedback 

pulse shape and position, which are important in CT ΣΔ design. During the entire sampling 

period, the feedback pulse is convoluted with the integrator transfer function in the time domain. 
Two well-known effects that are specific to CT ΣΔ modulators are excess loop delay and clock 

jitter. Research has demonstrated that these effects are highly significant for the performance 

of the entire modulator. Therefore, it is crucial to thoroughly investigate these two effects. 
 

3.4.1 Excess Loop Delay 

Excess loop delay is a critical issue that can severely impact the performance of CT ΣΔ 

modulators [12]. This delay can stem from various factors, including analog component 

propagation delay, clock distribution network delay, and digital processing block delay. Figure 
3.11 shows where the delay is occurring in the feedback loop path. The feedback pulse's shape 

and position change due to the delay as illustrated in Figure 3.12, and when convolved with the 

integrator transfer function, it can cause a reduction in SNR and an increase in output signal 
distortion. Additionally, the excess loop delay can affect the modulator's stability, leading to 

instability or limiting the achievable maximum stable gain. 
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Figure 3.11. ELD problem in CT ΣΔ modulators.  

 

To address this issue, a D Flip-Flop (DFF) is commonly added after the comparator to create 
a fixed delay, which simplifies designing the clocking scheme and excess loop delay 

compensation. Typically, the fixed delay is set to 0.5Ts or Ts. 

When synthesizing the CT loop filter from a DT filter for a given feedback DAC waveform, 
it is generally assumed that there is no delay time between the sampling instant of the loop filter 

output and the generation of the new output digital codes. However, the finite speed of 

transistors leads to a nonzero excess loop delay caused by delays introduced by the quantizer, 
feedback DAC, and loop filter. This delay can reduce the modulator's dynamic range by 

decreasing the effectiveness of noise shaping and the maximum stable input signal swing. If the 

excess loop delay is too large compared to the clock period, the CT modulator can become 
unstable. 

 

 
Figure 3.12. NRZ DAC function with td delay. 

 

To overcome this problem, various ELD compensation techniques have been developed, 

with the most widely used technique being the insertion of an additional feedback path around 
the quantizer [24, 25], creating a 0th order loop as illustrated in Figure 3.13. Compensating for 

the excess loop delay using a full clock delay in the feedback path can result in a CT loop 

impulse response of zero at the sampling instant, necessitating a change in the modulator's 
structure and increasing the system's order. To avoid this, an extra feedback branch kf1 is added 

directly to the quantizer input to make the total impulse response equivalent to the DT function, 

called zero-order loop compensation. 
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Figure 3.13. CT ΣΔM with zero-order loop compensation. 

 
3.4.2 Clock Jitter 

Clock jitter is a significant issue that affects the performance of CT ΣΔ modulators, and it has 

been extensively studied in the literature [9]. In the DT ΔΣ modulator, clock jitter can directly 
contribute to the output error without any attenuation. However, in the CT ΣΔ modulator, the 

sampling action takes place at the input of the quantizer, which means that the jitter-induced 

error is shaped by the loop filter before it appears at the output. Therefore, the impact of clock 
jitter may be negligible, depending on the characteristics of the loop filter. 

However, the output of the DAC in a CT ΣΔ modulator is continuous, and the feedback 

signal affects the loop filter at all times rather than just at the sampling instants. As a result, the 
timing error of the feedback signal transition edges caused by the DAC clock jitter is equivalent 

to the feedback signal error itself. This is a critical issue because the DAC error appears at the 

modulator output without any attenuation, and therefore, DAC clock jitter is one of the most 
significant issues to consider when designing a CT ΔΣ modulator. 

To quantify the effect of clock jitter on a CT ΣΔ modulator, we can use the expression for 

the SNR due to jitter used in [12]: 
 

 𝑆𝑁𝑅𝐽𝑖𝑡𝑡𝑒𝑟  =  
𝑂𝑆𝑅

4𝜋2 (𝑓𝑖𝑛𝜎∆𝑡)
2, (3.23) 

 

where fin is the input signal frequency and 𝜎∆𝑡 is the rms value of ∆t[n] illustrated in figure 3.14 

(b). This formula is based on the assumption that ∆t[n] is a white sequence, and that the 

quantizer has a uniform noise spectrum. However, it is important to note that this formula may 
need to be modified to account for the continuous-time nature of the converter and other non-

idealities, such as the effect of thermal noise and circuit nonlinearities. 

Several techniques have been proposed to mitigate the effect of clock jitter in CT ΣΔ 
modulators [26, 27, 28]. One common approach is to use a high-quality clock source, such as a 

crystal oscillator, to reduce the jitter. Another method is to use oversampling to increase the 

noise shaping and reduce the impact of jitter. In addition, various techniques, such as time -
interleaving and dithering, have been proposed to mitigate the effect of jitter on the performance 

of CT ΣΔ modulators. 
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Figure 3.14. Diagram of ideal clock vs jittered clock. 
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4 SYSTEM-LEVEL DESIGN AND SPECIFICATION 

As we have learned in the previous sections, CT ΣΔM can be extracted from DT ΣΔM, and 

offer several advantages such as increased sampling rates and reduced power consumption. 

However, the design of CT ΣΔ modulators is a complex process that requires careful 
consideration of various system-level factors. In this chapter, we delve into the implementa t ion 

of CT ΣΔ modulators at the system level, exploring the key design considerations such as the 

loop delay compensation and optimization techniques. We will also discuss the simulation and 
testing methodologies used to verify the CT ΣΔM design, as well as the specific applications 

and challenges of CT ΣΔM in different domains. 

 
4.1 Design Strategies 

This section presents the design strategies and methodology for CTΣΔ modulators. The "top-
down" approach, NTF calculation, and MATLAB scripts are discussed, providing an overview 

of the design strategies employed in developing the CT ΣΔM. 

 
4.1.1 Design Methodology 

In section 3.1.3, we discussed the step-by-step procedure for coefficient calculation of CT ΣΔ 
modulators. The first step in this procedure is to determine the modulator's specifications, 

followed by proposing a design to fulfil these requirements. In Table 4.1, we present the 

specifications for the sigma-delta ADC under consideration, which is a single-bit 3rd order CT 
ΣΔM. 

 

Table 4.1. Specification of the proposed CT ΣΔM 

Parameter Value 

Signal bandwidth (BW) 15 MHz 

OSR 25 

Loop filter order 3 

Quantization level 2 

Sampling frequency (fS) 768 MHz 

Theoretical SQNR 55 dB 

 

For behavioral simulation, we adopt the “top-down” design methodology as described in 
[29, 30]. Figure 4.1 shows the flowchart diagram of this approach. As previously mentioned, 

after determining the specifications and choosing the topology through the step-by-step 

procedure in section 3.1.3, we calculate the desired NTF of a DT ΣΔM as explained in chapter 
3. To calculate the CT coefficients, we can use the Schreier toolbox [18] or MATLAB codes, 

as described in section 3.1.3. Detailed MATLAB scripts for both approaches are provided in 

Appendix A.1. 
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Figure 4.1. Flowchart diagram of the “Top-down” design methodology. 

 
4.1.2 A 3rd Order Single-bit Quantizer CT ΣΔM 

This section introduces the proposed topology that meets the required specifications. Figure 4.2 

shows a Simulink model of a 3rd order DT ΣΔM and CT ΣΔM CIFF with a single-bit quantizer. 
The key components of the model are three integrators and a 1-bit quantizer, which is essentia lly 

a comparator that determines the sign of the input signal. As discussed earlier, the main 

difference between DT ΣΔ modulators and CT ΣΔ modulators lie in the location of the sampling 
process. In DT ΣΔ modulators, sampling occurs at the input, while in CT ΣΔ modulators, it 

takes place before the quantizer, or specifically, within the quantizer. This will be further 

elaborated on in the next chapter. 
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Figure 4.2. Simulink model of 3rd order single-bit (a) DT ΣΔM, and (b) CT ΣΔM. 

 

Based on the information provided in Table 4.1 and by utilizing the MATLAB scripts 
presented in appendix A, the desired NTF can be expressed as, 

 

 𝑁𝑇𝐹 = 
(𝑧−1)3

𝑧3−1.9636𝑧2+1.396𝑧−0.3459
 (4.1) 

 

 =
(1−𝑧−1)3

1−1.963𝑧−1+1.396𝑧−2−0.3459𝑧−3
=

(1−𝑧−1)3

𝐷(𝑧)
. 

 

Furthermore, L1(z) (Transfer function from v to the input of quantizer) can be represented as, 
 

 𝐿1(𝑧) =
1

𝑁𝑇𝐹(𝑧)
−1 (4.2) 

 

 =
1.0361𝑧2−1.6037𝑧 +0.654

(𝑧−1)3
. 

 

To transform L1(z) from the z-domain to the s-domain, we can use “d2c” function in MATLAB,  
with which the following equation is achieved, 

 

 𝐿1(𝑠) =
0.8307𝑠2−0.3820𝑠+0.0863

𝑠3
 (4.3) 

 

 =
𝑘(1)

𝑠
+
𝑘(2)

𝑠2
+
𝑘(3)

𝑠3
. 

 

The coefficients for the DT ΣΔM and CT ΣΔM models presented in Figure 4.2 are detailed 
in Tables 4.2 and 4.3. These coefficients are the initial values without rounding and scaling. 
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Table 4.2. Coefficients values of the DT ΣΔM shown in Figure 4.2 (a) 

a(1) a(2) a(3) b c 

1.036 0.4684 0.0864 1 1 

 
Table 4.3. Coefficients values of the CT ΣΔM shown in Figure 4.2 (b) 

k(1) k(2) k(3) b c 

0.8307 0.3820 0.0863 1 1 

 

Figure 4.3 illustrates the location of zeros and poles of this NTF, while Figure 4.4 showcases 

the SNR versus the amplitude of the input signal. As demonstrated in Figure 4.5, the resulting 
SNR for both DT ΣΔM and CT ΣΔM are approximately the same, which is consistent with the 

information discussed in Chapter 3. The simulated power spectral density (PSD) of DT Ʃ∆M 

and CT Ʃ∆M in Figure 4.2 are demonstrated in the Figure 4.5 (a) and (b), respectively. 
 

 
Figure 4.3. Zero-Pole locations of the NTF in z-domain. 

 

 
Figure 4.4. SNR vs. input signal amplitude. 
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(a) 

 

 
(b) 

Figure 4.5. The simulated PSD of (a) DT ΣΔM, and (b) CT ΣΔM. The red line indicates the 
bandwidth of 15 MHz and the dashed red line shows the cumulative noise. 

 

It is important to note that the Simulink model shown in Figure 4.2 (b) was for illustrat ive 
purposes only, and the loop around the quantizer is not delay-free. In this context, we consider 

a delay of 1 cycle, equal to 1TS, for this path. Figure 4.6 displays CT ΣΔM Simulink model with 

the compensated delay path known as Excess Loop Delay (ExLD) compensation (Feedback 
compensation in Figure 4.6).  
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Figure 4.6. Simulink model of CT ΣΔM with compensated path around the quantizer. 

 

The new coefficients for the loop filter of this CT ΣΔM with excess loop delay compensation 
are listed in Table 4.4 and were determined by using the MATLAB script provided in appendix 

A. 

 
Table 4.4. New coefficients values of the CT ΣΔM of Figure 4.6 

k(1) k(2) k(3) fC(1) b c 

1.2663 0.4727 0.0863 1.0455 1 1 

 

The data presented in Table 4.4 shows that the smallest coefficient in the feedforward path, 

k(3), remained the same after compensation, but the largest coefficient, k(1), increased by 
approximately 50%. Figure 4.7 displays the simulated PSD for this modulator. 

 

 
Figure 4.7.The simulated PSD of CT ΣΔM with the compensated feedback path around the 

quantizer. 

 

Based on the information depicted in Figure 4.7, it can be concluded that the NTF 
characteristics, and the SNR were preserved after introducing the compensation path by 

modifying the coefficients. 
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4.1.3 Introducing Integrators Non-idealities  

This section focuses on the non-ideal aspects of the integrator. One non-ideality arises from the 
delay caused by the ADC or the quantizer. To mitigate this issue, we introduce a path around 

the quantizer and adjust the coefficients accordingly. Another non-ideality stems from the 

integrator itself. As we have mentioned in section 3.3, an integrator is not perfect and can impact 
the modulator's performance. Nevertheless, if the integrator's DC gain and bandwidth are 

sufficiently high, the non-idealities can be disregarded.  

Figure 4.8 illustrates the model for both the ideal and non-ideal continuous-time integrator. 
This model corresponds to the one that was described in section 3.3.1. It consists of a one-pole 

amplifier, A(s), with a limited gain bandwidth, and a feedback factor of 𝐵 =  𝑠 𝑓𝑠⁄
. As shown 

in Figure 4.8, it becomes apparent that as the DC gain and bandwidth of the amplifier increase, 
the integrator approaches an ideal form of an integrator, 𝑓𝑆 𝑠⁄ . 

 

 
Figure 4.8. (a) Ideal integrator and (b) non-ideal integrator. 

 

Figure 4.8 includes the ADC, which corresponds to the DC gain of the amplifier, and wb, 

which represents the gain bandwidth product of the amplifier. By varying these values and 
simulating the modulator, we can examine how the amplifier's DC gain and bandwidth affect 

the modulator's performance. We plot the SNR values over a range of different ADC and wb to 

analyze their impact on the modulator, as shown in Figure 4.9. The plots clearly demonstrate 
that a DC gain higher than 40 dB and a normalized GBW more than 1 are sufficient for this 

modulator. 

 

  
     (a)                    (b) 

Figure 4.9. Shows the SNR value vs. different (a) DC gain and (b) GBW. 
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Another significant factor that can affect the performance of the CT ΣΔM is thermal noise. 

To account for this, we introduce a random source at the input of each integrator in our model 

to represent this noise. It is important to note that in the context of our wideband application, 
the effect of thermal noise is dominant. Therefore, we do not investigate the influence of flicker 

noise, which is more prevalent at lower frequencies. Figure 4.10 shows the simulated PSD of 

the CT ΣΔM with the thermal noise in the input of each integrator. From the PSD in the figure, 
it is evident that the noise floor in the in-band frequency is increased to -113dB. 

 

 
Figure 4.10. PSD of CTΣΔM with the modeled thermal noise. 

 
4.2 NTF-Zero Optimization 

Various methods exist to improve the SNDR of continuous-time sigma-delta ADCs, includ ing 

increasing loop filter order, increasing OSR, or increasing number of quantization levels. 
However, each method has its drawbacks and limitations. NTF zero optimization is a technique 

commonly used to improve the SNR performance without adding significant complexity or 

consuming excessive power [12]. This technique involves modifying the noise transfer function 
(NTF) zeros to optimize the ADC's SNR performance. 

Several studies have investigated the use of NTF zero optimization techniques to improve 

the performance of the modulator. In [31] and [32], a local feedback mechanism with a small 
coefficient is introduced in the loop filter to optimize the location of NTF zeros. Also, [33] and 

[34] use optimization techniques to enhance the SNR performance. 

Figure 4.11 shows a 3rd order single-bit DT ΣΔM called cascade of resonators with feed 
forward (CRFF) structure. This architecture includes one local feedback with a negative value 

from the output of the third integrator to the input of the second integrator which creates a 

resonator and dislocates the zeros of the NTF [12]. 
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Figure 4.11. A 3rd order single-bit DT ΣΔM CRFF. 

 

It is easy to see from the Figure 4.11 that the transfer function of the resonator is expressed 
as, 

 

 𝑅(𝑧) =
𝑧−2

1−2𝑧−1+(1+𝑔)𝑧−2
. (4.4) 

 

In earlier sections, we discussed the NTF in the form of  
(1−𝑧−1)3

𝐷(𝑧)
, as shown in 4.1. As seen 

in Figure 4.3, all the NTF zeros are located at z = 1. To further illustrate this, we investiga ted 

the behaviour of the ideal third-order NTF as 𝑁𝑇𝐹(𝑧) = (1 − 𝑧−1)3 in the z domain, which is 

represented by a highpass filter with three zeros located at dc or z = 1.  

Shifting the two NTF zeros from 𝑧 =  1 to 𝑧 =  𝑒±𝑗𝜔𝑧  results in a change in the NTF 

magnitude from 𝜔3 to 𝜔. (𝜔2 −𝜔𝑧
2) in the passband, indicating that one zero is still at dc but 

the other two zeros are shifted on the unit circle as shown in Figure 4.12.  

 According to [12], for 𝜔 ≪ 1, 𝜔𝑧 ≈ √𝑔 . Reference [12] also explains that 

∫[𝜔. (𝜔2 − 𝜔𝑧
2)]2𝑑𝜔 over the pass-band is a measure of the in-band noise, see (4.5). 

Therefore, to calculate the optimum location of the zeros the value of this integration should be 
minimized. 
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Figure 4.12. Modifying zeros of the NTF. 

 

In [12], the process of locating the optimal NTF zeros for a second-order NTF is explained. 
Using the same principle, we calculate the optimum zeros of the NTF. The in-band noise of the 

third order modulator can be expressed as, 

 

 𝐼𝐵𝑁 = ∫ [𝜔 ∙ (𝜔2 − 𝜔𝑧
2)]2

𝜋
𝑂𝑆𝑅⁄

0
𝑑𝜔, (4.5) 

 

 = [
𝜔7

7
−
2𝜔5𝜔𝑧

2

5
+
𝜔3𝜔𝑧

4

3
] |
𝜋
𝑂𝑆𝑅⁄

0
=

𝜔𝐵
7

7
−
2𝜔𝐵

5𝜔𝑧
2

5
+
𝜔𝐵

3𝜔𝑧
4

3
,  

 

where 𝜔𝐵  is normalized as 𝜋 𝑂𝑆𝑅⁄  .To minimize the value of (4.5), we take a derivative of it 

and equal it to zero. The optimum zeros of the NTF are the roots of the resulted equation. 

 

 
𝑑

𝑑𝜔𝑧
(
𝜔𝐵

7

7
−
2𝜔𝐵

5𝜔𝑧
2

5
+
𝜔𝐵

3𝜔𝑧
4

3
) = 0, (4.6) 

 

 {

𝜔𝑧1 = 1

𝜔𝑧2,3 = ±√
3

5
𝜔𝐵

. (4.7) 

 

An alternative approach is to utilize the Schreier toolbox [18], which can provide the desired 

NTF without requiring manual calculations. The resulting NTF by using [18] is expressed as 
 

 𝑁𝑇𝐹 = 
(1−𝑧−1)∙(1−1.991𝑧−1−𝑧−2)

1−1.963𝑧−1+1.396𝑧−2−0.3459𝑧−3
. (4.8) 

 
By comparing (4.8) and (4.1) it can be concluded that only the value of zeros has been changed 

and the poles are the same. The value of g in the Figure 4.11, for the NTF in the (4.7) is 0.0095, 

and it is approximately equal to our calculation in (4.7),  √
3

5
𝜔𝐵 = 0.00947. 

 
Figure 4.13 shows the simulated PSD with the coefficient values from Table 4.3 and 𝑔 =

 0.0095. It is evident from the Figure 4.12 that the value of SNR is improved by almost 7.5dB 

and the NTF is showing a highpass behaviour with a modified zero. 
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Figure 4.13. Simulated PSD of a 3rd order single-bit CT ΣΔM CRFF. 

 
In the context of optimizing the NTF, it is important to note that the NTF zero optimiza t ion 

can be performed as a standalone process. In fact, this operation can be carried out after 

determining the coefficients of the loop filter, by simply adding a local feedback loop as 
depicted in Figure 4.11. 

 
4.3 Dynamic-Range Scaling  

In section 3.1.4, we have explored the issue of large internal swings in ΣΔ modulators, which 

can cause the integrator opamps to saturate and degrade the modulator's performance, and even 
destabilize it. To address this issue and other concerns of the output swing of the integrators, it 

is necessary to scale the internal states of the integrators without affecting the loop filter transfer 

functions. This process is known as dynamic-range scaling [12], and it involves determining 
the output swing of each integrator and scaling each stage accordingly to ensure that its output 

is within the anticipated range of the opamps driving that stage. In Figure 3.6 the principle of 

this process is illustrated. In this section, we will further elaborate on the concept of dynamic -
range scaling and its significance in the design of ΣΔ modulators. 

Two different approaches can be employed to carry out dynamic-range scaling. The first 

method involves utilizing the Schreier toolbox [18] in MATLAB, while the second method 
entails performing the scaling process directly in Simulink. In this section, the scaling process 

will be explained with a focus on Simulink. 

 

 
Figure 4.14. A 3rd order single-bit CT ΣΔM CIFF. 
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To illustrate the process, let's consider a 3rd order single-bit CT ΣΔM with CIFF topology, 

as depicted in Figure 4.14. To perform dynamic-range scaling, we added some coefficients (C1, 

C2, C3) into the integrator’s inputs in the Simulink model. The first step of this procedure 
involves simulating the modulator using the initial values outlined in Table 4.4. Through this 

initial simulation, the ranges of all the signals within the system can be determined. 

Once the ranges of the signals are known, the scaling process is performed using a MATLAB 
script, which can be found in Appendix A. This script, when executed, carries out the necessary 

scaling operations based on the determined signal ranges. 

By employing this approach, the dynamic-range scaling of the CT ΣΔM can be effective ly 
accomplished, ensuring that the internal states of the integrators remain within the desired 

range. 

The MATLAB script supplied enables the establishment of output limits for each integrator, 
taking into consideration circuit design considerations that will be expounded upon in the 

subsequent chapter. The script then runs a series of simulations to properly scale the 

coefficients. 
The resulting internal signals of the modulator, both before and after the scaling process, are 

depicted in Figure 4.15. In Figure 4.15(a), the initial values of x1, x2, and x3, which correspond 

to the outputs of the first, second, and third integrators of the CIFF illustrated in Figure 4.14, 
are displayed. In contrast, Figure 4.15(b) demonstrates the internal signals of the modulator 

following the application of dynamic-range scaling. The scaling process adjusts the coefficients 

in order to regulate the integrator outputs and ensure that they fall within the intended range, 
which in turn addresses concerns relating to large internal swings and prevents saturation. 

 

 
Figure 4.15. Integrator outputs of the CIFF modulator of Figure 4.14. (a) Before dynamic-

range scaling and (b) after dynamic-range scaling. The input is a sinusoid with an amplitude -
6dBFS or 50% full-scale. 

 

The dynamic-range scaling process solely impacts the internal signal swing of the modulator, 
while other attributes such as NTF characteristics and SNR remain unaffected. The revised 

coefficients resulting from the dynamic-range scaling procedure are presented in Table 4.5. In 
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this table, the gains before the integrators are denoted as Cn, and the feedforward coefficients 

are represented as k(n). 

 
Table 4.5. CIFF ΣΔM coefficients of Figure 4.14 after dynamic-range scaling 

k(1) k(2) k(3) C1 C2 C3 fC(1) 

5.0654 5.2 6.542 0.250 0.3636 0.1467 1.0455 

 
4.4 FIR Feedback DAC Implementation 

In section 3.4, we discussed the timing non-idealities associated with CT ΣΔ modulators and 

their impact on the modulator's performance degradation. The influence of jitter on the  

modulator loop can be modeled by introducing errors at the input and output of the ADC and 
DAC, investigated in [35] and [36] respectively, as depicted in Figure 4.16. Notably, the error 

eadc, shaped by the modulator's NTF, resembles quantization noise and has minimal impact on 

the in-band spectrum of the CT ΣΔM. However, the situation differs when it comes to the error 
introduced by DAC output jitter. As illustrated in Figure 4.16, the error edac combines with the 

modulator's input, leading to a degradation in the modulator's in-band SNR. 

 
Figure 4.16. Clock-jitter problem in a CTΔΣM. eadc and edac model jitter-induced errors. In-

band SNR degradation is due to edac. 

 

One effective approach to mitigate the impact of clock jitter on DAC performance is through 
the utilization of FIR feedback [37, 38]. This technique is widely adopted and has been 

extensively studied [39, 40, 41]. However, in this section, our focus is solely on the 

implementation of the FIR-DAC, while other analyses are covered in detail in references [4, 
20]. 

To illustrate the concept, we provide an example using a single-bit configuration, as depicted 

in Figure 4.17. In this setup, the 2-level output sequence, denoted as v, undergoes filtration by 
an N-tap low-pass FIR filter with a transfer function F(z) before being fed into the primary 

feedback DAC. The DAC itself employs an NRZ pulse shape. For simplicity, we assume that 

the tap weights of F(z) are identical. 
Considering the original sequence v = [0,1], the magnitude of transitions in v is 1. With the 

inclusion of F(z), the magnitude at the output of each FIR tap is reduced to 1/N, however, the 

amplitude of the F(z) output remains the same since the output is the sum of N taps with 
amplitude of 1/N (i.e. 𝑁 × (1 𝑁) = 1⁄ ). This means that the gain of feedback DAC remains the 

same after using FIR filter and only the distribution of the feedback pulse is different 
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(Depending on the number of taps). The FIR filter plays a crucial role in minimizing the impact 

of clock jitter on the DAC performance, resulting in improved overall system stability and 

reduced error susceptibility. 
 

 
Figure 4.17. A 3rd order single-bit CT ΣΔM CIFF with FIR feedback DAC. 

 
Figure 4.18 illustrates a FIR feedback configuration with four taps. Upon observing the 

figure, it becomes evident that the magnitude of the DAC's output, referred to as dacout(t), is 

four times smaller than the output of the quantizer, denoted as qout(t). This observation is crucial 
in understanding the impact of clock jitter noise. Since the noise resulting from clock jitter is 

directly proportional to the height of transitions in the DAC's output, it follows that the in-band 

mean square noise due to jitter is reduced by 20log(N)dB, as stated in reference [42]. 
The FIR DAC offers additional significant advantages. Since F(z) functions as a low-pass 

filter, the input component of v remains unaffected. Consequently, the DAC's output, dacout(t), 

exhibits reduced high-frequency content and more closely tracks the input signal, u. This results 
in a considerably smaller error processed by the loop filter, specifically 𝑢(𝑡)  −  𝑑𝑎𝑐𝑜𝑢𝑡 (𝑡). 
Consequently, the linearity requirements of the loop filter are alleviated, similar to a CT ΣΔM 

utilizing a multi-bit DAC. Intuitively, since dacout(t) emulates the behavior of a multibit DAC's 
output, one can anticipate similar benefits concerning clock jitter and loop filter linear ity. For 

a comprehensive analysis of clock jitter in FIR feedback systems, additional references such as 

[38], [41], and [43] provide detailed insights. 
 

 
Figure 4.18. Conventional implementation of a 4-tap FIR DAC with equal taps. 
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The introduction of FIR feedback in the ΣΔ loop introduces a delay, which can potentially 

lead to instability in the modulator. To maintain the same NTF characteristic, a specific 

procedure needs to be followed, involving modifications to the loop filter coefficients and the 
calculation of feedback loop compensation coefficients. This procedure is similar to addressing 

excess loop delay, as explained in sections 3.4 and 4.1. 

The compensation path implemented around the quantizer, in Figure 4.17, is a FIR feedback 
DAC (FC(z)) with N number of taps, and the number of taps required depends on the number 

of F(z) taps. A mathematical approach for calculating the modulator and compensation path 

coefficients is outlined in references [12] and [42]. In this thesis, the MATLAB script provided 
in Appendix A, based on this mathematical approach, is utilized. 

For clarity, Figure 4.19 illustrates the redrawn path from the input to the output of the 

modulator of Figure 4.17 with a typical NRZ pulse shape and a FIR DAC. Figure 4.19(a) 
represents the path for the NRZ pulse shape, while Figure 4.19(b) depicts the path for the FIR 

DAC implementation. 

 

 
Figure 4.19. Determining the pulse response of the loop filter with (a) a conventional NRZ  

DAC, and (b) a 4-tap FIR DAC. 

 
The general procedure for restoring the NTF (Noise Transfer Function) after using FIR 

feedback, as outlined in reference [11], is as follows: 

1. Utilizing the initial coefficients k1, ..., k3 and the coefficients of the main FIR DAC, 
apply (4.9) to calculate k’1, ..., k’3. 

2. Determine the pulse response of the prototype loop filter and the coefficient-tuned loop 

filter with the FIR feedback DAC. These pulse responses will exhibit identical behavior 
beyond t = N, where N represents the number of FIR DAC taps. 

3. Identify the difference between the pulse responses obtained in step 2, specifically the 

portion that persists for a duration of N. The taps of the direct path filter are extracted 
from the samples of this difference at times 1, ..., (N − 1). 

By following this procedure, it is possible to restore the NTF of the system, compensating for 

the effects introduced by the FIR feedback and ensuring the desired performance of the ΣΔ  
modulator. 

Based on Figure 4.19, the loop filter L(s) can be expressed as, 

 

 𝐿(𝑠) =
𝑘(1)

𝑠
+
𝑘(2)

𝑠2
+
𝑘(3)

𝑠3
. (4.9) 
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To calculate the loop coefficients, the methods of moments, as explained in detail in [21], are 

utilized. The updated coefficients are given by, 

 
 𝑘 ′(3) = 𝑘(3), (4.10) 

 𝑘′(2) = 𝑘(2)+ 1.5𝑘(3), 
 𝑘 ′(1) = 𝑘(1)+ 1.5𝑘(2) + 0.5𝑘(3). 
 

Considering the coefficients in Table 4.4 as the initial values, the new feedforward coefficients 

for a 4-tap FIR DAC in Figure 4.17 are as follows shown in Table 4.6. 
 

Table 4.6. Feedforward coefficients of the modulator of Figure 4.17 

k’(1) k’(2) k’(3) 

2.019 0.6035 0.0863 

 

In order to achieve the same NTF, it is necessary to have identical pulse responses for L(s). 
Figure 4.20 illustrates the pulse responses of L(s) for both the coefficients in Table 4.4 and the 

new coefficients provided in Table 4.6. 

 

 
Figure 4.20. Pulse response of the loop filter of Figure 4.19 for conventional NRZ (𝑦(t)) and 

4-tap FIR DAC (𝑦′(t)). 
 

As is evident from Figure 4.20, the pulse response of L(s) remains the same for t > 4. 
However, to fully restore the NTF, compensation is required for t ≤ 4. The asterix markers in 

Figure 4.20 represent the difference between these two pulse responses, which denote the 

compensation coefficients for the FIR DAC, denoted as Fc(z). 
By applying these compensation coefficients, we can affirm that the NTF has been restored, 

and the modulator now exhibits the same SNR as before. Table 4.7 presents the specific 

compensation coefficients for FC(z), corresponding to the FIR feedback DAC (FC(z)), with 
varying numbers of taps. The table provides the values of the compensation coefficients for FIR 

feedback DACs ranging from 1-tap to 8-taps. 
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Table 4.7. FIR coefficients of feedback loop compensation path FC(z) for different taps 

N-taps fC(1) fC(2) fC(3) fC(4) fC(5) fC(6) fC(7) fC(8) 

1 1.037 - - - - - - - 

2 1.037 0.622 - - - - - - 
3 1.037 0.8284 0.4923 - - - - - 

4 1.037 0.9284 0.7318 0.4279 - - - - 
5 1.037 0.9825 0.8689 0.6788 0.3949 - - - 

6 1.037 1.0207 0.9587 0.8398 0.6493 0.3728 - - 
7 1.037 1.0404 1.0138 0.9450 0.8216 0.6312 0.3614 - 

8 1.037 1.0595 1.0576 1.0238 0.9473 0.8172 0.6225 0.3524 

 
4.5 CIFF-B topology impelemntation 

In the preceding chapter, we have investigated the implementation of a 3rd order single-bit CT 

ΣΔM using the CIFF topology. As discussed in section 3.2.1, we explored various topologies 

for realizing the loop filter with the desired NTF, considering their advantages and drawbacks. 
In this section, our focus shifts to implementing the CIFF-B topology, as depicted in Figure 

4.21. 

 

 
Figure 4.21. A 3rd order single-bit CT ΣΔM CIFF-B. 

 

The loop filter L1(s) for the CIFF-B topology is defined as, 
 

 𝐿1,𝐶𝐼𝐹𝐹−𝐵(𝑠) =
𝑓𝑏(1)

𝑠
+
𝑘′(1)

𝑠2
+
𝑘′(2)

𝑠3
. (4.11) 

 
There are two methods to calculate the coefficients for this topology. One approach involves 

using the method explained in section 4.1 and [12]. However, in this case, we will utilize the 

coefficients developed in the previous sections for the CIFF topology as it is more 
straightforward. By comparing (4.3) with (4.11), we can determine that in order to achieve the 

same loop filter response, the coefficients of L1,CIFF-B(s) must be as follows, 

 
 𝑓𝑏(1) = 𝑘𝐶𝐼𝐹𝐹(1), (4.12) 

 𝑘′(1) = 𝑘𝐶𝐼𝐹𝐹 (2), 
 𝑘′(2) = 𝑘𝐶𝐼𝐹𝐹 (3), 
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where 𝑘𝐶𝐼𝐹𝐹(1), 𝑘𝐶𝐼𝐹𝐹(2) and 𝑘𝐶𝐼𝐹𝐹(3) are K values in Table 4.3. The simulated PSD for the ΣΔM 

in Figure 4.21 is depicted in Figure 4.22. It can be observed that the SNR remains at 55dB, 

which is the same value as the CIFF counterpart. 

 
Figure 4.22. Simulated PSD of the modulator in Figure 4.21. 

 

Nevertheless, there are notable differences between the CIFF and CIFF-B topologies when 
considering their internal signals. Figure 4.23 illustrates these distinctions, particularly in terms 

of the output signals from the integrators. Notably, the amplitudes of the integrator outputs in 

the CIFF-B topology are smaller compared to those in the CIFF topology. This implies that 
scaling the coefficients for CIFF-B requires less effort compared to CIFF. This reduction in 

scaling complexity can be advantageous for circuit implementation, especially considering the 

limitations associated with coefficient scaling. 
 

 
Figure 4.23. Integrator outputs of (a) CIFF topology vs. (b) CIFF-B topology. The input is a 

sinusoid with an amplitude -6dBFS or 50% full-scale. 
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5 CIRCUIT LEVEL IMPLEMENTATION 

In Chapter 5, we delve into the transistor-level implementation and simulation results of a third -

order ΣΔM with 15MHz bandwidth, following the system-level design discussed in Chapter 4. 

The proposed modulator operates at 𝑓𝑆  =  768MHz. To achieve high linearity, we have used 
single-bit quantization, which inherently provides linearity, eliminating the need for additiona l 

digital DAC linearity enhancement techniques. 

In the previous chapter, we discussed the system-level implementation of the CT sigma-delta 
modulator using MATLAB and Simulink, where we defined the modulator's specifications and 

requirements. Building upon that foundation, this chapter takes us further into the 

implementation of the modulator at the transistor level, utilizing Cadence for the design. 
This chapter focuses on the design of opamps, DAC elements, a single-bit quantizer, and 

other supporting blocks. Our general approach involves initially implementing the design with 

ideal components, and subsequently investigating the limitations of each block in the  
modulator. Once these limitations and design concerns are identified, we proceed to design each 

component at the transistor level, ensuring a low-power, low-area design that meets the 

specified requirements. 
Figure 5.1 provides a top-view representation of a third-order single-bit CT ΣΔM using a 

CIFF structure. In this figure, all the blocks are constructed using ideal components or Verilog-

A models. A comprehensive description of each block is provided in Appendix 2. Since the 
results obtained from this part are consistent with the system-level simulations in Simulink, this 

chapter primarily focuses on explaining the circuit- level implementation. As the transistor-leve l 

design progresses, the Verilog-A-based building blocks in the behavioral modulator model 
presented in Appendix 2 are gradually replaced by transistor-level implementations. To ensure 

that the implemented ΣΔM satisfies the design requirements, the performance of the circuit-

level realization is analyzed and verified using the behavioral modulator model, while the other 
blocks are retained at abstraction levels using Verilog-A. 

 

 
Figure 5.1. A 3rd order single-bit CTΣΔM using CIFF structure with ideal components. 

 

In the upcoming sections, we will discuss the CTΣΔM from a top-level perspective, 
gradually delving into a detailed examination of each component. This approach will provide 

an overview of the modulator's architecture and functionality, enabling us to analyze the 

individual parts and their interconnections. By gaining insights into their behavior and 
limitations, we can make learned design decisions and optimizations, ultimately achieving a 
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comprehensive understanding of the circuit- level implementation and key building blocks of 

the modulator. 

 
5.1 Architectures  

In Section 5.1, we explore different architectures for the third-order single-bit CTΣΔM based 
on the system-level configuration depicted in Figure 4.14. Building upon that modulator, we 

propose a new design presented in Figure 5.2. Figure 5.2 (a) and (b) provide a circuit- level view 

of the CIFF and CIFF-B topologies, respectively, used in this modulator. 
The CIFF modulator shown in Figure 5.2 (a) comprises three differential operational 

amplifiers, a clocked comparator serving as a single-bit quantizer, two current steering DACs, 

and a D flip-flop (DFF). On the other hand, the CIFF-B modulator in Figure 5.2 (b) includes 
the same components as the CIFF modulator, but with an additional DAC incorporated. 

 

 
Figure 5.2. Circuit-level implementation of a 3rd order CTΣΔM using (a) CIFF, and (b) CIFF-

B topology. 
 

An important step in the design process of this modulator involves scaling the coefficients 

from the system-level to the circuit level. The values for resistance (R) and capacitance (C) are 
calculated based on system-level considerations and then appropriately scaled for circuit-leve l 

implementation. In this design, the initial value of RC product is set to 1/fS, where 𝑓𝑆 =
768MHz, resulting in a value of 1.3ns. Each stage of the modulator requires the inclusion of 
specific coefficients within the RC value. To achieve this, we select a value for capacitance (C1, 
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for example, 1.3pF), which determines the initial resistance value (Rin1) as 1000Ω. If C1, loop 

filter coefficient, is adjusted to 0.2, as discussed in Figure 4.14 of Section 4.3 (Dynamic-Range 

Scaling), the corresponding Rin1 becomes 1000/0.2 = 5kΩ. A similar approach is applied to 
other resistance values, except for the feedforward coefficients. For the feedforward 

coefficients, we introduce a 10kΩ resistance at the summing point and scale the remaining 

resistance values accordingly. For instance, if K(1) is determined as 5.0654 based on Table 4.5, 
the value of Rf1 in Figure 5.2 (a) is calculated as 10kΩ/5.0654 ≈ 1.97kΩ. This scaling procedure 

is applied consistently to all other coefficients throughout the modulator. 

 
5.2 Amplifier Design 

The first integrator stage in the modulator requires an amplifier that meets both high gain and 
bandwidth criteria. However, designing an amplifier to satisfy both requirements is challenging 

due to conflicting design considerations. High-gain amplifiers typically employ cascode and 

multi-stage architectures, long channel devices, and low bias currents. On the other hand, high-
bandwidth amplifiers utilize single-stage architectures, high bias currents, and short channel 

devices [45].  

Two main approaches for designing high-gain amplifiers are the cascode approach and the 
cascade approach. Cascode amplifiers have limited signal swing due to power supply voltage 

constraints, which can be problematic for low voltage designs. Cascade amplifiers, on the other 

hand, have multiple stages, with each stage contributing a pole. Miller compensation schemes 
are often employed to trade bandwidth for stability [45]. To meet the high gain and bandwidth 

requirements, a two-stage amplifier with feed-forward compensation is adopted [46, 47, 48]. 

This technique compensates for the negative phase shift introduced by the poles in the forward 
path by introducing a positive phase shift through the left-half plane (LHP) zero in the feed-

forward path. Unlike using Miller capacitors, this approach avoids pushing the dominant pole 

to lower frequencies, resulting in a higher gain-bandwidth product and a fast step response. 
Since continuous-time filters have relaxed settling time requirements, any settling time 

degradation caused by the influence of pole-zero pairs can be tolerated. Figure 5.3 illustra tes 

the block diagram of the amplifier employing the feed-forward compensation technique. 
 

 
Figure 5.3. Feedforward technique for amplifier design. 

 
By considering a single pole response for each of the three OTA stages, GM1, GM2, and GM3, 

the transfer function of the amplifier can be determined. Specifically, the amplifier exhibits two 

primary poles located at 𝜔𝑝1  =  1/(𝑅1𝐶1) and 𝜔𝑝2  =  1/(𝑅2𝐶2). These poles play a crucial 
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role in the voltage transfer function, which describes the relationship between the input and 

output voltages of the amplifier. The mathematical expression for this transfer function can be 

obtained using the derived single pole assumptions [46], 
 

 𝐻(𝑠) =
𝐺𝑀1𝑅1
⏞    

𝐴𝑣1

(1+
𝑠

𝜔𝑝1
)
∙
𝐺𝑀2𝑅2
⏞    

𝐴𝑣2

(1+
𝑠

𝜔𝑝2
)
+

𝐺𝑀3𝑅2
⏞    

𝐴𝑣3

(1+
𝑠

𝜔𝑝2
)
 (5.1) 

 

 = 
(𝐴𝑣1𝐴𝑣2+𝐴𝑣3 )(1+

𝐴𝑣3𝑠

(𝐴𝑣1𝐴𝑣2+𝐴𝑣3)𝜔𝑝1
)

(1+
𝑠

𝜔𝑝1
)(1+

𝑠

𝜔𝑝2
)

. 

 

Consequently, the presence of a feed-forward path in the amplifier introduces a LHP zero, 
which serves as compensation for the phase shift caused by the non-dominant pole, 𝜔𝑝2 . The 

expression for this LHP zero is given by, 

 

 𝜔𝑧 = −𝜔𝑝1 (1 +
𝐴𝑣1𝐴𝑣2

𝐴𝑣3
) ≅ −

𝐺𝑀1

𝐶1
(
𝐺𝑀2

𝐺𝑀3
). (5.2) 

 

By assuming 𝐺𝑀2 ≈ 𝐺𝑀3, it becomes possible to cancel out the effect of the second pole by 
selecting 𝜔𝑝2  = 𝜔𝑝1( 1 + 𝐺𝑀1𝑅1). However, it is important to note that mismatches between 

poles and zeros can result in poor settling performance. It is also should be noticed that in this 

design 𝐺𝑀2  and 𝐺𝑀3  have different types of input transistors, and consequently they don’t track 
each other so well. Nevertheless, for the continuous-time loop filter implementation, settling 

performance is typically not a critical concern [45]. 

Figure 5.4 showcases the fully differential circuit-level implementation of this amplifier. To 
ensure sufficient margin for signal swing and maintain the transistors in the active region, the 

design avoids the use of cascode configuration, considering a supply voltage (Vdd) of 0.8V. 

The input common mode and output common mode are set at 0.4V. 
 

 
Figure 5.4. Transistor-level view of the amplifier using feedforward technique. 
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The highlighted areas in Figure 5.4 signify the distinct stages of the amplifier corresponding 

to Figure 5.3. Notably, MN1 and MN2 form the first stage, MP3 and MP4 represent the second 

stage, and MN3 and MN4 constitute the feedforward stage. To ensure proper operational 
control, the design incorporates a dedicated Common-Mode Feedback (CMFB) circuit, as 

depicted in Figure 5.4. For characterization, both DC and dynamic characteristics of the 

amplifier are provided in  Table 5.1 and Table 5.2, respectively. Within Figure 5.4, the first 
stage employs RO1 resistors to establish the necessary DC bias for MP1 and MP2. In the second 

stage, the bias current (Ibias2) is judiciously distributed between MP3-MP4 and MP5-MP6, 

taking into account their individual ratios. Furthermore, Figure 5.5 showcases the simula ted 
frequency response of the amplifier, revealing its behavior across various frequency ranges and 

providing insights into its performance characteristics. 

 

 
(a) 

 

 
(b) 

Figure 5.5. The simulated frequency response of, (a) the output of the amplifier, and (b) the 

output of the first-stage. 
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Figure 5.6. Transistor-level view of the CMFB circuit. 

 

Figure 5.6 presents the transistor-level implementation of the CMFB circuit. The CMFB 
functions by monitoring the output common mode voltage and comparing it to a reference 

voltage, VREF, which is set at 0.4. When the average value of (Vout+ + Vout−) 2⁄  increases, the 

current in the MN2 branch decreases. This leads to an increase in the voltage of the cm node, 
subsequently causing a decrease in the current flowing through the MP5-MP6 branches and 

resulting in a reduction in the output voltages, Vout+ and Vout−. 

To provide an understanding of the CMFB circuit's behavior, Figure 5.7 showcases the 
simulated frequency response of the CMFB output. Additionally, Figure 5.8 illustrates the 

simulated variation of the CMFB output voltage as the input is swept across different DC levels. 

These simulation results the effectiveness of the CMFB circuit in regulating the output common 
mode voltage. 

 

 
Figure 5.7. The simulated frequency response of output of CMFB circuit. 
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Figure 5.8. CMFB output vs. input DC sweep. 

 

Table 5.1. DC characteristics of the amplifier of Figure 5.4 

Parameter Value 

Technology 22nm CMOS 

Supply voltage 0.8 V 

Input CM voltage 0.4 V 

Output CM voltage 0.4 V 

Total current consumption 480uA 

Ibias3 (CMFB) 20uA 

 

Table 5.2. Dynamic characteristics of the amplifier of Figure 5.4 

Parameter Value 

Total DC gain 46 dB 

GBW of the amplifier 2.5 GHz 

PM of the amplifier 85 

Cut-off frequency 11.43 MHz 

DC gain of the first stage 29 dB 

GBW of the first stage 1.4 GHz 

DC gain of CMFB  29 dB 

 
5.3 Feedback Path 

In the previous section, we explored the design of the integrator, which serves as the core 

element of the loop filter. Now, we turn our attention to the crucial components required to 
construct the feedback path for this modulator. The feedback path plays a crucial role in 

ensuring the stability and performance of the overall system. In this section, we will delve into 

the components involved in creating the feedback path and examine their individual functions 
and contributions. 

 
5.3.1 Current Steering DAC Design 

To simplify the high-speed circuitry in this modulator, rectangular feedback pulses are 

employed using a NRZ implementation. This approach allows for easier implementation and 
reduces complexity. The feedback DAC used in this design is a two-level single-bit DAC, 

which inherently provides linearity, eliminating the need for complex linearization techniques. 

The schematic of the NRZ DAC is depicted in Figure 5.9. It comprises two current sources 



 

 

67 

carrying a current of IDAC, along with a differential pair accompanied by a tail current of IDAC 

[12]. Depending on the output state of the single-bit quantizer, the tail current of the differentia l 

pair can be switched between the two output branches of the DAC. This switching mechanism 
provides a virtually bi-directional current to the virtual ground of the operational amplifiers, as 

illustrated in Figure 5.1. Consequently, IDAC+ and IDAC- can function either as current sources or 

current sinks, depending on the requirements of the system. 
 

 
Figure 5.9. Circuit-level of current steering DAC. 

 
MN1, MN2, MP1, and MP2 function as switches within the circuit. When the input signal 

D is high and its complement D̅ is low (e.g., D = 0.8 and D̅  =  0), MN1 and MP2 enable IDAC+ 

to provide the current, while MN2 and MP1 allow IDAC- to sink the current. The settling time 

for the current output of this DAC is approximately 40ps, ensuring a rapid response within a 
±2% range of the steady state. To illustrate the functionality of this DAC, Figure 5.10 presents 

a transient simulation showcasing its operation and performance. The simulation results 

illustrates the transient behavior of the DAC and its ability to accurately reproduce the desired 
current output. 

 



 

 

68 

 
Figure 5.10. The simulated transient response of the single output of current steering DAC. 

 

Figure 5.10 visually presents a simplified representation of the NRZ DAC, demonstrating a 
single input and single output. When designing the DAC, it is of utmost importance to strive 

for a near-ideal square shape. This square waveform is desired because the area under the curve 

directly affects the performance of the modulator and the level of noise contribution. Achieving 
a perfect square shape ensures optimal integration of the DAC's area and plays a significant role 

in maintaining high performance and minimizing potential noise sources within the system. 

Therefore, careful attention is given to the design of the DAC to attain the closest approximation 
to an ideal square waveform for the NRZ DAC configuration. 

 
5.3.2 D Flip-Flops Design 

In the previous chapters (Chapter 3 and 4), we extensively discussed the need for introducing a 

fixed delay to counterbalance the excess loop delay resulting from the quantizer. To achieve 
this, one of the components employed are D flip-flops (DFF). The precise arrival time of the 

output from this DFF is of utmost importance, as it must not exceed the calculated excess loop 

delay, which is equivalent to one cycle delay for this specific modulator. Ensuring that the delay 
of the compensation path, from quantizer’s input to DFF’s output, does not exceed this fixed 

value is crucial for maintaining the stability of the modulator. Positioned in front of the current 

DAC, the DFF acts as a latch for the feedback DACs as depicted in Figure 4.6 and 5.2. 
A potential circuit implementation for the DFF is shown in Figure 5.11, known as the true 

single-phase clock (TSPC) flip-flop (FF) [49]. With each rising edge of the clock, the TSPCFF 

updates its output state based on the input data and transmits this information to the DAC. To 
assess the performance of the TSPCFF, Figure 5.12 presents the simulated transient response 

of its output. This result shows the behavior and functionality of the TSPCFF in terms of its 

responsiveness and ability to accurately transmit data to the DAC. 
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Figure 5.11. Transistor-level view of TSPC flip-flop. 

 

 
Figure 5.12. The simulated transient response of TSPCFF outputs. 

 
5.3.3 FIR Feedback DAC design 

In section 4.4, we explored the implementation of the FIR feedback DAC and the methodology 

for calculating the modulator's coefficients to achieve the desired NTF characteristics. Now, 
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from a circuit-level perspective, we can realize the FIR feedback DAC using the components 

we have previously designed for the feedback path, such as the DFF and the current steering 

DAC. Figure 5.13 depicts a potential circuit- level implementation of the FIR feedback DAC. 
This configuration allows us to seamlessly integrate the FIR feedback DAC into the overall 

modulator structure, leveraging the existing components of the feedback path. 

 

 
Figure 5.13. FIR feedback DAC circuit- level implementation 

 

Figure 5.13 illustrates an interesting observation regarding the signal propagation in the 

circuit. It can be observed that the propagation of the input signal (Data) is opposite to the 
propagation of the clock signal. This deliberate arrangement is intended to create a specific 

timing characteristic within the circuit. To achieve a one-cycle delay for each tap, buffers are 

strategically placed in the clock path. These buffers introduce small delays that collective ly 
result in the desired delay for each tap. This careful timing arrangement is crucial for the proper 

functioning of the FIR feedback DAC, ensuring accurate signal processing and maintaining the 

integrity of the modulator's output. 
 

5.4 Comparator Design 

The comparator in CTΣΔ modulators compares the analog input signal with a reference 

voltage, generating a digital output. In this subsection, we will delve into the design 

considerations and implementation details of the latched comparator, which operates based on 
a clock signal. 

The latched comparator is a popular choice for CTΣΔ modulators due to its simplicity and 

compatibility with clocked operation. It consists of a latch circuit that captures the voltage 
difference between the input signal and the reference voltage when triggered by the rising edge 

of the clock signal. 

Typically, the latch consists of a pair of cross-coupled inverters, creating a positive feedback 
loop. The clock signal determines the timing of the latch operation. During the rising edge of 

the clock, the input signal is compared to the reference voltage, and the latch stores the result 

of the comparison. This stored value remains stable until the next clock cycle. 
To achieve high-speed and low-power performance, advanced techniques like pre-

amplification and offset cancellation can be employed in the comparator design. These 
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techniques enhance sensitivity, reduce offset errors, and improve overall performance. Figure 

5.14 presents a possible implementation of the latched comparator featuring a pre-amplifier 

stage, which aids in achieving the desired specifications. 
 

 
Figure 5.14. Transistor-level view of the comparator with pre-amplification stage. 

 
The latched comparator's performance is assessed using several key metrics, such as 

propagation delay, power consumption, and resolution. Through simulations, the comparator's 

behavior is analyzed under various input signal amplitudes and clock frequencies. These 
evaluations indicates the comparator's performance boundaries and inform the optimiza t ion 

process. 

Figure 5.15 demonstrates the latched comparator's accurate latching and generation of a 
digital output based on the input signal and reference voltage. The graph confirms its suitability 

for the CT ΣΔM application, with low current consumption (~45uA) and fast settling time 

(~100ps) after a state change triggered by the clock. 
 

 
Figure 5.15. The simulated transient response of the comparator's output. 
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5.5 Simulation Results 

5.5.1 CIFF-B and CIFF topology 

In this section, we present the simulation results of the complete modulator. While Chapter 4 
explored various topologies and optimization techniques, our focus in this section is primarily 

on the CIFF-B topology and its core design. Table 5.3 provides the modulator's coefficients for 

both CIFF and CIFF-B topologies, as shown in Figure 5.2 (a) and (b) respectively. These 
coefficients have been obtained after the dynamic-range scaling process. 

 

Table 5.3. Coefficients of the modulators in Figure 5.2 

Topology 

 

Coefficients 

CIFF CIFF-B 

Rin1 (kΩ) 5 11 

Rin2 (kΩ) 0.9 4.2 

Rin3 (kΩ) 4.3 0.7 

C1 (F) 1.3p 1.3p 

C2 (F) 1.3p 1.3p 

C3 (F) 1.3p 1.3p 

Rf1 (kΩ) 0.45 2.7 

Rf2 (kΩ) 1.6 - 

Rf3 (kΩ) 9.7 9.7 

IDAC0 (A) 66u 36.36u 

IDAC1 (A) - 36.36u 

IDACc (A) 41.6u 41.6u 

 

The simulated PSD of the modulators shown in Figure 5.2 is illustrated in Figure 5.16 (a) 

and (b) for the CIFF and CIFF-B topologies, respectively. These simulations were performed 
using a sinusoidal input with an amplitude of 0.4V (-6dB FS) and a frequency of 8.43MHz, and 

a total of N = 216 samples were considered. 

 

 
(a) 



 

 

73 

 
(b) 

Figure 5.16. Simulated PSD of the modulators of Figure 5.2 (a) CIFF topology, and (b) CIFF-
B topology. 

 

The comparison of the CIFF and CIFF-B topologies can be observed from Figure 5.16, 
revealing that their results are closely aligned with the findings presented in Chapter 4 at the 

system-level.  

Figure 5.17 displays the simulated transient response of the input and output signals for the 
modulator in Figure 5.2 (b), CIFF-B topology, while Figure 5.18 illustrates the internal signa ls 

of the modulator. The differential outputs of each integrator stage are denoted as Out1, Out2, 

and Out3 in Figure 5.18. 
 

 
Figure 5.17. Simulated transient response of the modulator's output and input. 
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Figure 5.18. Simulated transient response of the internal signals of the modulator. 

 

Based on Figure 5.18, it is evident that the modulator becomes stable after 2us when the 
integration is enabled. The output of each integrator falls within the range that was calculated 

at the system-level, considering that the amplifier's output swing range for this modulator is 

100mV for a single-ended output. 
 

5.5.2 FIR Feedback DAC and NTF Zero Optimization  

Taking into account the aforementioned conditions, Figure 5.19 presents the simulated PSD 

for the CIFF-B modulator when employing the FIR Feedback DAC. The simulation results 

showcase the PSD for four different taps and illustrate the performance of the modulator with 
varying tap configurations. 

 

(a) (b) 

(c) (d) 

Figure 5.19. The Simulated PSD for 3rd order CTΣΔM CIFF-B using FIR feedback DAC with 
different taps. 
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From the observations made in Figure 5.19, it is evident that the NTF characteristic remains 

preserved when additional taps are introduced to the FIR feedback DAC. Considering the 
approximate SNR of 54dB for these modulators at system-level, the simulated PSDs exhibit 

minimal differences between the various tap configurations. However, the discrepancy in SNR 

arises from the non-ideal behavior of the current steering DAC and the DFF, as they directly 
contribute to quantization noise. 

To enhance the SNR of the modulator, we can employ the NTF zero optimization technique 

discussed in Chapter 4. By calculating the optimal coefficients, we can improve the overall 
performance. Figure 5.20 illustrates the implementation of the local feedback, known as the 

resonator, for the CIFF-B modulator, as explained in Chapter 4. In this configuration, the output 

of the third integrator is connected to the input of the second integrator through the resistor Rres, 
creating the local feedback mechanism. 

 

 
Figure 5.20. Transistor-level view of the 3rd order single-bit CTΣΔM with the resonator 

structure. 

 

The simulated power spectral density (PSD) of the modulator depicted in Figure 5.20 is 
presented in Figure 5.21. The result demonstrates that optimizing the zeros of the NTF led to 

an increase in the SNR by 8 dB, which aligns perfectly with the expectations outlined in section 

4.2. 
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Figure 5.21. The simulated PSD of the modulator of Figure 5.20. 

 

 
5.5.3 Findings of Results 

In the preceding sections, we explored the circuit-level realization of a 3rd order single-b it 
CTΣΔM using both CIFF and CIFF-B topologies. Through simulation analysis, we observed 

that the simulated PSD of the circuit-level implementation closely matched the results obtained 

at the system-level (as discussed in chapter 4), indicating comparable performance for both 
topologies. Additionally, we examined the impact of different FIR feedback DAC taps on the 

PSD of the CIFF-B modulator, revealing a slight reduction in SNR compared to the system-

level simulations. Overall, the transistor-level implementation demonstrated stability and 
conformed to our expectations based on the system-level analysis. These results highlight the 

feasibility and alignment of the modulator's performance at the circuit-level with the desired 

system-level characteristics. 
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6 DISCUSSION AND FUTURE WORK 

In this chapter, we discuss the problems and concerns encountered during the design and 

implementation of the third order single-bit CTƩ∆M for GNSS application. We also compare 

our work with related studies in the field. Finally, we outline potential directions for future 
research and improvement. 

 
6.1 Design Challenges and Concerns 

During the design and implementation of the CTƩ∆M, we encountered several challenges that 

required careful consideration and analysis. One of the primary concerns was achieving the 
desired bandwidth of 15 MHz while maintaining the specified SNR of 54 dB. This necessitated 

a comprehensive understanding of both system-level and circuit- level design aspects, as well 

as the impact of non-idealities. 
To address these challenges, we conducted an in-depth investigation into the design issues 

of CTƩ∆ modulators, with a particular focus on the systematic approach for realizing CTƩ∆ 

modulators based on DTƩ∆ modulators. We carefully analyzed circuit non-idealities and timing 
non-idealities, taking into account their impact on the overall performance of the CTƩ∆M. 

Specifically, we addressed the compensation of the delay introduced by the quantizer and DFF 

to prevent instability in the modulator. Another significant concern was the impact of clock 
jitter on the modulator's performance, which required us to incorporate an FIR feedback DAC. 

The use of an FIR DAC forced us to recalculate the modulator coefficients and carefully 

compensate for the delay introduced in the feedback path. Additionally, we thoroughly 
investigated considerations at the circuit level, such as the amplifier's DC gain, GBW, output 

swings, and the DAC's response. These analyses guided us in making informed design choices 

and optimizations. 
 

6.2 Performance Comparison 

To evaluate the performance of our CTƩ∆M, we conducted a thorough comparison with 

existing literature and related works. Using both the CIFF and CIFF-B topologies, we 

successfully achieved an SNR of 54 dB, demonstrating the effectiveness of these architectures 
for our GNSS application. Furthermore, by applying an NTF zero optimization technique, we 

were able to further improve the SNR to nearly 62 dB. This significant enhancement in 

performance underscores the importance of careful selection and optimization of the system-
level parameters. 

In order to provide a comprehensive understanding of the state-of-the-art, we compared our 

CTƩ∆M design and implementation with relevant studies. We examined the achieved SNR, 
bandwidth, and technology node of various state-of-the-art CTƩ∆ modulators designed for 

wideband applications. This comparison highlighted the strengths of our proposed design in 

terms of its performance, showcasing competitive results aligned with the latest advancements 
in the field. Table 6.1 presents a comparison of recent related works with our research. In the 

table FoMS denotes to (2.8) as discussed in chapter 2.  

Highlighting key parameters from the table emphasizes the advantages of our CTΣΔM 
design for low-power device applications. With a power consumption of only 1.36 mW, our 

design stands out as a power-efficient among the listed studies. This, coupled with the use of a 

20nm technology node and a low supply voltage of 0.8V, showcases our aim to leveraging 
advanced technologies and efficient circuit techniques to optimize power consumption. 
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Additionally, our CTΣΔM design achieves a balance between power efficiency and high-speed 

signal processing, with a sampling frequency of 768 MHz and a 15 MHz bandwidth, making it 

well-suited for energy-conscious applications without compromising essential performance 
requirements. 

 

Table 6.1. Comparison of related works 

References [41] [53] [43] [54] [55] [56] [57] This work 

Technology (nm) 22 130 40 90 65 65 20 22 

VDD (V) 1.3/0.9 1.2 - 1.2/1.4 - - 1.2/1.5 0.8 

Fs (MHz) 580 640 1200 300 186 650 2180 768 

BW (MHz) 9 15 20 8.5 3 10 80 15 

Peak SNR (dB) 76.5 80.4 69.4 69.3 69.3 69.3 70 61.8 

Power (mW) 3.2 11.4 3.24 4.3 1.36 1.82 23 1.36 

FoMS (dB) 171 171.7 163.1 160.2 162.2 166 168.4 162.2 

 
6.3 Future Work 

While our CTƩ∆M successfully met the desired specifications for the GNSS application, there 
are still areas that warrant further investigation and improvement. Future work could focus on 

the following aspects: 

1. Power Optimization: Exploring techniques to reduce power consumption without 

compromising performance is crucial, given the growing demand for low-power ADCs 

in portable and battery-powered applications. In particular, there is room for reducing 

the power consumption of amplifiers, especially in the second and third stages of the 

CTƩ∆M. 

2. Robustness Analysis: Conducting robustness analysis is essential to evaluate the 

performance of the CTƩ∆M under various non-ideal conditions, including process 

variations, temperature fluctuations, and other sources of uncertainty. Performing PVT 

corner and Monte-Carlo simulations can provide statistical insights into the CTƩ∆M's 

performance, while phase noise simulations and investigating the jitter clock effect can 

help mitigate the impact of noise sources on the system. 

3. Architecture: Investigating alternative feedback DACs, such as RZ DACs, and 

exploring the possibility of changing the location of the compensation path from the 

input of the quantizer to the input of the third integrator can lead to potential 

improvements in performance and power efficiency. Additionally, examining the 

feasibility of combining the compensation DAC with the second DAC in the CIFF-B 

topology can offer further optimization opportunities. 

By addressing these aspects in future research, we can continue to enhance the performance, 
power efficiency, and robustness of the CT Ʃ∆M, contributing to the advancement of wideband 

continuous-time sigma-delta ADCs for GNSS applications. 



 

 

79 

7 SUMMARY 

This thesis focuses on designing and implementing a wideband continuous-time sigma-delta 

ADC for a GNSS receiver with the goal of meeting specific application requirements and 

enhancing the ADC performance. It encompasses various phases, including detailed 
specification analysis, presentation of the key performance parameters, system-level simula t ion 

and formulations, accurate modeling of the circuit- level implementation, and comprehens ive 

analysis of the simulation results. 
The ADC under consideration is a single-bit 3rd order CT ΣΔM designed to operate with a 

signal bandwidth of 15 MHz, oversampling ratio of 25, loop filter order of 3, quantization level 

of 2, and a sampling frequency of 768 MHz. The theoretical Signal-to-Noise Ratio (SNR) aimed 
for this design is 55 dB. 

The main focus of the thesis is on the design and implementation of the CTΣΔM based on 

the DT ΣΔM, utilizing system-level simulation and formulations. The coefficient calculat ion 
procedure for CTΣΔ modulators is comprehensively explained. The design approach follows a 

"top-down" methodology to meet the specified requirements, and MATLAB scripts for 

coefficient calculation are provided. Additionally, the thesis addresses the challenges of excess 
loop delay and clock jitter sensitivity by introducing a delay compensation path and FIR 

feedback DAC into the modulator. 

The circuit-level implementation of the CT ΣΔM employs the CIFF and CIFF-B structure, 
with a particular emphasis on the latter one. Various simulations are conducted using a 22nm 

CMOS technology node and a supply voltage of 0.8V to validate its performance. The 

simulation results demonstrate that an SNR of 55 dB can be achieved with a power consumption 
of 1.36mW. Furthermore, by employing the NTF zero optimization technique, the SNR can be 

increased to 62 dB. 

In conclusion, this thesis successfully addresses the design and implementation of a 
wideband continuous-time sigma-delta ADC for a GNSS receiver, fulfilling the specified 

requirements. By incorporating detailed specification analysis, system-level simulat ion, 

accurate circuit- level modeling and implementation, as well as comprehensive performance 
evaluation, this research contributes to the advancement and understanding of CTƩ∆ 

modulators. The proposed design meets the targeted specifications, and future research 

directions are suggested to further enhance performance and explore new possibilities in the 
field. 
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9 APPENDICES 

Appendix 1 MATLAB scripts for simulating sigma delta modulator 

 

Appendix 2 MATALB scripts to perform dynamic-range scaling 
 

Appendix 3 MATLAB scripts for recalculating the modulator’s coefficients for using FIR 

DAC 
 

Appendix 4 Verilog-A model of the differential opamp 

 
Appendix 5 Verilog-A model of the differential comparator 

 

Appendix 6 Verilog-A model of the differential sample & hold 
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Appendix 1 MATLAB scripts for simulating sigma delta modulator 
 

In this section the main MATLAB scripts to simulate the modulator is provided. 
 

%%%%%%%%%%%%%%%%%%%% 
%% modulator Parameters 
%%%%%%%%%%%%%%%%%%%% 

 
OSR = 25; %Oversampling ratio 

Hinf = 1.7; %Out-of-band gain 
Order = 3; % Order of loop filter 
Opt = 0; %Optimization of NTF zeros 

nlev = 2; %Quantization levels 
N=2^16; %Number of fft bins  

Amp=0.5; %Input signal amplitude 
Atest = dbv(Amp); %dBFS 
fS = 768e6; %Sampling frequency 

fB = ceil(N/(2*OSR)); %Bandwidth of the signal  
f0 = 0; 

fin=8.43e6; %Input signal frequency 
 
%%%%%%%%%%%%%%%%%%%%% 

%%% Synthesizing and Realizing the Loop Filter 
%%%%%%%%%%%%%%%%%%%%% 

 
NTF = synthesizeNTF(Order, OSR, Opt, Hinf, f0);  %Synthesizing the NTF  
Form = 'FF'; %Selecting topology 

Tdac = [1 1.99]; % Determines the arrival and the width of the feedback DAC 
[ABCDc, tdac2] = realizeNTF_ct(NTF,form,tdac); %Realizing the loop filter 

[Ac, Bc, Cc, Dc] = partitionABCD(ABCDc); %Assigning the loop filter coefficients 
 
%%%%%%%%%%%%%%%%%%%%% 

%%% Simulating with Simulink 
%%%%%%%%%%%%%%%%%%%%% 

 
open_system('SDM_1bit_FIR'); %Opening the Simulink model 
out = sim('SDM_1bit_FIR', (N)/( fS)); %Simulating the model for N samples 

spektri(out.Yout_dt, fS, OSR, 'log'); %Plotting the PSD by getting fft with desired windowing 
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Appendix 2 MATALB scripts to perform dynamic-range scaling 

 

In this section the script for dynamic-range scaling is provided. 

%%%%%%%%%%%%%%%%%%%% 

%%% Scaling the modulator Coefficients, See Figure 4.14 

%%%%%%%%%%%%%%%%%%%% 

 

i = 0; %Variable 

j = 0; %Variable 

z = 0; %Variable 

while max(out.s_out1(1000:end,1)) > 0.1 %1st integrators output limit 

          i = i+1; 

          C1 = 1/(i);  

          kf1 = i; 

          ccc2 = i; 

          out = sim('SDM_1bit_FIR', (N)/( fS*50)); % Starts Simulink simulation 

end 

 

while max(out.s_out2(1000:end,1)) > 0.340 %2nd integrators output limit 

    j = j+1; 

    C2 = ccc2/j; 

    kf2 = j; 

    ccc3 = j; 

    out = sim('SDM_1bit_FIR', (N)/( fS *50)); %Starts Simulink simulation 

end    

             

while max(out.s_out3(1000:end,1)) > 0.190 %3rd integrators output limit 

       z = z + 5; 

       C3=ccc3/z; 

       kf3=z; 

       out = sim('SDM_1bit_FIR', (N)/( fS *50)); % Starts Simulink simulation 

end 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%% 

k(1)= kf1*k1 % k1 is initial feedforward coefficient  

k(2)= kf2*k2 % k2 is initial feedforward coefficient  

k(3)= kf3*k3 % k3 is initial feedforward coefficient 
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Appendix 3 MATLAB scripts for recalculating the modulator’s coefficients for using FIR 

DAC 

 

In this section the script for calculating modulator coefficients is provided. 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%% Calculating Loop Filter Coefficients and Feedback Coefficients of Compensation 

Path 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
s=tf([1 0],[1]); %Transforming “s” in s domain 

Ntap = 4; %Selecting number of FIR taps 

t1=1; %Delay of the DAC pulse 
t2=Ntap+t1; % End of the DAC pulse (t2>2 if FIR DAC is used) 

h=1/Ntap; %Weight of the pulse, Ntap is number of taps 

 
%%% Using Moments Theory, See [21] 

u0=(t2-t1)*h; %Mass of the pulse  

u1=(h/2)*((t2)^2 - (t1)^2); % Center of mass 
u2=(h/3)*((t2)^3 - (t1)^3); % 2nd momentum 

 

%%%  See Figure 4.19 
%%%  Using Primary Realized Coefficients for Loop Filter  

k’=[(Cc(1) + (u1 - 0.5)*(Cc(2) + u1*Cc(3)) - 0.5*Cc(3)*(u2 - 1/3)) (Cc(2) + Cc(3)*(u1 - 0.5)) 

Cc(3)]; % New coefficients for feedforward paths 
k(1:3) = Cc(1:3); %Coefficients without delay and taps  

 

H1=(k(1)*s^2 + k(2)*s + k(3))/s^3; % Loop filter with primary coefficients 
H2=(k’(1)*s^2 + k’(2)*s + k’(3))/s^3; % Loop filter with new coefficients 

 

R1=step(H1*exp(0*s),100)-step(H1*exp(-1*s),100); % Pulse response  
R2=h*(step(H2*exp(-t1*s),100)-step(H2*exp(-t2*s),100)); % Pulse response 

M=R1-R2; % Difference between responses 

K’ = B; 
fC = M(2:14); 
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Appendix 4 Verilog-A model of the differential opamp 

 

The Verilog-A model of the amplifier is based on the model the one-pole differential amplifier 
in Figure 8.1 [50, 51, 52]. 

 

 
Figure 9.1. The small signal model of the differential amplifier. 

 

`include "constants.vams" 

`include "disciplines.vams" 
`define PI 3.141592653589 

 

module Diff_Opamp(Vout_p, Vout_n, Vcm, Vin_p, Vin_n, vspply_p, vspply_n ); // PINS 
 input Vin_p , Vin_n; // Vin_p positive input pin// Vin_n - negative input pin 

 input vspply_p, vspply_n; //positive and negative power supplies 

 output Vout_p, Vout_n; //positive and negative output pins 
 output Vcm; //Common mode pin 

 electrical Vin_p, Vin_n, Vout_p, Vout_n, Vcm, vspply_p, vspply_n;  

//INSTANCE PARAMETERS: 
  parameter real gain = 1000.0 exclude 0.0; // gain = DC voltage gain 

  parameter real imax = 1000u exclude 0.0; // imax = Input Tail bias current [A] 

  parameter real gbw = 1000M exclude 1.0; // GBW = Gain bandwith [Hz] 
  parameter real rin = 12.0M exclude 0.0; // rin = Differential input resistance [ohms] 

  parameter real sr = 500.0M exclude 0.0; // sr= Slew rate of the opamp 

  parameter real rout = 6000.0; // rout = output resistance [ohms] 
 parameter real Vin_offset = 0.0u; // Vin_offset = Input offset voltage[V] 

 // vsoft = Output soft clipping point, measured from the supply rails [V] 

  parameter real vsoftn = 0.3; 
  parameter real vsoftp = 0.15; 

 // LOCAL VARIABLES 

  real cg, rg; // components of the dominant pole 
  real vmax_in; // input diff voltage 

 real val_h; 

 real val_l; 
  real dveff; // differnetial effecive input volatage and offset factor (Vinp-Vinn+ voffset) 

  real rout; // output resistance 

  real gm,cm; // ciruits transconductance 
 // INTERNAL NODES 
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  electrical vgp, vgn, cmc; 

 //====================================== 

  analog begin- 
   @(initial_step) 

    begin // by default ALL analyses 

     cg = imax/(sr); 
     gm = 2 * 3.141592653589 * gbw * cg; 

     rg = gain/gm; 

     vmax_in = imax/gm; 
    val_h = V(vspply_p); 

    val_l = V(vspply_n); 

    end 
 

  // Input Stage 

   dveff = V(Vin_p, Vin_n) + Vin_offset;  
   V(cmc) <+ 0.4 * (V(vspply_p)+ V(vspply_n)- vsoftp + vsoftn); 

  V(cmc) <+ 0.4; 

   V(Vcm) <+ V(cmc); 
  I(Vin_p, Vin_n) <+ dveff / rin; 

 

  // Gain stage 
   I(cmc, vgp) <+ imax; 

   I(cmc, vgn) <+ imax; 

  I(cmc, vgp) <+ 0.5*gm * dveff ; 
   I(cmc, vgn) <+ -0.5*gm * dveff ; 

   I(vgp, cmc) <+ V(vgp, cmc)/rg; 

   I(vgp,cmc) <+ cg*ddt(V(vgp,cmc)); 
  I(vgn,cmc) <+ cg*ddt(V(vgn,cmc)); 

   I(vgn, cmc) <+ V(vgn, cmc)/rg; 

  
  // Output stage 

   I(cmc, Vout_p) <+ V(vgp, cmc)/rout; 

   I(Vout_p, cmc) <+ V(Vout_p, cmc)/rout; 
   I(cmc, Vout_n) <+ V(vgn, cmc)/rout; 

   I(Vout_n, cmc) <+ V(Vout_n, cmc)/rout; 

 end 
endmodule 
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Appendix 5 Verilog-A model of the differential comparator 

 

The differential comparator’s verilog-A model is given as follow [51, 52], 
 

`include "constants.vams" 

`include "disciplines.vams" 
 

module COMP(siginp, siginn, sigoutp, sigoutn); 

input siginp, siginn; // Input pins 
output sigoutp,sigoutn; //Output pins 

electrical siginp, siginn, sigoutp,sigoutn,vcm,clk; 

parameter real sigout_high = 1; 
parameter real sigout_low = -1; 

parameter real sigin_offset = 0; 

parameter real comp_slope = 5000; //Gian of the comparator 
 

parameter real tr=1e-15; //Rise time of the ouput 

parameter real tf=1e-15; //Fall time of the ouput 
parameter real td=1e-15; //Delay of the ouput 

real save_p,save_n,save; 

real in; 
   analog begin 

 

      @ ( initial_step ) begin 
  if (sigout_high <= sigout_low) begin 

     $display("Range specification error.  sigout_high = (%E) less than sigout_low = 

(%E).\n", sigout_high, sigout_low ); 
     $finish; 

  end 

      end 
  V(vcm) <+ sigout_high + sigout_low; 

  if (V(siginp,siginn)==0) begin 

   save_p= 0.8; 
   save_n= 0;  

  end 

  else begin 
  save_p= (0.5 * (sigout_high - sigout_low) * 0.5 * (tanh(comp_slope * 

(100*V(siginp,siginn) + 0 )) +1) + (sigout_high + sigout_low)/2); 

  save_n= -1*(0.5 * (sigout_high - sigout_low) * 0.5 * (tanh(comp_slope * 
(100*V(siginp,siginn) +0)) -1) + (sigout_high + sigout_low)/2); 

  end 

 
     V(sigoutp)<+ transition(save_p,td,tr,tf); 

  V(sigoutn)<+ transition(save_n,td,tr,tf); 

   // V(sigoutp) <+ save_p; 
 

  end 

endmodule 
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Appendix 6 Verilog-A model of the differential sample & hold 

 

`include "constants.vams" 
`include "disciplines.vams" 

 

module SAMPLESSAMPLEAMPLER_HOLDER(Pin,Nin, Pout,Nout, clk); 
input Pin,Nin; voltage Pin,Nin; // input port 

output Pout,Nout; voltage Pout, Nout; // output port 

input clk; voltage clk;   // trigger 
parameter real td = 1f from [0:inf); // delay from sampling to output (s) 

parameter real tt = 1f from [0:inf); // transition time of output signals (s) 

parameter real vth = 2.5; // threshold voltage at trigger input (V) 
parameter integer dir = +1 from [-1:+1] exclude 0; 

   // if dir=+1, rising clock edge triggers flip flop  

   // if dir=-1, falling clock edge triggers flip flop  
real save_p; 

real save_n; 

 
analog begin 

    // Sample the input 

    @(cross(V(clk) - vth, dir) or initial_step) begin 
   save_p = V(Pin); 

   save_n = V(Nin); 

  end 
    // Produce output with well-controlled transitions 

       V(Pout) <+ transition(save_p, td, tt); 

 V(Nout) <+ transition(save_n, td, tt); 
end 

endmodule 
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