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ABSTRACT

One of the main challenges in Computer Vision is the training of custom models
from scratch. This process is highly computer-intensive, time-consuming, and
requires vast amount of labeled datasets to achieve reasonable results. Recently,
various foundation models trained using self-supervised learning techniques have
been proposed, claiming to achieve good results for downstream tasks after fine-
tuning. This document aims to discuss the results obtained by three multi-
class video recognition methods based on such vision-language foundation models
using a dataset that closely corresponds to real-world. The primary objective of
this work was to investigate the number of instances required by these models to
provide competitive results.

Three models, namely VideoMAE [1], X-CLIP [2], and Text4Vis [3], are chosen
for the evaluation in this study. Their performance is assessed using YT8M [4]
dataset which include YouTube videos captured in uncontrolled environments,
closely resembling real-world settings. Notably, Text4Vis [3] stood out by
achieving an impressive weighted F1-score of 0.87 after fine-tuning with just 1142
videos. The results of X-CLIP [2] are also competitive with Text4Vis [3], while
VideoMAE [1] exhibits comparatively lower performance.

Keywords: Computer Vision, Vision-Language Foundation models, video
recognition
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1. INTRODUCTION

In recent years, Artificial Intelligence (AI) has gained significant momentum and
has found applications in numerous fields like finance, healthcare, transportation and
entertainment. For instance, AI is being used to recommend articles on the web, detect
fraudulent activities, and even assist in driving cars. A rapid surge in its adoption
can be mainly attributed to the availability of improved computational capacities at
cheaper prices and the abundance of data being generated everyday. This allows the
development of models that contain millions of learnable parameters, usually referred
to as large models, trained on massive datasets. As a result, these models are more
robust and closer to mimicking the workings of human brains. These large models
have a greater capacity to learn underlying features of the data and make informed
decisions.

Video recognition, a crucial research area in Artificial Intelligence, involves the
detection and recognition of scenes, locations, activities, or objects within a video.
This task is highly challenging due to the scarcity of annotated datasets and the high
computational requirements involved. This thesis discusses the evaluation of recent
State-of-the-Art (SOTA) Vison-Language (VL) models for video recognition on real
world dataset to assess their usability for practical scenarios. Recently, some VL
foundational models, trained on the large datasets were proposed with an aim to utilize
them for various downstream tasks like image classification, image-text retrieval, video
classification and video-text retrieval after zero/few-shot training or the fine-tuning.
This evaluation will be carried out for the video recognition tasks, which is a crucial
component of video understanding. This study will help to determine the effectiveness
of these methodologies on data which corresponds closely to actual settings.

1.1. Background and Motivation

AI has undergone tremendous advancements in recent years, and its impact on
industries is significant. In the early days of AI, the technology was limited to solving
simple problems because of the lack of available data and limited computational power.
Machine learning algorithms such as Linear Regression [5], Logistic Regression [6],
Support Vector Machines [7], Decision Trees [8], K-means [9], K-nearest Neighbors
[10], Random Forest [11] and AdaBoost [12], were used in these early days to harness
the predictive power of the data available. However, with the advent of more powerful
computing devices, it is now possible to train deep learning networks. These networks
have a greater ability to recognize patterns and understand the underlying relationships
within the data. These networks have an ability to process data from various
modalities like audio, video, images and text. Different variations of these networks
have been proposed, each with its own specific objectives like Convolutional Neural
Network (CNN) [13], General Adversarial Networks (GANs) [14], Recurrent Neural
Networks (RNN) [15], Long Short-Term Memory (LSTM) [16], and Transformers
[17, 18]. These networks have enabled AI to move beyond simple problem-solving and
into more complex applications, such as Natural Language Processing (NLP), video
understanding, robotics and game playing.
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Although, AI has made a significant progress in the field of NLP, its potential in
vision systems has not been fully realized. In recent times, several Large Language
Models (LLMs) have been developed using enormous language corpora, such as
Bidirectional Encoder Representations from Transformers (BERT) [19] and Generative
Pre-trained Transformers (GPT) [20]. These models have a general understanding of
the language and can be fine-tuned for various downstream tasks, thus eliminating
the need for extensive training and large labelled datasets. They have revolutionized
the role of AI for many NLP tasks such as sentiment analysis [21], spam detection
[22] and language translation [23]. Researchers are working towards adopting the
success of LLMs to vision systems as well. The major aim for these vision models is
to have the basic understanding of the scene with an ability to recognize objects, their
contexts and relationships in images and videos. But so far, AI models lack the ability
to interpret the vision data in the same way as humans do, due to the complexities
of visual features such as intra-class variability, scale variability, occlusion, viewpoint
variations, illumination changes, and more. These factors can make it challenging for
models to accurately identify objects and understand their relationships within a scene.

Training large image encoders that can effectively generate representations for
images is a hot research topic in the field of Computer Vision (CV). Similar to LLMs,
Self-Supervised Learning (SSL) is becoming increasingly popular to train these image
encoders, as it doesn’t require any annotated datasets unlike traditional supervised
learning methods. Self-supervised learning is referred to a method where model learns
from the data points without relying on the labelled dataset. Although an enormous
amount of vision data is available, the lack of annotations has forced the CV scientists
to devise approaches independent of these annotations. Therefore, self-supervised
learning is a way to go, where a model is trained to predict some part of an input
based on other parts of the same input. Several techniques are used for this purpose
such as pixelRNN [24] which is based on generative self-supervised method where
the idea is to generate some hidden pixels of an image based on other pixels around
them. Another method of SSL is Contrastive Learning (CL), where different tasks are
assigned to the model to learn general features of the data. For example, predicting
the relative positions of two image patches [25], predicting the color of grayscale
images and orientation of the rotated images. Another self-supervised approach is
Masked Language Modeling (MLM) [26, 27], where a masked word needs to be
recovered based on image information and surrounding words. Image-Text Matching
(ITM) [27] is also often employed, which measures the visual-semantic similarity
between image and text. On the other hand, the Damaged Jigsaw puzzle [28] approach
combines generative and contrastive techniques by dividing an image into several
parts prior to colorization. The task involves colorizing the image, generating a
missing part, and solving the puzzle. These approaches are typically employed to
build background knowledge for the models and fine-tuning is required to make them
usable for downstream tasks, such as object detection, classification and segmentation.

In recent years, several SOTA VL foundational models, inspired by the successful
new architectures applied to large language models, have been proposed that aim
to establish a connection between image’s features and a natural language. These
models, comprising millions of parameters, are trained on very large datasets using
advanced techniques like SSL and attention mechanisms. These are usually capable
of performing a variety of tasks like image/video classification, Visual Question
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Answering (VQA), image/video captioning and image/video text retrievals. This not
only reduces the need for labeled datasets but also speeds up the training procedure.
These models are highly useful in situations where models need to be frequently
retrained due to changing requirements or the addition of new classes. They offer
a more efficient alternative to starting the training process from scratch. Although
these models have demonstrated impressive results on a range of benchmark datasets,
it is important to understand that these datasets may not accurately reflect real-world
scenarios. One issue is that these datasets may have a narrow set of concepts, which
may not be representative of the diverse and complex images and language used
in real-world situations. This limitation may prevent the models from achieving
optimal performance when applied to real-world data. Additionally, researchers tend
to report the results of these models only for those datasets where the models perform
exceptionally well. This approach can create a bias in the evaluation of these models
as their performance on other datasets may not be impressive. Hence, it is challenging
to determine the effectiveness of these models based only on a limited set of selective
datasets.

The extension of pre-trained VL models to the video domain for understanding
its content along the temporal axis has emerged as a significant area of research in
both academic and industrial settings. With an enormous amount of video data being
produced everyday, there is a need to develop automated techniques that can analyze
and understand the content of these videos. Video classification forms the fundamental
part of this process, involving the identification of activity, objects or events within the
video sequence. Video classification has a range of applications such as surveillance,
entertainment, sports analysis, and healthcare. Video classification is a challenging
task due to the high dimensionality and variability of video data. The length of
videos can vary greatly, and videos may contain multiple objects or scenes, each
with different visual features. Moreover, usually videos are shot from different angles
under varying lightening conditions and frame rates. Additionally, videos may have
complex temporal dynamics that require sophisticated analysis techniques. So, these
complexities make it very difficult to build generalized models that can accommodate
all these variations. One the other hand, video datasets are often very large and
complex, requiring significant computational resources and expertise to process and
analyze. Despite these challenges, video classification has made significant progress
in recent years, thanks to advances in deep learning and the availability of large-scale
video datasets. The use of deep learning techniques like CNN [29], RNNs [15] and
transformers [30, 31] have shown promising results, effectively capturing the temporal
information.

The general pipeline of the video classification process is illustrated in Figure
1. Initially, frames are sampled from the video. These individual frames often
undergo pre-processing steps to enhance their quality or extract relevant information.
Next, video-level features are extracted from the frames. This can be done by
either extracting features individually for each frame using an image classifier and
concatenating them, or by employing a dedicated video extractor that directly captures
video-level features. These features are then used to classify the video.

For this study, the evaluation has been conducted on three methods that have
achieved SOTA results for video classification tasks using pre-trained foundational
VL models. The selection of the three models for this study has been influenced by
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Figure 1. Pipeline of a video classification process

several factors, including their performance specifically in video recognition tasks,
the availability of pre-trained models, and implementation details. To evaluate the
performance of the VL models, YouTube 8 Million (YT8M) [4] dataset has been
utilized. This dataset closely resembles real-world settings as it comprises 3872
categories, encompassing a diverse set of concepts. The videos included in the
dataset are unprocessed and have been uploaded by users, which means they may
not have been captured using professional cameras. Additionally, the videos within
this dataset have longer durations, with an average of approximately 230 seconds.
This extended duration provides a more realistic representation of the challenges that
may arise in video classification tasks. The first of the shortlisted models is X-CLIP
[2] which follows a strategy to directly adopt a pre-trained image model for video
tasks by leveraging proposed Cross-frame Communication Transformer (CCT) and a
Multi-Frame Integration Transformer (MIT) to adjust the temporal information. The
second shortlisted model is Video Masked Autoencoders (VideoMAE) [1] which tries
to learn the high level features by masking out the images at a very high ratio of
90-95% which allows it to be less computationally intensive and data hungry. The
third of the short-listed model is Text4Vis [3] which tries to revisit the role of a
classifier to transfer the knowledge of pre-trained VL models for video recognition
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using classifiers’ correlations. The goal of this study is to compare the performance of
the aforementioned models and analyze how they perform on YT8M [4].

1.2. Objectives

The main objective of this study is to evaluate the performance of above mentioned
models using YT8M dataset. In addition to assessing the classification performance
of these models, this study also aims to investigate the number of training samples
and training time required to achieve the competitive results. This assessment is very
crucial as these models are designed to achieve good results with minimal training data
and time, making them attractive for applications where resources such as training time
and data may be limited. In some cases, acquiring and labeling data can be expensive
and time-consuming. Additionally, firms may be hesitant to share sensitive data due
to privacy and security concerns and limiting the amount of data that is available for
training the models. On the other hand, many applications require frequent retraining
of the model due to changes in business requirements or the addition of new categories.
If the model requires too much time to train, it becomes impractical and can limit its
usefulness. Therefore, it is crucial to consider training time and the amount of required
data when assessing the effectiveness of models for practical situations. The findings
of this study contribute to the understanding of the trade-offs between performance
and resource requirements for these models, and provide valuable guidance for their
adoption in real-world scenarios.

To broaden the scope of this study, it also aims to compare the performance of these
fine-tuned models with those trained from scratch specifically for the YT8M dataset.
These models are specifically designed to achieve excellent results for a given dataset,
but to achieve this, they often require extensive training with large amounts of data.
Therefore, comparing the performance of these fine-tuned models with those trained
from scratch can help us understand the trade-offs between the two. To achieve this
objective, classification results of the fine-tuned models will be compared with those of
a Teacher-Student Network [32]. This approach is based on the Hierarchical-Recurrent
Neural Networks [15], NetVLAD [33] and NeXtVLAD [34] models and is specifically
designed to produce good results for the YT8M dataset. Overall, this objective will
help us gain a better understanding of the effectiveness of using pre-trained VL models
in comparison to training models from scratch.

1.3. Structure of the Thesis

This thesis is organized into five chapters, each serving a specific purpose. The first
chapter serves as an introduction, providing background information on the topic and
outlining the objectives of the study. The second chapter delves into a comprehensive
discussion of related work conducted in the field before. It reviews existing literature
that has explored similar or related topics. Moving on to the third chapter, it focuses on
the methodology employed in the study. It provides a detailed explanation of the three
foundational models used and describes the techniques, or frameworks utilized in their
implementation. Additionally, this chapter delves into an extensive exploration of the
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dataset used in the study. The fourth chapter of the thesis presents the experimentation
process and the results obtained from the conducted experiments. The fifth chapter
outlines the future work that can extend and build upon the findings of this study and
concludes the whole thesis.



12

2. LITERATURE SURVEY

In the early days of CV, the developed techniques followed a closed-setting workflow,
where models were trained for preset of categories. However, this methodology
is almost impractical for situations where categories are not known in advance.
Additionally, training large models to achieve good results requires extensive
computational resources which may not be affordable for many firms. As a result,
Contrastive Learning approaches have gained popularity for training foundational
Visual-Language models, which can be used for many downstream tasks after fine-
tuning or zero/few shot training. Zero shot learning refers to the utilization of a pre-
trained model in a new domain or dataset without any additional training. In this
approach, the model is applied directly to the new task without being specifically
trained on the target data. On the other hand, few-shot learning involves training a
new model using only a small number of examples per class. This approach allows the
model to learn from a limited set of labeled examples and generalize its knowledge to
make predictions on unseen instances. Much research has already been conducted in
this area which is discussed in this chapter under the sections traditional vision models,
Visual-Language pre-training and video learning.

2.1. Traditional Vision Models

Traditionally, CNNs have been the preferred building blocks for developing vision
models due to their ability to effectively process spatial information in images.
Typically, these models consist of series of convolutional and pooling layers to learn
increasingly abstract and complex representations of an input image. In Figure 2,
CNNs are depicted. Images undergo convolutional and pooling layers to reduce their
size before being flattened and passed through fully connected layers for prediction.
CNNs excel at capturing intricate patterns and structures in images, enabling accurate
classifications. Over the years, many CNN-based SOTA models have been proposed
to perform diverse set of CV tasks like VGG [35], Resnet [36], AlexNet [37], and
Inception [38] for image classification, R-CNN [39], YOLO [40] for object detection
and SegNet [41] for Image Segmentation. Although, some researchers have attempted
to modify the general methodology used for CNNs by using self-attention to process
the output of CNN [42], replacing spatial convolutions with a standalone self attention
layer [43] and augmenting feature maps for image classification [44] among other
techniques.

In contrast, neural networks based on the sequential mechanisms, such as RNN
[15], LSTM [16] and Gated Recurrent Unit (GRU) [45] have not been as successful
in learning the image features as CNNs. This is because they are designed to
process sequential data and capture long-range dependencies, whereas in images,
spatial information, local contexts and local relationships are more important. These
properties make them well-suited for tasks involving natural language processing and
time-series analysis. Nonetheless, some researchers have proposed combining RNN
with CNN for various CV tasks such as, captioning images [46], predicting crop yield
[47] and diagnosing COVID-19 [48] through Chest X-ray and CT images.
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Figure 2. General working of CNN architecture

The race to develop better CNN-based models for vision modeling focused on
building deeper models and training them with large datasets to improve their
performance until the introduction of Vision Transformer (ViT) [18]. The success of
transformers [17] for NLP prompted researchers to explore the use of transformers in
vision models, revolutionizing the field with their ability to use an attention mechanism
to selectively focus on important regions of an image and faster training. The ViT
architecture breaks down an input image into a grid of non-overlapping patches, with
each patch being 16x16 pixels in size. These patches are then flattened and fed into
a series of transformer encoder layers, which process the patches and learn to capture
the dependencies between them. The overview of proposed ViT [18] model is shown
in Figure 3.

Figure 3. Vision Transformer [18] overview. Reprinted with permission
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Since its inception, ViT has generated significant interests among the research
community, leading to numerous derivative models. For instance, DeiT [49] has
demonstrated that transformers can achieve good results even with medium-sized
datasets through a distillation approach that uses a CNN-based teacher model to train
the transformers. In contrast, standard ViT performs better only after pre-training
with large JFT-300M [50] dataset. Another variant is Transformer in Transformer
[51], which performs attention computation at two levels: patch-level, similar to
conventional ViT, and local level by dividing the original 16x16 patch into 4x4 sub-
patches. Over the past years, many variants of ViT have been proposed and have been
successful in improving many traditional CV tasks. For example, CrossViT [52] learns
multi-scale feature representations through cross-attention for image classification and
the DETR [53] model, which eliminates the need for non-maximum suppression for
object detection, unlike YOLO [40]. Furthermore, DPT [54] is a model designed
for image segmentation tasks that employs ViT as the backbone. In this approach,
tokens from various stages of ViT are converted into representations that resemble
images, and then a CNN decoder combines these representations to make final
predictions. Although these variations have demonstrated success in utilizing language
transformers for vision tasks, the higher resolution of images compared to language
may potentially limit their effectiveness. Therefore, Swin Transformer [55] aims to
address this issue by forming hierarchical representations for images. It starts by
breaking images into smaller patches and then merging neighboring patches in deeper
layers. Overall, the use of ViT and its derivative models has opened up new avenues for
research in vision modeling and improved the SOTA in many computer vision tasks.

2.2. Visual-Language Pre-Training

Visual-language pre-training using large general datasets in a self/semi supervised
manner has emerged as a powerful technique for enhancing the ability of models to
understand the connection between image and natural language. This pre-training
stage enables model to get the general idea about the relationship between images and
text. The learned representations of these models are then transferred to downstream
tasks with either no training (zero-shot) or a light fine-tuning (few-shot) to adjust to
new domains. In earlier methods, object detectors such as [39, 40] were used as image
encoders to extract information about objects, which were then aligned with text using
image-text pairs [56, 57, 58]. However, this approach has several drawbacks, including
its inability to capture relationship between objects and its difficulty in listing all object
categories that need to be detected.

One of the most representative example of VL pre-training is CLIP (Contrastive
Language-Image Pre-training) [59] which employs image and text encoders to encode
images and text, respectively. CLIP was trained using natural language supervision on
400 million image-text pairs extracted from the internet. The aim was to effectively
link visual and language concepts, which cannot be achieved with SSL as it fails
to create a linkage between the two modalities. During the training phase, the
model maximizes the similarity of the encoded representations of each image-text
pair, while minimizing the similarity between the representations of different image-
text pairs. Since then, numerous follow-up works have been published, including
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CLIP-Adapter[60] and Tip-Adapter [61] to improve few shot transfer, StyleCLIP [62]
and StyleGAN-nada [63] for generating StyleGAN [64] images, CLIPCap [65] for
image captioning, CLIP4CLIP [66] for video clip retrieval, CLIPasso [67] for object
sketching, CLIP-Mesh [68] and ClipMatrix [69] for generating 2D and 3D textured
meshes respectively from text, CLIP-Art [70] for fine-grained art classification, CLIP-
Forge [71] for text-shape generation, CLIPort [72] for robotic path manipulation,
Wav2CLIP [73] for learning audio representation from CLIP and many more. CLIP’s
success can be attributed to its ability to link up text and images in a joint embedding
space, enabling it to generalize well across a wide range of tasks. Moreover, training
CLIP on a diverse and unconstrained dataset has resulted in a highly versatile model
with a vast vocabulary and a broad range of conceptual knowledge. In addition, pre-
training on a diverse dataset also helps mitigate biases and constraints that may be
present in standard public datasets.

In addition to CLIP, there have been other notable advancements in the field of
visual-language pre-training. One such example is AliGn [74], which is based on a
dual encoder architecture and is trained on a massive dataset of 1.8 billion image-alt-
text pairs from the internet, utilizing a contrastive loss. For image and text encoding,
AliGn uses BERTlarge [19] and EfficientNet [75], respectively, which are trained
from scratch. The main difference between AliGn and CLIP lies in the dataset, as
AliGn employs raw internet-sourced images and their associated alt-text pairs with
minimal filtering. Florence [76] is another example of a dual-encoder model, utilizing
transformer-based encoders for both images and text. It was trained on 900 million
image-text pairs and has a unique approach in assuming that multiple images can be
associated with a single text, which differs from CLIP’s unique association approach.
LiT [77] proposes a novel approach to VL pre-training by utilizing a pre-trained SOTA
image encoder and training the text encoder using the dataset introduced in [74].
During training, the text encoder aligns with the pre-trained image representations.
Unlike other methods that train both encoders from scratch, this approach offers a
quicker training process while still benefiting from both data sources.

Although dual-encoder architectures [59, 74, 76] have shown promising results in
VL tasks, they have a major limitation. They lack the ability to generate natural
language text from images, making them unsuitable for tasks such as VQA and
image captions. To address this limitation, SimVLM [78] uses an encoder-decoder
architecture where the encoder encodes the image and a truncated version of the
text, and the decoder decodes these encoding to generate text. SimVLM trained on
a weakly labeled dataset of image-text pairs introduced in [74]. CoCa [79] takes a
different approach by attempting to unify all three VL pre-training methods: encoder-
only, dual-encoder, and encoder-decoder. The text decoder in CoCa [79] consists
of two parts: the layers of first half uses a contrastive approach to encode the uni-
modal text representations while the remaining layers also cross-attends to the image
encoder’s output to learn multi modal (image-text) representations using a generative
loss. Instead of treating contrastive and generative approaches as a single pre-training
phase, GIT [80] divides them into two separate sequential tasks. Firstly, it uses an
image encoder from [76], which was pre-trained using a contrastive task. Afterwards,
it pre-trains both image encoder and text decoder using a generative task on 0.8 billion
image-text pairs.
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Pre-trained VL models have been a significant leap towards building models
with a strong global visual semantic understanding, enabling good results on many
downstream tasks with zero/few-shot transfer. These tasks include image classification
[59, 74, 76, 79, 80], text-image retrieval [59, 74, 76, 79], text-video retrieval
[76, 79, 81], image captioning [79, 78, 80], VQA [78, 80, 81], and video captioning
[79, 80]. The effectiveness of these models lies in their ability to learn from huge
weakly labeled datasets, which provide rich semantics and diverse concepts. With
these models, it is possible to capture the complex and subtle relationships between
images and natural language, which enables them to achieve high performance on
many downstream tasks without or with the minimal need for task-specific training
data. As a result, these models are very powerful and offer a promising direction for
future research in computer vision and natural language processing.

2.3. Video Recognition

Unlike image classification, which deals with static images, video recognition requires
capturing both temporal and spatial information to detect different objects, activities,
and events in a video sequence. Videos are essentially a collection of frames
in a sequence, so image classification techniques can also be extended to classify
videos. In the early years, researchers proposed methodologies to incorporate temporal
information into CNNs for video classification [82, 83, 84] to capture the relationships
between the sequence of frames. Another approach is to use LSTM in combination
with CNNs as in LRCNs (Long-term Recurrent Convolutional Networks) [85]. In
LRCNs, CNNs generate a fixed-length vector for each frame, which is then fed to the
LSTM.

However, due to the success of transformers in decoding images, transformer-based
approaches [31, 86, 87, 30] are also proposed for video tasks. These have shown
relative success in capturing long-range dependencies. VTN [86] uses a temporal
transformer encoder on the top of the frame level feature extractor network to encode
the distant information in the video. Similarly, ViViT[31] has proposed several ViT
[18] based models that process the tokens in spatiotemporal space. In contrast, [87]
tries to process the videos’ spatiotemporal space locally. Moreover, [88] proposed a
two-stream network for video action recognition based on skeleton modeling, which
captures the relationships between the different joints and their movements in the
sequence of frames. Since these methods rely on supervised learning, they require
annotated video datasets which are even more challenging to acquire than image
datasets. Additionally, the annotations in video datasets are often limited in scope,
which can result in models lacking a comprehensive understanding of the visual
content. Furthermore, Videos are typically large in size, and training models on them
requires high computational power, making it challenging to design video classification
models that can be frequently retrained.

SSL methods offer a promising solution for leveraging vast amount of unlabelled
video data to develop models with good video representations by exploiting the
spatiotemporal information. There are various techniques used for learning these
representations in an SSL manner. For instance, [89] learns spatiotemporal information
by predicting whether the sequence of frames is in the correct temporal order while
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[90] predicts the whole sequence of frames. In addition, [91] learns representations
by predicting the clip order. [92] first performs Masked Image Modeling (MIM)
to train the image encoder, and then simultaneously uses Masked Video Modeling
(MVM) to train the video encoder. MIM and MVM are designed to capture spatial
and temporal information, respectively. VideoBERT [93] employs automatic speech
recognition systems to convert speech to text, which serves as the corresponding
text pair. Pre-trained video classification model is then utilized to extract visual
features from the video, followed by BERT [19] to learn joint distributions from these
visual and language tokens. Alternatively, VideoMAE [1] extracts tokens using cube
embeddings, which are then masked with a high ratio of approximately 90-95%. Based
on an encoder-decoder architecture, VideoMAE [1] learns video representations by
generating the masked out video tokens.

However, training video-based models is computationally expensive, balancing the
effectiveness of learned video representations with computational requirements is
crucial. Several methodologies have been proposed to address this, including using
pre-trained general-purpose image models for video recognition. For instance, CoCa
[79] calculates the mean over all frames for zero-shot transfer or fine-tunes only
the attention pooler on top of the image encoder for better video representations
for classification. In contrast, VideoCoCa [81] concatenates the frames embeddings
obtained from the pre-trained CoCa[79] image encoder before feeding them to the
attention poolers. On the other hand, [76] replaces the 2D CNN on top of image
encoder with 3D CNN and duplicates the weights of pre-trained 2D CNN across
temporal dimensions. These weights are then divided by the temporal kernel size
to maintain the mean and variance. Alternatively, X-CLIP [2] utilizes pre-trained
CLIP to encode frames and pre-defined labels. However, it employs CCT to
exchange information between frames and the MIT model to generate video-level
representations, by taking all the frames’ encoding as input. Furthermore, it includes
a video-specific prompter to enhance the text representations produced by the pre-
trained CLIP encoder with the context of the video content. Text4Vis [3] takes a
different approach by using a pre-trained textual encoder to extract the embeddings
of class labels, which are used to initialize a projection matrix for the classifier head.
During fine-tuning, only the pre-trained image encoder is retrained, while the weights
of the projection matrix are kept fixed. To capture temporal information, Text4Vis
[3] uses a temporal transformer to process the embeddings of frames. On the other
hand, [94] utilizes bidirectional cross-modal knowledge for video recognition by first
identifying the most relevant attributes for a video from a pre-defined lexicon (video-
to-text) using a pre-trained CLIP textual encoder. Then, it calculates the frame-level
saliency by measuring the similarity between the frames and class embeddings using
pre-trained CLIP, which is used for producing video-level representations (text-to-
video). Although, there has been a steady progress towards building effective video
classification solutions, but it still hasn’t been able to replicate the success of image
classification

Table 1 displays the zero-shot classification outcomes obtained by different models
for the popular kinetics-600 dataset [95] and Table 2 displays the models performance
on the kinetics-400 dataset [96] after finetuning.

Kinetics-600 [95] dataset is extensively utilized in the research community for video
recognition tasks as it includes 600 action classes, each containing at least 600 video
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Table 1. Zero-shot transfer result obtained by different video recognition models on
Kinetics-600

Model Top 1 accuracy
VideoCoCa [81] 70.1

Text4Vis [3] 68.9
BIKE [94] 68.5
X-CLIP [2] 65.2

Table 2. Results obtained by different video recognition models on Kinetics-400 [96]
dataset after finetuning

Model Top 1 accuracy
CoCa [79] 88.9
BIKE [94] 88.7

Text4Vis [3] 87.8
X-CLIP [2] 87.7

VideoMAE [1] 87.4
Florence [76] 86.5
Swin-L [87] 84.9
BEVT [92] 81.1
ViViT [31] 80.0
VTN [86] 79.8

clips. VideoCoCa [81] has emerged as the leading model with an impressive accuracy
of 70.1% for zero shot transfer result. This achievement is noteworthy as the model has
not been trained on any domain-specific examples but instead generates classifications
based on its general understanding of visual concepts and language. In a similar vein,
the Kinetics-400 dataset, following the same data collection principles as Kinetics-
600, is highly referenced. It comprises 400 action classes, each accompanied by a
minimum of 400 video clips. It is evident from Table 1 that when tested on Kinetics-
400 after fine-tuning on the same dataset, models pre-trained on large datasets such
as COCA [79], Text4Vis [3], and Bike [94] demonstrate superior results compared to
those trained from scratch, such as Swin-L [87], BEVT [92], and VTN [86], aligning
with expectations.
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3. METHODOLOGIES

In this study, three general-purpose VL methods that had achieved SOTA results for
video recognition on various benchmark datasets have been evaluated. These models
are tested on a dataset that is more diverse, large, and realistic than those commonly
used in the literature, but surprisingly, its usage is relatively lower. Our study offers
insight into the performance of three methods that uses pre-trained VL models for
video recognition. This chapter will focus on providing background information on
these methods and the dataset being used.

3.1. Dataset

The YT8M [4] dataset, published by Google, has been selected for this study and its
latest version with classification annotations has been released in 2018. It remains
the largest publicly available annotated video dataset with a total aggregate duration
exceeding 0.35 million hours. This dataset consists of 6.1 million unique YouTube
videos with each having at least 1000 views and a duration between 120 and 500
seconds. These videos are classified into 3862 classes which are arranged in the
form of a knowledge graph with 24 top-level verticals. Although the annotations are
machine-generated, they are highly reliable due to the integration of user engagement
signals, content analysis, and video metadata. As the data of such scale would require
an enormous amount of storage space, so frames were extracted with 1-FPS (Frame
per Second) and vectorized using the Inception network [97], trained on Image-Net, to
compress storage requirements.

The YT8M dataset has been chosen for its close correspondence to real-world
settings. Unlike many public datasets that capture videos in controlled environments
[98, 99] or perform video stabilization measures [100], the videos in YT8M are
uploaded by random users on YouTube, making them diverse and representative of
real-world scenarios. These videos are not necessarily produced by professionals
using high-quality cameras or stage actors, which can result in noisy, low-quality
videos with irregular camera movements. This diversity yields a wide range of video
content, including different types of scenes, objects, actions, and backgrounds, as
well as different camera angles, lighting conditions, and audio quality. Many recent
datasets focused solely on actions [96, 95, 100, 101] while neglecting other themes
and types of events that can occur in a video. However, YT8M contains not only
actions but also events, objects, and scenes, making it more suitable for developing
models that can detect all of these. Additionally, other datasets typically extract the
clips that represent a specific class from the video, but in real-world scenarios, a
video can also contain other themes that can affect the context of the action being
performed. YT8M maintains the original content of the video, meaning that the
developed methodology must learn to predict in the presence of other concepts. The
mean duration of videos in YT8M is 230 seconds, whereas it is only 10 seconds for the
kinetics dataset [96, 95] and 7.21 seconds for the UCF101 dataset [101]. Although the
YouCook [102] and Sports-1m [103] datasets have longer mean duration of 315 and
336 seconds, respectively, these datasets are domain-specific, containing only sports
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and cooking videos, respectively. Table 3 shows the detailed comparisons between
public video datasets.

Table 3. Comparisons of public video datasets
Dataset environment Number of

Categories
category
types

Average
Duration
(seconds)

Kinetics-400 [96] real 400 actions 10
Kinetics-600 [95] real 600 actions 10

UCF101 [101] real 101 actions 7.21
YouCook [102] real captioning cooking

recipes,
cooking styles

315

Sports-1m [103] real 487 sports type 336
KTH [98] controlled 6 actions 4

Weizman [99] controlled 9 actions -
HMDB 51 [100] controlled

(post-
processed)

51 actions -

Youtube8M [4] real 3862 actions,
venues,
objects, events

230

Due to the computational and time limitations of this study, a subset of the YT8M
dataset was selected for experimentation. A total of 25 categories have been selected
for this study, namely concert, dance, driving, drawing, gardening, soldier, sewing,
restaurant, knitting, wedding dress, police officer, walking, injury, smoking (cooking),
human swimming, ice skating, festival, stadium, desert, beach, snow, video game,
cooking, cycling, and racing. The selection of classes for this study is diverse,
encompassing not only actions and objects but also locations, venues, and events.
This approach allows for a more comprehensive evaluation of the model’s ability
to accurately predict multiple types of information simultaneously. In addition to
category selection, storage and duration constraints were also applied to limit the size
of the dataset. Specifically, only videos with a storage size of less than 30 MB and a
duration of less than 4 minutes were included in the subset. Initially, the YT8M dataset
provided frame-level features instead of complete videos. Therefore, the videos were
downloaded using the unique YouTube ID associated with each video. It is worth
noting that the original videos were multi-labeled, with an average of three labels per
video. However, for the purposes of this study, only single-label classification was
of interest. Therefore, only those videos containing labels only from one of these 25
selected categories were included in the final subset. In other words, videos containing
labels from more than one of these 25 selected categories are ignored.

To conduct this study, it was necessary to limit the number of videos for each
category to ensure a manageable storage size while still ensuring that there were
sufficient samples for analysis. Therefore, upper limit for the number of videos
for each category was set to 701, and these videos were deemed sufficient for this
study as the primary objective is to evaluate the samples required to produce good
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results. This was a crucial consideration, given that the total storage size exceeded
180 GB, excluding the test set. The size increases significantly when videos are
stored as individual frames, a common practice for faster training, which further
adds to the storage requirements. Figure 4 displays the number of videos for each
category, indicating that the data is imbalanced with categories such as "injury",
"smoking (cooking)", and "walking" having relatively fewer instances (50, 68, and
105, respectively). These categories with few samples were deliberately included in the
study to examine their impact on model performance as it can provide insights into the
generalizability and robustness of the model to handle imbalanced data. Nonetheless,
other classes have sufficient instances for analysis.

Figure 4. Number of videos for each category in train+validation sets

The YT8M dataset includes three sets of data, namely the train, validation, and test
sets. However, the test set labels are not available publicly, as they are reserved for
evaluating models submitted to a competition. Therefore, in this study, the validation
set was used for testing, while the training set was further divided into two subsets
with ratio 0.8:0.2. From now on, the terms training, validation and test sets refer
to these newly divided datasets. The distribution of the number of videos for each
category in the testing set is depicted in Figure 5, with an upper limit of 1000 videos
per category. It is important to highlight that the same filters used to select videos
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based on duration and size in the training set were also applied to the testing set.
This approach helps ensure that the evaluation of the models’ performance on the
testing set is conducted under comparable conditions and provides a fair assessment
of their generalization capabilities. However, the limit for the testing set was set
higher to account for the fact that evaluating the model during testing requires less
computational resources than training. Additionally, a large testing set is more likely
to cover a broader range of variations that typically occur in real-world videos, such
as changes in lighting conditions, camera angles, occlusion, and background clutter.
Therefore, a large testing set can help to assess the generalizability of the model in
handling these variations.

Figure 5. Number of videos for each category in test set

Table 4 table displays the key statistics of the combined training and validation
dataset. The training and validation set contains 14,406 videos, with a total duration
of 684 hours, and an average duration of 171 seconds per video. Similarly, the
test set contains 13,623 videos, with a total duration of 652 hours, and an average
duration of 172 seconds per video. These durations are adequate for the research
purposes and allow models to capture the patterns present in the data. Furthermore,
Figure 6 and Figure 7 depict the distribution of durations for the training and test sets,
respectively. Both graphs show an almost even distribution of video durations. The
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Figure 8 and Figure 9 provide a visual representation of the category-wise average
durations for the training and testing sets. The data presented in these figures reveal
that the average durations of videos for all categories are almost similar. This implies
that the duration difference between different categories is not substantial enough to
potentially impact the results of the study. Overall, the longer average duration of
videos in this dataset is advantageous, as it provides more contextual information.
This enables models to capture long-term dependencies and learn complex temporal
relationships between actions and objects in a video. On the other hand, the total
views for the training and testing sets are 721 million and 731 million, respectively.
More views indicate that these videos have been watched and shared by a significant
number of viewers, representing a broader range of user preferences, content types,
and video characteristics. In general, these views do not affect the modeling process
or the results.

Figure 6. Duration distribution in train+validation sets

Table 4. General statistics of the dataset
Train+val test set

Total number of videos 14,406 13, 623
Total duration (hours) 684 652

Average duration (seconds) 171 172
Storage size (GB) 180 172

Total Views (million) 721 731
Average number of views per video 50149 53834
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Figure 7. Duration distribution in test set

Figure 8. Category-wise distribution of average duration in the train+validation sets.
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Figure 9. Category-wise distribution of average duration in the testing set.

To investigate the impact of the amount of training data on the performance of the
models in this study, four subsets have been created from the original training data with
fractions of 0.1, 0.3, 0.7 and 1.0. Then each fraction of the data is divided into training
and validation sets using a ratio of 0.8:0.2. Each model have been trained separately
on each of them. The instances for each subset were randomly selected by taking the
given fraction of data from each category. However, this random selection could result
in very few samples for under-sampled categories, such as "Injury" which only has
four instances for training in 10% of the data. Nonetheless, it will be interesting to
observe how the model performs when instances for some categories are very low and
how it affects the overall performance. This is particularly important since collecting
data for some categories may be more challenging than others. By studying the impact
of varying amounts of training data on the models’ performance, this study will help
determine the optimal amount of data required to achieve good results.

Overall, the research study has been designed with a well-organized dataset that
closely resembles real-world scenarios. The dataset contains a sufficient amount of
data with evenly distributed durations and includes selected categories belonging to
different events, actions, objects, and scenes. This makes it suitable for evaluating the
model’s ability to recognize various group of classes. The use of different fractions
allows for analyzing the trade-off between data size and model performance, which is
crucial in practical applications where data collection and labeling can be costly and
time-consuming. Overall, the dataset represents a challenging task, given its large size
and imbalanced nature. Therefore, the study’s results will provide valuable insights
into the models’ performance
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3.2. Models

To conduct this study, three models were selected based on their SOTA performance in
video recognition tasks across various public datasets. In addition to their performance,
the availability of pre-trained models and training code for few-shot transfer was also
considered. This ensures that the models can be easily trained on the dataset used in
this study without requiring extensive time and expertise. The three models chosen for
this study are VideoMAE [1], X-CLIP [2] and Text4Vis [3]. These models serve as
foundational VL models that can be fine-tuned for numerous downstream tasks. In the
following section, a brief overview of each model’s working methodology is provided.

3.2.1. VideoMAE

Inspired by ImageMae [104], VideoMAE [1] uses video masked autoencoder for
Self-Supervised Video Pre-training (SSVP). The aim of VideoMAE is to learn
spatiotemporal visual features by employing a method that involves a high masking
ratio for videos. This ratio is set at 90-95%, surpassing the 75% used in ImageMAE
[104], as videos exhibit temporal redundancy and correlation. By employing a high
masking ratio, VideoMAE achieves faster training times while also demanding fewer
computational resources. However, challenges arise from the slow propagation of
semantic information across frames [105], which risks easy recovery of missing
regions through neighboring spatiotemporal features, potentially leading to sub-
optimal learned representations. Moreover, without a specific strategy, a masked
object in one frame may be unintentionally unmasked in subsequent frames, potentially
causing information leakage during the reconstruction process. VideoMAE generates
these masked cubes by utilizing the encoder-decoder architecture.

The framework begins by down-sampling video frames to eliminate repetitive
information, which can potentially improve pre-training. Since consecutive frames
in a video often contain redundant information, preserving the original frame rate
is not efficient. By down-sampling, the framework aims to retain important visual
features while reducing computational complexity. Next, cubes are extracted along
the spatiotemporal axis, with each cube measuring 2 × 16 × 16 in size. These
cubes are then passed through a cube embedding layer, which maps them to a D-
dimensional space. To promote effective learning of semantic information over purely
spatiotemporal features, the cubes are masked using a strategy where all frames share
the same masking map. This approach helps prevent information leakage for objects
with minimal or no motion. By forcing the model to reason based on semantics,
the masking strategy encourages the utilization of high-level spatiotemporal features.
Regarding the encoder-decoder architecture, the high masking ratio results in very
few input tokens available for the reconstruction phase. To address this, ViT [18]
has been employed as a backbone. ViT leverages spatiotemporal attention [31, 87]
to capture meaningful interactions between tokens. The use of multi-head attention
enables comprehensive token interactions, facilitating the reconstruction process.
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3.2.2. X-CLIP

X-CLIP [2] proposes a methodology that leverages pre-trained image models to tackle
video-related tasks by effectively incorporating temporal information. Pre-training
image-based VL models can be accomplished more efficiently and effortlessly thanks
to the availability of extensive public image datasets, and the inclusion of web-
sourced images further expands the potential applications. Utilizing pre-trained image
models offers a significant advantage by circumventing the high costs associated
with training models from scratch using video datasets. The process of collecting
and annotating large-scale video-text data is both challenging and time-consuming,
and training models on such data requires substantial computational resources. In
contrast, leveraging pre-trained image models provides a more practical alternative.
These models have already been pre-trained on vast image datasets, enabling them to
effectively capture VL features and their relationships. Consequently, adapting these
pre-trained models to handle videos becomes a less complex and resource-intensive
task. With the ability to leverage the existing knowledge and representations learned
from images, the proposed methodology provides a practical and efficient approach of
extending pre-trained models for video recognition.

The design choices of X-CLIP are driven by two key challenges in adapting
image models to the video domain: how to incorporate temporal cues? and how to
transform text representations for videos? The proposed methodology addresses the
first challenge through the utilization of two components: CCT and MIT, both of
which rely on a multi-head self attention mechanism. The CCT module facilitates
the integration of temporal information by enabling information exchange between
frames through the use of message tokens. Within CCT, two attention mechanisms
are employed: cross-frame fusion attention (CFA) and intra-frame diffusion attention
(IFA). CFA leverages all message tokens, derived from the linear transformation of a
learnable class token, to obtain global visual representations. On the other hand, IFA
takes frame tokens and associated message tokens as input to learn visual features.
Notably, the associated token is removed prior to passing the data to the Feed-Forward
Network. CFA is initialized randomly, whereas IFA utilizes pre-trained weights to
enhance its performance. The MIT module takes the frame-level representations as
input and generates video-level representations. By considering information from
multiple frames, the MIT enables a more comprehensive understanding of the visual
content, enhancing the model’s ability to analyze videos effectively.

To effectively represent text in the context of videos, the X-CLIP framework
employs the video-specific prompting (VSP) module. This module utilizes the video-
level representations to generate video-specific text prompts, enabling the model to
better understand and interpret textual content within the visual context provided by
the video frames. In the pipeline, the text is first encoded using a text encoder pre-
trained with an image-based VL model. The resulting text representations are then
passed through the VSP module to obtain embeddings specifically tailored for videos.
To determine the most probable outcome, the similarity between the category features
and the video-level representations is calculated.

An overview of the X-CLIP pipeline is depicted in Figure 10, illustrating the
sequence of operations. Initially, the frame patches of the video frames are inputted
into the CCT, followed by the MIT. Meanwhile, the text labels associated with the
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video are passed through a text encoder, and the resulting representations are refined
using the VSP module to obtain instance-level label representations customized for
the video. It is worth noting that the VSP and MIT modules are initialized randomly,
while the CCT module benefits partially from pre-trained initialization. This method
achieves the best results when utilizing CLIP [59] as the pre-trained model.

Figure 10. Overview of the X-CLIP [2]. Reprinted with permission

3.2.3. Text4Vis

The Text4Vis[3] approach aims to redefine the role of a classifier in transferring the
pre-trained visual and textual models for video recognition tasks. Instead of training a
classifier head from scratch, the approach initializes the classifiers’ weights using the
textual and visual knowledge from pre-trained models and keeps them frozen during
the fine-tuning process. The classifier head is represented by a projection matrix of
size d × c, where d represents the dimensionality of feature vectors and c represents
the number of classes. The projection matrix is used to compute the logits for the
feature vectors. During the training process, only the visual encoder is fine-tuned, with
the objective of adjusting its weights to align with the weights of the projection matrix.
This is illustrated in Figure 11, which compares the proposed Text4Vis paradigm with
existing paradigms. In Figure 11(a), the standard vision model is shown, where both
the encoder and the classifier head are trained. In Figure 11(b), the dual encoder
architecture paradigm is depicted, where both the visual and textual encoders are fine-
tuned to map to a similar space.

To explore various initialization methods for the projection matrix, several
approaches were examined. The first method involved random initialization of
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Figure 11. Comparing the methodology of Text4Vis [3] with other methods. Reprinted
with permission

the matrix, resulting in trivial correlation. In the second method, orthogonal row
vectors were obtained by removing the correlation from a randomly initialized matrix,
ensuring no correlation among the rows. The third method utilized the visual
knowledge of the pre-trained encoder through linear discriminant analysis (LDA). This
approach entailed extracting encoded features from all training samples using a pre-
trained encoder and then employing LDA to learn coefficients that optimize inter-class
covariance while minimizing intra-class covariance. This method, known as maximal
correlation, can be visually understood through Figure 11(c:A1). The final method
capitalized on the textual knowledge of a pre-trained textual encoder to initialize the
projection matrix, utilizing textual embeddings of the labels. During experimentation,
textual embeddings were extracted using both the pre-trained encoders of CLIP [59]
and DistilBERT [106]. This process is depicted in Figure 11(c:A2). To incorporate
temporal information, a temporal transformer was employed.
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Experimental results demonstrate that the best performance is achieved when the
projection matrix is initialized using the pre-trained textual encoder. For the first
two methods, the classification accuracy achieved on the kinetics-400 [96] dataset
was 59.3% and 59.4%, respectively. Initializing the weights arbitrarily did not yield
satisfactory results. However, by using the visual encoder, the accuracy improved
significantly to 80.8%. As for the textual encoder, both DistilBERT [106] and CLIP
achieved almost similar accuracies of 81.4% and 81.5%, respectively. This similarity
arises from the substantial textual knowledge embedded in both models, as they have
been trained on extensive datasets. Overall, Text4Vis introduces a novel approach to
train VL models for video recognition tasks. Instead of focusing on fine-tuning the
classifier head, Text4Vis [3] fine-tunes the visual models themselves.
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4. EXPERIMENTATION

This chapter provides a comprehensive overview of the experiments conducted using
three selected VL models: VideoMAE [1], X-CLIP [2], and Text4Vis [3]. The
experiments were carried out on four distinct subsets of the original data, representing
different proportions of the entire dataset while testing data reamians the same.
Specifically, the subsets consisted of 10%, 30%, 70%, and 100% of randomly sampled
instances from the selected training data (for more information, refer to Section 3.1).
The rationale behind using multiple subsets was to investigate the performance and
behavior of the VL models across varying degrees of data availability. During the
experiments, various metrics have been collected to evaluate the performance of the
VL models. These included accuracy, precision, recall, and F1-score, among others,
which has allowed to assess the models’ classification prediction capabilities. The F1-
score will act as a primary metric because it combines precision and recall, providing
a balanced evaluation of a model’s performance. The implementation details and the
obtained results for each model are discussed in their respective subsections.

4.1. Environmental Setup

This project was developed using Python as the programming language, with Ubuntu
chosen as the operating system, and an Nvidia Titan XP GPU utilized to expedite the
training process. Python was chosen for its widespread popularity in the AI community
and its robust online support, which makes it easier to find solutions to problems.
Additionally, Python has a broad range of built-in functionality, making it an excellent
choice for deep and machine learning tasks.

To take advantage of Python’s extensive functionality, a range of Python packages
were employed in this project. Tensorflow, Pytorch, and Transformers are used as
deep learning frameworks since they provide a rich set of tools and APIs for building
and training neural networks. Matplotlib and Seaborn were employed for creating
visualizations and plots, while Pandas and Numpy were used for data manipulation
purposes. Finally, Decord is a package that was used for reading videos, a crucial
requirement for this project.

4.2. Results

In this section, a comprehensive exploration of the experiments conducted using the
VideoMAE [1], X-CLIP [2], and Text4Vis [3] models is provided. Each model is
examined individually, with dedicated subsections that encompass the implementation
details and the corresponding results obtained from the experiments.

4.2.1. VideoMAE

In implementing this methodology, a pre-trained model trained on kinetics-400 [96]
was utilized and subsequently fine-tuned using the YT8M dataset. As a crucial pre-
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processing step, the frames extracted from each video were stored locally, with one
frame captured every 2 seconds. Considering the average video duration of 171
seconds, capturing frames at the original frame rate would have resulted in a large
number of frames, potentially leading to redundant information and increased storage
requirements. The frame extraction process was performed beforehand, as conducting
it during runtime would have imposed a higher computational overhead, especially
considering the need to conduct multiple experiments.

For the fine-tuning stage, a uniform sampling strategy was employed, selecting
16 frames from each video. Following the frame selection, the chosen frames
underwent a series of pre-processing steps. Firstly, normalization was applied to ensure
consistent and reliable data representation by standardizing the pixel values across the
frames. Additionally, random crop and horizontal flip techniques were employed to
prevent overfitting and enhance the model’s robustness. These techniques introduced
diversity in the training data, allowing the model to generalize better to different visual
scenarios.

The detailed results for a model that has been fine-tuned using only 10% of the data
for 50 epochs are presented in Figure 12.

Figure 12. Results of VideoMAE on test data when fine-tuned on 10% of the data

This subset of data comprises an average of 46 instances per class. However,
it should be noted that certain classes, such as "injury", "walking", and "smoking
(cooking)", have significantly fewer instances, with 4, 4, and 7 instances respectively.
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The results reveal some challenges, particularly for the minority classes. The weighted
average F1-score of 0.64 indicates an overall performance that is relatively low,
with "walking" not being predicted at all. Additionally, other minority classes of
"injury" and "smoking (cooking)" have also obtained low F1-scores of 0.4 and 0.007
respectively. These results suggest that the model faces challenges in accurately
classifying instances from these specific classes due to their limited representation
in the dataset. But some other classes like Soldier and Wedding dress also performs
poorly.

The results obtained from fine-tuning the model for 50 epochs using 30% of the
available data are depicted in Figure 13. In this subset, the average number of instances
per class are 138. Increasing the amount of data has led to a slight improvement
in the weighted F1-score, which now stands at 0.69. However, considering that
the data provided has tripled, the improvement remains relatively low. Similar to
the previous experiment, classes such as "injury", "walking", "smoking (cooking)",
"wedding dress", "police officer and "soldier" continue to exhibit poor performance.
These classes struggled to be accurately classified despite the increase in data. On the
other hand, classes like "beach", "human swimming", and "ice skating" demonstrate
promising results, indicating that the model is able to effectively distinguish instances
belonging to these categories.

Figure 13. Results of VideoMAE on test data when fine-tuned on 30% of the data
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The results achieved after fine-tuning the model using 70% of the available data
are visualized in Figure 14. In this subset, each class is represented by an average
of 322 instances. Notably, there is an improvement in the weighted F1-score,
which now stands at 0.75. Although the performance has increased compared to the
previous experiments, it is still considered unsatisfactory. Unfortunately, the classes
that exhibited poor performance in the earlier experiments continue to demonstrate
relatively low results in this scenario as well. Despite the larger amount of data
provided, these classes struggle to be accurately classified by the model.

Figure 14. Results of VideoMAE on test data when fine-tuned on 70% of the data

Figure 15 shows the detailed results obtained when the model was trained with all
of the selected dataset. The weighted average F1-score improves to 0.76 when the
average number of instances is increased to 460. However, this improvement is very
small, only 0.01, which suggests that increasing the data any further will not have a
significant impact on the results. The distribution of results across the categories is
similar to the previous experiments. However, unlike the first two subsets, the model
is now able to predict all of the categories.

The summary of results obtained using VideoMAE is presented in the Table 5. The
data reveals a gradual increase in the F1-score as the training data size increases.
Notably, when the training data was augmented from 8,043 videos to 11,511 videos,
there was a marginal improvement in the results, with the weighted F1-score rising
from 0.75 to 0.76. This indicates that the model may have reached its learning
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capacity, suggesting that further increases in data may not significantly enhance the
results. Upon examining the category-wise results, it becomes apparent that the model
encounters difficulties with classes that have limited data availability, as well as those
representing specific objects such as a "wedding officer" or characters like a "soldier"
or "police officer". However, the model performs relatively better when it comes to
activities and locations. Overall, while considering the substantial training time of 131
hours, the results are not particularly impressive.

Figure 15. Results of VideoMAE on test data when fine-tuned on 100% of the data

Table 5. The summary of VideoMAE [1] results
Subset Total videos (Training) Weighted F1-score Training time (hours)

10% 1142 0.64 13
30% 3446 0.69 34
70% 8043 0.75 92

100% 11511 0.76 131

4.2.2. X-CLIP

To implement this methodology, official GitHub repository of the selected model has
been utilized. In this case, CLIP [59] served as the pre-trained model. As part of
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the pre-processing steps, 32 frames were sampled from each video. These frames
underwent various pre-processing transformations, including normalization, flipping,
and random adjustments to color, saturation, and hue. These steps were taken to ensure
optimal data representation and enhance the model’s ability to learn from the video
frames.

The performance of the model fine-tuned using only 10% of the dataset, is illustrated
in Figure 16. The model achieved promising results, correctly classifying 1142 videos
with a weighted F1-score of 0.92. Notably, the classes that posed a challenge for the
VideoMAE model showed significant improvement in the fine-tuned model. It is worth
noting that the "smoking (cooking)" class had a precision score of 1.00, indicating
that all videos predicted as "smoking (cooking)" were indeed relevant to that class.
However, the recall score of 0.13 suggests that the model still struggles to identify all
the relevant videos for that class, with many being mislabeled as other classes. Overall,
performance remains good but model still struggles with minority classes.

Figure 16. Results of X-CLIP [2] on test data when fine-tuned on 10% of the data

The performance of the model, after fine-tuning it on 30% of the available data,
is presented in Figure 17. The weighted average F1-score shows a noticeable
improvement, reaching 0.94. However, it’s important to note that the macro average
F1-score is slightly lower at 0.87. The lower macro average score can be attributed
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to the limited number of instances available for certain classes. When there are fewer
instances of a particular class in the dataset, the model’s performance on that class
tends to be lower. As a result, the average score is brought down. It is encouraging to
observe that the performance of these classes has also improved as their instance count
increased. Aside from the classes with limited instances, the results achieved across
the remaining classes exhibit a consistent distribution and show good performance.
This observation suggests that the models are able to effectively generalize and make
accurate predictions for the majority of classes in the dataset.

Figure 17. Results of X-CLIP [2] on test data when fine-tuned on 30% of the data

The results of fine-tuning the model on 70% of the available data are shown in
Figure 18. In this experiment, the weighted average score remains at 0.94, while the
macro average score increases to 0.89. This indicates a more balanced distribution
of scores among the different classes. Compared to the previous experiments, there
is a noticeable improvement in the performance of minority classes. This suggests
that the model may have already reached its learning capacity with classes that have
sufficient instances in the 30% subset, and including more classes does not have any
positive effect on their performance. However, there is still room for improvement in
the performance of minority classes, which is reflected after adding more instances.
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Figure 18. Results of X-CLIP [2] on test data when fine-tuned on 70% of the data

The results of the model fine-tuned on the entire dataset are depicted in Figure 19. It
is apparent from the results that there is a slight improvement in performance, with the
weighted F1-score increasing to 0.95 and the macro average reaching 0.90. While the
performance of the minority classes has improved with the addition of more instances,
their scores still hover around 0.6. Overall, the improvement in the results is very
marginal considering almost 3500 new videos were added. The marginal improvement
implies that the model has already captured a significant portion of the underlying
patterns and features present in the dataset. Further additions to the dataset may not
significantly enhance the model’s performance

The X-CLIP model has demonstrated significant performance, achieving a weighted
F1-score of approximately 0.92 using just 10% of the available data. The summary of
the results can be seen in Table 6, which also reveals that fine-tuning the model with
a 10% proportion of the data required only 4 hours. However, the X-CLIP model
encounters challenges when learning patterns from classes with a relatively lower
number of instances. In experiments where the input data has been increased, the
improvement in results is not very significant, with only a marginal increase of 0.03
in weighted F1-score is observed after a ten-fold increase in training data size. By
examining Table 6, it can be deduced that the best results are obtained with 30% of
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Figure 19. Results of X-CLIP [3] on test data when fine-tuned on 100% of the data

the data, considering the trade-offs between performance, data usage, and training
time. Given these findings, the X-CLIP model presents a potentially favorable option
in scenarios where the model needs to be retrained frequently.

Table 6. The summary of X-CLIP [2] results
Subset Total videos (Training) Weighted F1-score Training time (hours)

10% 1142 0.92 4
30% 3446 0.94 8
70% 8043 0.94 17

100% 11511 0.95 22

4.2.3. Text4Vis

The implementation of Text4Vis [3] has been carried out using their official Github
repository, which is actively maintained by the authors. In this study, 8 frames were
randomly sampled from each video, and each frame underwent pre-processing steps
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such as normalization, cropping, scaling, and flipping. The pre-trained VL model used
for this implementation is CLIP [59].

The performance of the Text4Vis model was evaluated after fine-tuning on 10% of
the available data. The results, depicted in Figure 20, reveal that the average weighted

Figure 20. Results of Text4Vis [3] on test data when fine-tuned on 10% of the data

F1-score achieved by the model is 0.93, while the macro average score is 0.87. These
scores indicate a high level of performance, surpassing that of the VideoMAE [1], and
X-CLIP. These results are very similar to that of X-CLIP [2]. However, it is important
to note that Text4Vis still faces challenges in accurately classifying the minority classes
but results are a lot better than the previous two models. On the other hand, the
classes "desert" and "restaurant" demonstrate relatively lower performance compared
to other classes. It is important to highlight the impressive performance of the model
in accurately classifying categories representing various activities. Notably, for the
category "ice skating", the model achieved an exceptionally high F1-score of 0.98,
showcasing its effectiveness in accurately recognizing and classifying this specific
activity.

The results of fine-tuning the model on 30% of the available data are displayed in
the Figure 21. Unsurprisingly, as the amount of data increased from 10% to 30%, the
performance of the model also improves. Overall there was a little improvement in
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the score as weighted and macro F1-scores increased to 0.89 and 0.94 respectively.
However, certain categories like "desert", "police officer", and "restaurant" still
exhibited relatively poor performance.

Figure 21. Results of Text4Vis [3] on test data when fine-tuned on 30% of the data

Figure 22 illustrates the results obtained after fine-tuning the model using 70% of
the available data. Remarkably, there was a slight improvement in performance as the
amount of data increased from 30% to 70%. Both the weighted average and macro
scores increased to 0.89 and 0.95, respectively. While the overall improvement is
encouraging, it is important to note that minority classes are still underperforming in
comparison to the majority classes. The addition of more instances to the training data
didn’t have a significant improvement on their performance.

Figure 23 presents the results obtained after fine-tuning the model using 100% of
the available data. Surprisingly, there was not a significant improvement in the overall
performance compared to the model fine-tuned on 70% of the data. While the macro
score did improve slightly to 0.90, the weighted score remained the same. Considering
the additional time and resources required to train the model on the complete dataset,
the observed improvement may not be substantial enough to justify the effort. Despite
the increase in data, the minority classes continued to underperform, albeit with some
improvement as more instances were added.
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Figure 22. Results of Text4Vis [2] on test data when fine-tuned on 70% of the data

The results summary of fine-tuning the Text4Vis [3] model using various proportions
of the selected dataset can be found in Table 7. The obtained results are found to be
comparable to those achieved by the X-CLIP [2] model. With the addition of data,
the performance improved. Considering the training time and increased computational
requirements, it can be suggested that the best results were achieved with only 10%
of the data. Adding more data beyond this point did not enhance the performance
significantly, making it not worth the additional effort. The improvement in weighted
F1-score was only 0.02 after increasing the data by 10 times.

Table 7. The summary of Text4Vis [3] results
Subset Total videos (Training) Weighted F1-score Training time (hours)

10% 1142 0.93 7
30% 3446 0.94 23
70% 8043 0.95 49

100% 11511 0.95 73
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Figure 23. Results of Text4Vis [3] on test data when fine-tuned on 100% of the data

4.3. Comparison of Models Performance

This subsection provides a comparison of the results obtained from the evaluated
methods in this study, along with the Teacher-Student [32] network trained on the
YT8M [4] dataset. It is important to note that the results reported by Teacher-Student
[32] are based on the entire testing dataset, which introduces a bias in the comparison.
As the videos are chosen randomly for this study, that helps to reduce the bias to some
extent. However, due to the unavailability of their trained model and the computational
expense of reproducing their approach from scratch for all selected categories, it was
not feasible to include their implementation in this project. Furthermore, it is important
to consider that the original YT8M dataset is designed for multi-label classification,
which adds another layer of complexity to the comparison. Directly comparing the
results with the evaluated models might not provide a fair assessment. However, it
can still provide a rough indication of the capabilities of the different approaches. The
authors of the Teacher-Student network have reported results in terms of mean average
precision (MAP) that is 0.41. In addition to the Teacher-Student network, [107] have
also conducted evaluations using the YT8M dataset. However, their trained models
were not publicly available, and they reported their results using a different evaluation
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metric, Global Average Precision. Due to these differences, their approach and results
are excluded from the comparison in this study.

Table 8 provides a comparison of results among evaluated models, highlighting the
performance of the Text4Vis [3] method. It is noteworthy that Text4Vis outperforms
the other models, achieving a MAP score of 0.87. Remarkably, this impressive
result is obtained using only 10% of the data, which in total corresponds to a mere
1,142 videos. Furthermore, the training time required for Text4Vis is only 7 hours.
Although the addition of more data does yield slight improvements in the performance
of Text4Vis, these improvements are negligible. Additionally, Text4Vis demonstrates
better handling of imbalanced data compared to the other models, further highlighting
its effectiveness in dealing with such challenges.

Table 8. Comparison of best models for each approach
Model type Subset MAP weighted F1-score Training time (hours)

VideoMAE [1] 70% 0.66 0.75 92
X-CLIP [2] 30% 0.86 0.94 8
Text4Vis [3] 10% 0.87 0.93 7

Figure 24 illustrates the performance of the models in relation to the number of
training videos. It is evident that both X-CLIP and Text4Vis exhibit a similar trend,
with marginal improvement in results as the training data increases. Despite the
increase, the performance gains are minimal for these models. In contrast, VideoMAE
lags behind the other models in terms of performance, but it does show improvement
with the addition of more training data. This observation suggests that the VideoMAE
may have reached a saturation point in terms of their ability to extract meaningful
information from the training data with 8000 videos.

Figure 24. Performance of models with respect to number of training videos
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After examining the results for each category, it becomes evident that all three
models face challenges in achieving high scores for minority classes. This can be
attributed to the overfitting of the models during fine-tuning, leading to a decrease
in their ability to generalize well. However, it is worth noting that the models
demonstrate a relatively better understanding of actions compared to other aspects
such as objects, characters, or locations within the videos. Moreover, X-CLIP [2]
and Text4Vis [3] excels in providing better results for classes that represent objects
or characters where the VideoMAE model struggles. In conclusion, the findings
suggest that pre-trained VL models can be effectively adopted for downstream video
recognition tasks, eliminating the need for training the models from scratch. This not
only saves computational resources but also leverages the learned representations from
the pre-trained models, providing a strong foundation for video understanding tasks.
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5. CONCLUSION AND FUTURE WORK

In this study, the focus was on evaluating three methods that utilize pre-trained VL
models for video recognition tasks. The evaluation was conducted on the YT8M
dataset, and the models were fine-tuned using varying proportions of the dataset. The
obtained results are of significant interest and provided valuable insights. The earlier
chapters of this thesis have extensively discussed the existing research work in the
field, including the employed methods and their implementations. Moving forward,
this chapter focuses on outlining the future directions for research in this field and the
conclusion.

5.1. Future Work

This study serves as a foundational step towards conducting more extensive evaluations
of pre-trained VL models to assess their usability for real-world applications. Due to
time and computational limitations, the evaluation focused on 25 selected categories,
providing a preliminary understanding of the models’ generalizability. However,
it is important to expand the evaluation by including more classes, as the original
dataset consists of 3862 classes. This expanded evaluation would help to identify
potential biases or limitations of the models, as certain classes may be more
challenging to recognize or require specialized adaptations. This would provide a more
comprehensive assessment of the models’ capabilities.

Additionally, it is crucial to evaluate these models for multi-label classification. In
many real-world scenarios, systems are required to predict multiple classes present in
a video, which presents additional challenges and complexities. By evaluating the VL
models in this context, would help to assess their ability to capture the relationships
between different labels within a video. Moreover, these models can be evaluated
even with a dataset size of less than 10% as both X-CLIP and Text4Vis are producing
good scores on the 10% subset. Therefore, it would be intriguing to observe their
performance on an even smaller amount of data.

Furthermore, to fully gauge the potential of VL models as foundational models,
it is essential to test them in other tasks such as video-text retrieval or video
captioning. These tasks provide a broader perspective on the models’ capabilities
and their suitability for various downstream applications. Solely focusing on video
recognition might not provide a complete understanding of the models’ potential. By
examining their performance in these tasks, a deeper understanding of their language
understanding capabilities and their potential for multimodal applications can be
gained.

5.2. Conclusion

Nowadays, Computer Vision has become a hot research topic, with scientists striving to
develop systems capable of better understanding visual data. The remarkable success
of foundational models in NLP has attracted the interest of vision researchers, leading
them to explore and construct vision-based foundational models. Consequently, a lot
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of pre-trained models have recently been introduced, trained on extensive datasets,
particularly those sourced from the web. These datasets come with short descriptions,
which ensure a stronger integration between vision and language, surpassing the
limitations of class names alone. In this study, three video recognition methods that
rely on pre-trained VL models have been evaluated. The evaluation has been conducted
using the YT8M [4] dataset, which closely resembles real-world settings and has
remained relatively unexplored by the research community.

After evaluating the performance of the models on 25 categories of the YT8M
dataset [4], several key findings have emerged. Firstly, Text4Vis [3] outperformed
the other models, even when trained on only 10% of the available data. Notably,
X-CLIP [2] also demonstrated competitive results, while VideoMAE [1] exhibited
poor performance. All the evaluated models faced challenges in effectively handling
minority classes, indicating room for further improvement in this aspect. The effect
could be reduced by applying data balancing techniques such as undersampling and
oversampling. One interesting aspect of Text4Vis is its unique approach, whereby the
weights of the classifier head are initialized using label embeddings obtained from
a pre-trained encoder. These weights are kept frozen during the fine-tuning process
of the vision encoder. These models showcase a promising approach to address the
complexities of video understanding as the weighted F1-score of 0.87 achieved by fine-
tuning on only 1142 videos for 7 hours. It signifies the advancement in the capabilities
of pre-trained VL models for tackling video recognition challenges.
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