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Abstract

Dark matter (DM) is a well-known but as-of-yet unidentified phenomenon that con-

stitutes more than a quarter of the universe. It is dark in that it neither absorbs nor

emits light; it is electromagnetically inert. Its effects, however, are observable: spiral

galaxies behave in such a way that their rotation is more like what is expected in the

presence of substantially more mass than that which is visible. In the Bullet Cluster,

where two galaxies are colliding, gravitational lensing techniques show how the centre

of mass of these galaxies is consistent with that of two large bodies of DM-dominated

mass.

A high energy environment such as that of the Large Hadron Collider (LHC) at

CERN would be ideal to produce DM particles with a mass O(TeV), where proton-

proton collisions take place and purpose-built detectors such as the Compact Muon

Solenoid (CMS) detector can record the collisions and reconstruct the particles pro-

duced. One of the primary aims in the current frontier of high energy physics is to

detect DM directly, although so far this has not been achieved. In the LHC, efforts

to discover DM rely on production from standard model (SM) particles, including via

models where the Higgs boson acts as a mediator. With the CMS detector, 165 fb−1

data has been recorded across the periods 2011–2013 (Run 1) and 2015–2018 (Run

2), with which in light of the absence of DM discovery limits are set on the branching

fraction B(H → inv), the probability of decays of Higgs bosons to invisible particles

not detected in the CMS detector.

In the standard model, given the only invisible decays of the Higgs boson are to

neutrinos, B(H → inv) is approximately 0.12%. Using 2016–2018 data, B(H → inv) is

set at 54% observed (39% expected) at the 95% confidence level (CL) in the combined

ttH and VH channel. Using both Run 1 and Run 2 data from the CMS detector, this

is set at 15% observed (8% expected) at the 95% CL, from a combination of channels

in which a Higgs boson is produced in association with another or other particles.
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Chapter 1

Introduction

The universe is comprised principally of three components: baryonic, or normal mat-

ter from which the world around us is formed; dark energy, the descriptor for the

phenomenon by which the accelerating rate of expansion of the universe is explained;

and dark matter (DM), the invisible mass that maintains the shape of spiral galaxies

and constitutes 85% of all matter in the universe, according to the best parametrisa-

tion of the cosmological Big Bang model. DM is invisible in the sense that it neither

emits nor absorbs electromagnetic radiation, hence why it does not appear visibly on

galactic space surveys like ordinary matter. In a similar vein, were DM to exist on

Earth, it would be difficult to detect directly: it weakly interacts with normal matter,

therefore would not be picked up in particle detectors, while instrumentation to detect

gravitational effects is not sufficiently sensitive on the subatomic level.

Several candidates for DM sources have been proposed over time, ranging from

massive compact halo objects (MACHOs) on a macroscopic level to fast-moving neu-

trinos on a microscopic scale. Both would explain the very low interaction cross-section

and the gravitation-only interaction with SM matter, based on observation. Although

not excluded entirely, MACHOs are unlikely to constitute all contributions to DM in

the universe, while fast-moving neutrinos are too light and would wash out the large

scale structure of the universe, meaning galaxies would not form. The lead candidate

for DM effectively describes the known properties of DM: weakly-interacting massive

particles (WIMPs), which are elementary non-baryonic particles outside of the SM

that perform well in modelling the large scale structure of the universe.

Means of detecting WIMPs include direct and indirect methods. Direct detection

typically uses underground vessels (which are naturally shielded from background ra-

diation such as cosmic rays) containing cryogenically-cooled inert liquids, where the

recoil of the nuclei in the liquid due to their interaction with latent DM is measured
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through the emission of scintillating light induced by the nuclear recoil. The energy

scale for direct detection is O(keV), and so far has set strong upper limits on the

DM-nucleon interaction cross-section for small WIMP masses. Indirect methods in-

volve searches for particles produced in the annihilation or decay of DM candidates in

space, assuming a DM model that couples readily to the Standard Model (SM). The

signature for this annihilation or decay would be the emission of high energy γ rays

that can be detected in γ ray telescopes both on Earth and in orbit.

The final method of detecting WIMPs is to produce them in a laboratory setting,

for which discoveries or exclusion limits can be set on WIMP masses O(100 GeV–

10 TeV). Higgs bosons decaying to invisible particles (H → inv) is an ideal signature

for DM production: the Higgs boson [2–7] is sufficiently massive to decay to heavy

particles like WIMP candidates, and from the detection of other particles produced in

association with the Higgs decay in an event, information about the missing energy

from the invisible Higgs decay can be inferred.

Searches like these are one of the frontiers of contemporary high-energy physics

(HEP), however no observation has yet been made in particle colliders. The CERN

Large Hadron Collider (LHC) provides ideal conditions for these searches, where as

of 2022 proton-proton (pp) collision data at centre-of-mass energy
√
s = 13.6 TeV is

being collected in detectors such as the Compact Muon Solenoid (CMS). The LHC

is effectively a factory for producing 125 GeV Higgs bosons. In the SM, the Higgs

can only decay invisibly via H → ZZ∗ → 4ν, with an expected branching ratio of

0.12%. Typical high energy particle detectors such as CMS will ideally detect all

SM particles that are not neutrinos. Some DM models place the H → inv branching

ratio, B(H → inv), at O(10%), therefore measuring an upper limit on it will give an

indication of the contribution due to Higgs decays into DM candidates.

The tightest exclusions on B(H → inv) are obtained in vector boson fusion (VBF)

searches using data collected at
√
s= 13 TeV, yielding exclusion limits of B(H → inv) =

0.18 (0.10 expected) at the 95% confidence level (CL) with 165 fb−1 of CMS data [8]

from all runs of the LHC, and B(H → inv) = 0.15 (0.10 expected) with 139 fb−1 of A

Toroidal LHC ApparatuS (ATLAS) data [9] from Run 2 (2015–2018).

The main focus of this thesis is to analyse the Higgs boson production channels

for which a tt pair (ttH), or a vector boson (VH) with a resolved topology, where

the presence of the V boson is inferred from well separated decay products, is also

produced, and the final state of these associated objects is entirely hadronic [10]. The

exclusion limits calculated in these channels are then combined with the CMS VBF

production channel, as well as Higgs production in gluon-gluon fusion (ggH) [11], ttH
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where the tt decays into at least one charged lepton [12–14], and VH channels with

varying final states [11, 15] including the topology with merged decay products arising

from boosted V bosons (to complement the resolved VH topology studied here). The

combination is performed using all 165 fb−1 CMS Run 1 (2011–2014) [16] and Run 2

data for which H → inv analyses have been published. The VBF, VH, ttH, and ggH

topologies are illustrated as representative tree level diagrams in Fig. 1.1.
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Figure 1.1: Representative tree level diagrams of the four Higgs production channels,
(clockwise) VBF, VH, ggH, and ttH, in which H → inv searches are performed by the
CMS Collaboration.

In order to introduce the analysis, an overview of particle physics in the SM is

provided in Ch. 2. The technical aspects of the CMS detector and data collection are

discussed in Ch. 3. The data sets and software used in the analysis, and modes of

event reconstruction, are given in Ch. 4. The analysis strategy, covering the regions

probed by the analysis, and the trigger and offline selections that define these regions

and signal event categorisation, are covered in Ch. 5. The likelihood model for this

analysis, and a discussion on the statistical and systematic uncertainties that enter

into the fitting procedure, are found in Ch. 6. An in-depth discussion of the fit results

for the ttH/resolved VH analysis are in Ch. 7, and for the combination with other Run

1 and Run 2 analyses in Ch. 8. The results are finally summarised in Ch. 9.

The ttH/resolved VH analysis has been a group effort over a number of years, with
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studies important to the narrative of H → inv searches performed by various people

over this time. The areas in which I have specialised or been a key contributor include:

use and development of all software featured in Sec. 4.1, the addition of some signal and

background samples mentioned in Sec. 4.2, and optimising the offline event selection

using various metrics in Sec. 5.2 and Sec. 5.3, namely in the tt + jets background

suppression study, developing the categorisation scheme to the current version featured

in Table 5.2, and some minor studies with the QCD multijet suppression selection. I

have also contributed heavily to the implementation of the fit model established in

Ch. 6, and to various systematic uncertainty measurements, mainly for the photon

normalisation, signal normalisation, boosted object tagging, jet energies, and general

bookkeeping of all systematic uncertainties to produce the results in Table 6.1. The

bulk of my work for the analysis was in understanding the statistical interpretation

of our results and use of the HiggsCombine software. This incurred conducting the

maximum-likelihood fit to obtain exclusion limits as presented in Ch. 7, alongside

profile likelihood scans, goodness-of-fit (GF) tests, and measuring the impacts and

pulls of systematic uncertainties on the signal strength. Similarly, much of my time

has been dedicated to the combination of the ttH/resolved VH analysis with other

Higgs boson production channels, presented in Ch. 8, where I have contributed to all

aspects and specialised in establishing the set of Higgs portal models and motivating

literature, and their comparisons to select results from direct-detection experiments.

Work such as object tagging, corrections and corresponding uncertainties, and trig-

ger selections for analysers are provided centrally by the CMS Collaboration, and are

often the recommended or established method. Some of these lack publicly-available

literature, which is highlighted in the text where applicable.

The AutoDQM project presented in Sec. 3.4 follows the work of the AutoDQM

group, of which I have been a member since the beginning. Amongst other smaller

contributions, I have been the primary contributor to the implementation of the layer 2

calorimeter trigger and subsequent performance evaluation.



Chapter 2

The Standard Model and the Dark

Sector

The focus of this thesis is on Higgs boson decays to the invisible by analysing signal

channels using a decade of data from the CMS detector. However, to understand the

importance of the Higgs boson and its hypothesised connection to the DM sector, a

grounding in the theory of the SM and the Brout-Englert-Higgs (BEH) mechanism [2]

is essential. Phenomenological arguments for using the LHC and DM-dedicated de-

tectors to probe the substance that 27% of the universe is believed to be made up of

is also necessary. Throughout this chapter, several matrix expressions are used that

are listed in Appendix A.

2.1 The Standard Model

The Standard Model of particle physics is the most accurate description of the universe

to date, and intends to model the large scales of the universe from the fewest principles

using a set of particles at the quantum level. Although not reconciled with the gravi-

tational force, the other major forces governing the universe are well-described, those

being the strong nuclear force, the weak nuclear force and electromagnetism (EM).

Each of these forces has a corresponding carrier particle whose interaction with other

SM particles is responsible for its propagation. In the context of the LHC which oper-

ates at temperatures similar to that of the early universe, i.e. energies of O(TeV), the

weak force and EM are comfortably unified into a single electroweak (EW) force [17–

19], with their carriers effectively coupled in EW theory. The threshold for EW unifi-

cation to break down is for energies below 100 GeV, although the study here is entirely

focused on the high energy SM.
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In the simplest form, the SM is comprised of two sets of particles, distinguish-

able based on their intrinsic spin, a property that arises within quantum mechanics.

The two categories of SM particle are fermions, defined by their half-integer spin,

and include quarks and leptons which constitute normal matter, and bosons, which

bear whole integer spin and couple to fermions to mediate the interactions (or forces)

between them.

Fermions are again divided into two subsets. The first of these are quarks, of

which there are six flavours. The six flavours pair together in three generations, with

one of the quarks bearing an electric charge of +2
3
, and the other bearing an electric

charge of -1
3
. These flavour pairs are: in the first generation, up u and down d; in

the second, charm c and strange s; and in the third, top t and bottom (or beauty)

b. Quarks have a vast range of masses, from the lightest quark mu = 2.2 MeV to

the heaviest quark (and in fact the heaviest particle in the SM) mt = 173 GeV [20].

As well as having electric charge, mass and spin, quarks carry colour charges, for

which there are three colours: red, green and blue (with antiquarks carrying the

complementary anti-colour of each). Owing to colour confinement, a property of the

strong force, quarks cannot be directly observed. Instead, their properties are inferred

from hadrons such as protons, composed of three quarks with distinct colours, or

mesons such as pions, e.g. π±, composed of a quark-antiquark pair with same colour-

anticolour charge. Further groupings of quarks into tetraquark and pentaquark states

have been discovered [21, 22], although these are short-lived. All quark groupings

must be colour-neutral, and are referred to as baryons, from which the term baryonic

matter, to mean normal matter, stems. Quarks interact via all of the fundamental

forces.

The other category of fermions contains leptons. These are again grouped into

generations, this time with a particle with an electric charge of -1, and an electrically

neutral, near-massless neutrino counterpart [23]. The lepton pairs are: in the first

generation, electron e and electron neutrino, νe; in the second, muon µ and muon

neutrino, νµ; and in the third, tau lepton τ and tau neutrino, ντ . The charged leptons

can interact via the EM and weak forces, while the neutrino only interacts via the

weak force, although neutrino interactions are rare owing to their extremely low mass.

Leptons do not carry colour charge, and therefore are inert to the strong force.

An additional property of SM particles is weak isospin, T , and describes the chi-

rality, doublet nature and matter or antimatter nature of particles. A particle is said

to have a left-handed (LH) chirality if the direction of its spin and momentum are

anti-parallel; a particle with aligned spin and momentum direction is right-handed
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(RH), which is the result of a parity transformation applied to the LH particle. This is

a conserved quantity under the weak force, where in the LH fermion doublets, u-type

quarks and neutrinos have weak isospin +1
2
, and their RH antifermion counterparts

have weak isospin −1
2
. On the other hand, d-type quarks and charged leptons have

weak isospin −1
2
, while their RH antifermion analogues have weak isospin +1

2
. Due to

preferential chirality whereby RH fermions and LH antifermions do not couple to the

weak force in the SM, their weak isospin is 0. Based on observation [24], this coupling

is heavily suppressed.

A summary of the SM fermions is provided in Table 2.1. A vast zoo of particles

exist thanks to work over the last 120 years, from the discovery of the electron in

J.J. Thompson’s cathode ray experiment [25], Ernest Rutherford’s work on probing

the atomic nucleus and discovering the proton [26], the discovery of the muon in

1937 [27] amidst the advent of antimatter and meson discoveries in the 1930s-50s,

the neutrino discovery in 1956 by Reines and Cowan [28], to the birth of linear and

circular collider technology for discovering heavier particles, such as at the Stanford

Linear Accelerator Center (SLAC) used in the discoveries of the u, d, and s quarks

in deep inelastic electron-proton scattering experiments in 1969 [29, 30], the c quark

(jointly at Brookhaven National Laboratory) in 1974 [31, 32], tau lepton in 1975 [33],

followed by the discovery of the b quark at Fermilab in 1977 [34], and the t quark with

the Tevatron at Fermilab in 1995 [35, 36]. Today, more distinct or exotic particles or

particle excitations are being produced using the LHC, the successor to the Tevatron,

as higher and higher energies are achieved. However all of these new particles can be

broken down into the elementary particles above.

The four carrier particles in the SM are referred to as gauge bosons, or vector bosons.

Gauge bosons are spin-1 (vector) particles which obey a given gauge symmetry within

their quantum field. The strong force is mediated by the gluon, g, which is a massless,

electrically neutral particle that exists in eight flavours, each of which correspond to

compositions of two distinct colour charges. The EM force is carried by the photon, γ,

which is also massless and electrically neutral but interacts with electrically charged

particles. The weak force is mediated by the weak bosons, W± and Z0, which are

massive vector bosons that interact with all fermions in the SM. Given these are weak

force mediators, the weak vector bosons carry weak isospin of ±1 forW± and 0 for Z0.

The Higgs boson H is not a gauge boson: it is not a force carrier and is a scalar spin-0

particle. The Higgs boson arises from the excitation of the Higgs field [2], which is the

mechanism by which elementary particles possess mass. The Higgs boson is electrically

neutral, with 0 spin, but has weak isospin −1
2
due to the doublet nature of the Higgs
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Table 2.1: The complete list of fermions that are accounted for in the SM, with quark
and charged lepton masses taken from Ref. [20], and neutrino mass limit taken from
Ref. [23]. Gen. denotes the fermion generation, and the weak isospin T is for LH
particles only (where for RH particles, T = 0).

Type Gen. Particle Spin T Electric charge Mass

Quark

1
Up (u)

1/2

+1/2 +2/3 e 2.16+0.49
−0.26 MeV

Down (d) -1/2 -1/3 e 4.67+0.48
−0.17 MeV

2
Charm (c) +1/2 +2/3 e 1.27±0.02 GeV
Strange (s) -1/2 -1/3 e 93.4+8.6

−3.4 MeV

3
Top (t) +1/2 +2/3 e 172.69±0.30 GeV

Bottom (b) -1/2 -1/3 e 4.18+0.03
−0.02 GeV

Lepton

1
Electron (e)

1/2

-1/2 -1 e 0.511 MeV
Electron neutrino (νe) +1/2 0 < 0.09 eV

2
Muon (µ) -1/2 -1 e 105.66 MeV

Muon neutrino (νµ) +1/2 0 < 0.09 eV

3
Tau (τ) -1/2 -1 e 1776.86±0.12 MeV

Tau neutrino (ντ ) +1/2 0 < 0.09 eV

field, described in Sec. 2.3. A summary of the SM bosons is provided in Table 2.2.

The timeline for the discovery of SM bosons begins in the 19th Century through var-

ious light detection experiments at various wavelengths corresponding to the photon,

followed much later by the gluon in the Positron–Electron Tandem Ring Accelerator

(PETRA) at DESY in 1979 [37], theW± and Z0 bosons with the CERN Super Proton

Synchrotron (SPS) in 1983 [38, 39], and most recently the Higgs boson discovery with

the CERN LHC in 2012 [40, 41].

All known (i.e. baryonic) matter in the universe can be constructed from these

particles, although stable matter is only formed from electrons, protons and neutrons,

with a proton composed of the tri-quark udu and a neutron dud. A lone neutron decays

to a proton with a mean lifetime of about 15 minutes, while a proton is assumed to

be stable in the SM, with studies of proton decay a topic of interest in New Physics

(NP) searches [42].

2.2 Gauge Theories in the SM

In physics conservation laws are derived from symmetries in an underlying field theory.

Field theories representative of a physical system are often described by a Lagrangian
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Table 2.2: The complete list of known bosons in the SM, accounting for three of the
four fundamental forces of the universe. Boson masses are taken from Ref. [20].

Force Carrier Spin T Electric charge Mass

Strong Gluon (g) 1 0 0 0
EM Photon (γ) 1 0 0 0
Weak W bosons (W±) 1 ±1 ±1 e 80.377±0.012 GeV
Weak Z boson (Z0) 1 0 0 91.1876±0.0021 GeV
– Higgs boson (H) 0 -1/2 0 125.25±0.17 GeV

density L, for which there exists a conserved charge or current associated with a

particular symmetry transformation if L is invariant under the transformation. This

is the principle of Noether’s theorem [43].

The SM is a gauge quantum field theory (QFT), for which there exist multiple

symmetries. A gauge theory is one for which the physical system is invariant under

transformations between a group of gauges, called the symmetry group. Under QFT,

particles are considered excitations of their underlying quantum fields, these fields

being the fundamental element of the theory, and not the particles, given particle

number is not conserved in the quantum universe. Interactions, or transformations,

between these fields are described by continuous symmetry groups. Consequently, an

interaction due to a given group must conserve the charges that are borne from the

symmetries of that group. Charge conservation is mediated by gauge boson fields in

the SM, which are generators of the symmetry group. Equivalently, for each generator

of a symmetry group there is necessarily an associated gauge field. Gauge fields are

given as terms in L to ensure invariance under gauge transformations, from which SM

particles can be derived. Three of the four fundamental forces have been described

by gauge theories that have been successful in determining the extent to which these

forces interact within the SM.

2.2.1 Electromagnetism

The simplest gauge theory in the SM is EM, whose Lagrangian LEM
1 is invariant

under unitary transformations according to the symmetry group U(1)EM . Starting

1The choice here is to use EM to denote electromagnetism, although formally this is quantum
electrodynamics (QED).
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with the Dirac equation for a field Φ(x) of free particles of mass m,

(iγµ∂µ −m) Φ = 0, (2.1)

where γµ are the set of Dirac matrices, the corresponding formula for LEM is given by

LEM = Φ(iγµ∂µ −m) Φ. (2.2)

A local symmetry under U(1)EM transformations is crudely given by

Φ(x) → Φ′(x) = exp [ieθ(x)] Φ(x), (2.3)

for which θ(x) is some gauge transformation that necessarily depends on space-time

coordinates (locality), and e is introduced as the electric charge for the sake of the

EM picture. Applying the transformation to Eq. 2.2 leads to a ∂µθ term that is non-

invariant. To restore invariance, the derivative in Eq. 2.2 is modified to include a

cancelling term, so giving the covariant derivative

∂µ → Dµ = ∂µ − ieAµ, (2.4)

where Aµ is a vector potential that is introduced to absorb the remainder term, i.e. the

gauge is set such that

Aµ → A′
µ =̂ Aµ +

1

e
∂µθ,

2 (2.5)

and LEM invariance is restored. The final LEM form is similar to Eq. 2.2 but is

naturally extended to accommodate the vector potential terms, so giving

LEM = Φ(iγµ∂µ −m) Φ + eAµΦγ
µΦ− 1

4
FµνF

µν , 3 (2.6)

where the term eAµΦγ
µΦ = AµJ

µ is the charge density current (assuming this is no

longer a field of free particles), and the kinetic term −1
4
FµνF

µν contains the EM field

strength tensor,

Fµν =̂ ∂µAν − ∂νAµ. (2.7)

The physical consequence of this is that Aµ is a photon field in the group U(1)EM , and

as such the electron-photon interaction is assured in the EM mechanism via the AµJ
µ,

while −1
4
FµνF

µν is the kinetic term that permits a propagating photon field. Notably

2The use of the symbol =̂ denotes that the equality is by design.
3In taking the total Lagrangian of LEM , the set of Maxwell’s equations of EM can be derived.
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there is no mass term for the photon field here, as this would violate gauge invariance;

the concept of the photon being massless is in agreement with observations that set

the upper mass limit mγ < 1×10−18 eV [20].

This now established EM theory, where the photon is massless and can interact

with electrons, successfully describing interactions such as pair production, electron-

positron annihilation, and Compton scattering. The addition of a mass term or ad-

ditional non-gauge-invariant terms in LEM would mean charge density current con-

servation would break down, violating experimental observation. The introduction of

gauge invariance to EM as shown above is the simplest demonstration of the covariant

formalism, and is expanded on with the more elaborate theories to follow.

2.2.2 Quantum Chromodynamics

The strong interaction is modelled by quantum chromodynamics (QCD), for which

there are eight unique colour states of the gluon, which couple only to quarks in the

SM owing to their colour-charged nature. The SU(3)C symmetry group describes the

colour nature of QCD, for which the corresponding Lagrangian summed over all quark

flavours f is given by

LQCD =
∑
f

Φ
(f)

i

(
iγµD

µ
ij −mfδij

)
Φ

(f)
j − 1

4
Ga

µνG
µν
a , (2.8)

where analogously to the covariant formalism adopted in the EM Lagrangian,

Dµ
ij = ∂µδij + igAµ

aλ
a
ij, (2.9)

where Aa
µ are the gluon fields with colour index a, and λa are the set of Gell-Mann

matrices which are generators of the SU(3)C group, and

Ga
µν =̂ ∂µA

a
ν − ∂νA

a
µ + gsf

abcAb
µA

c
ν (2.10)

is the gluon field strength tensor of coupling strength gs and structure constant fabc

of the SU(3)C group. Note that this produces a single QCD parameter gs, where if

gs = 0 quarks and gluons would propagate freely. The quark masses are EW in origin.

Quarks are held by the strong force in a bound state at low energies by gluons:

in a proton, this is three quarks held together by three gluons. At high energies, this

regular structure breaks down while still obeying the principle of colour confinement.

This is the exhibition of asymptotic freedom, whereby the interaction strength between
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particles diminishes as the energy scale is increased. In practice, a strongly-bound

quark-antiquark pair would require a higher energy to be separated proportional to

their increasing separation, to the point that the force of separation plateaus with

increasing energy scale until it is sufficient to form two newly-bound quark-antiquark

states that are colour-confined. This guarantees that the observation of an isolated

quark is impossible in nature.

Given SM quarks cannot be observed as free particles, a potential whereby the

strong force increases linearly with distance to be consistent with asymptotic freedom

and colour confinement can be written as

V (r) = −4αs

3r
+ kr, (2.11)

where αs is the strong interaction running coupling constant, given by

αs =
g2s
4π
, (2.12)

and k is a constant parametrising the linear potential term. The coupling strength αs

is dependent on the energy scale4, due to the effect of screening, whereby the colour

charge of a lone quark can be shielded by the creation of virtual quark-antiquark

loops in gluon splitting, and the effect of antiscreening, whereby virtual gluon loops

strengthen the colour charge of a lone quark. This occurs in QCD and not EM because,

unlike the electrically-neutral photon, the massless gluon carries colour charge. This

leads to gluon self-interaction, which means the strong force is range-limited due to

screening but increases linearly with distance at a certain energy scale. Both screening

effects are embedded in the one-loop coupling formula parametrised as a function of

the energy scale µ2, given by

αs(µ
2) =

αs(µ
2
R)

1− αs(µ2
R) · β · ln µ2

µ2
R

, (2.13)

where µ2
R is the renormalisation energy scale, and

β =
1

12π
(11Nc − 2Nf ) , (2.14)

for which Nc is the number of colour charges, and Nf is the number of quark flavours.

4This energy scale dependence is also true for the QED coupling strength where perturbation
theory is valid for µ << 1090 GeV. The energy scales of the LHC and for pp collisions are more
sensitive in QCD given perturbation theory breaks down for much lower energies.
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In the SM, these values are Nc = 3 and Nf = 6. From this formula, for all models for

which there are at most 16 quark flavours, the antiscreening effect is greater than the

screening, and the the asymptotic freedom of quarks is maintained.

The screening effect follows from EM, where the coupling constant, or fine-structure

constant, at rest is αEM ≈ 1
137

and increases at higher energies, for example at µ = 90 GeV,

αEM ≈ 1
127

. To visualise this, a real electron exists in a polarised space in the vac-

uum by being dressed by a cloud of virtual photons and positively-charged particles

attracted from the vacuum, which effectively screens the electric charge for a second

real electron at rest a large distance from the first, which reduces the size of the cou-

pling αEM . Colliding the two electrons at high energy reduces their separation, with

higher energy collisions increasing the effective coupling between them as each charge

penetrates the virtual cloud of the other electron. As the electrons are separated

at smaller distances at higher energies, the ability for the positively-charged virtual

clouds to screen the electrons weakens, and their coupling strength increases.

In QCD, the antiscreening effect from virtual gluon loops dominates, and from

Eq. 2.13 it can be seen that αs decreases at higher energies and are asymptotically

free and the strong force no longer manifests. At energies below µ = 300 MeV, the

coupling αs is too strong and quark states too confined to probe the QCD structure,

relying instead on experimental measurements and simulations in lattice QCD theories.

Renormalisation in the SM is a technique that allows for diverging terms arising

from computation of certain quantities such as coupling amplitudes in Feynman di-

agrams containing loops. This accounts for the (anti-)screening effects in EM and

QCD, by replacing the bare masses and couplings with their renormalised values,

which are energy-scale dependent. The consequence of this is the bare masses and

coupling strengths predicted by theory do not necessarily agree with the observed

mass and coupling measurements from experiment, and that the removal of diver-

gences means masses and couplings are dependent on the renormalisation scale. In

QCD, this treatment is derived under perturbation theory, which is valid for energy

scales µ > 300 MeV.

In summary, by operating colliders above the renormalisation energy scale, QCD

processes are a key component of proton-proton collision events as quarks and gluons

are in free states directly after the collision, and offers a physical interpretation of the

antiscreening effect which is a direct consequence of gluons carrying the colour charge

conserved by the SU(3)C group.
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2.2.3 Electroweak Unification

Electroweak unification is the combination of EM with the weak force. The gauge

formalisms for the weak and EW forces are more elaborate than EM, as additional

properties of the weak force such as electric charge, fermion flavour, weak isospin,

field chirality and massive W± and Z bosons have to be accounted for. This is best

represented by the SU(2)L group, with L denoting LH fields. Given this also needs to

encompass EM, the resulting symmetry group is given by the product SU(2)L⊗U(1)Y ,
with the weak hypercharge denoted Y for which the symmetry group U(1)Y is agnostic

to U(1)EM .

Consider quarks in the SM5, for which there is an LH doublet, ϕ1(x) that interacts

with the weak force and EM, and RH singlets, ϕ2,3(x) that interact only via EM. The

quark fields are denoted

ϕ1(x) =

(
u

d

)
L

, ϕ2(x) = uR, ϕ3(x) = dR, (2.15)

for which the Lagrangian for a free particle field, given by

Lfree =
3∑

j=1

iϕj(x)γ
µ∂µϕj(x), (2.16)

must be invariant under the following SU(2)L ⊗ U(1)Y gauge transformations:

ϕ1(x) → ϕ′
1(x) ≡ exp [ig′y1θ(x)]ULϕ1(x), (2.17)

ϕ2,3(x) → ϕ′
2,3(x) ≡ exp [ig′y2,3θ(x)]ϕ2,3(x), (2.18)

where g′ is the coupling constant for U(1)Y , and UL(x) is the SU(2)L gauge transfor-

mation

UL(x) =̂ exp
[
ig
σi
2
ωi(x)

]
(2.19)

acting on ϕ1(x), where σi denotes the set of Pauli matrices, g is the coupling constant

for SU(2)L, and ωi(x) is the set of gauge transformations distinct from θ(x).

This leaves four gauge parameters, θ and ωi from which four different gauge fields

5The equivalent for leptons is valid in this derivation.
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are derived according to the covariant formalism introduced in Eq. 2.4, so giving

Dµϕ1(x) =
[
∂µ − ig

σi
2
W i

µ(x)− ig′y1Bµ(x)
]
ϕ1(x),

Dµϕ2,3(x) =
[
∂µ − ig′y2,3Bµ(x)

]
ϕ2,3(x).

(2.20)

For the covariant derivative Dµϕj(x) to transform identically to the field ϕj(x), the

gauge fields must satisfy the conditions

Bµ(x) → B′
µ(x) ≡ Bµ(x) +

1

g′
∂µθ(x), (2.21)

W̃µ(x) → W̃ ′
µ(x) ≡ UL(x)W̃µU

†
L(x)−

i

g′
∂µUL(x)U

†
L(x), (2.22)

where W̃µ(x) =̂
σi

2
W i

µ(x). Here, Eq. 2.21 and Eq. 2.5 are identical, and the analogous

ϕj-Bµ coupling is free, i.e. the weak hypercharges yj are arbitrary. This freedom does

not apply to Eq. 2.22, whose extra terms are borne directly from the non-linear SU(2)
group, and permit a single coupling g.

Both the strong and EW gauge groups are referred to as Yang-Mills theories,

whereby the theory is described by an N-dimensional special unitary group, SU(N),
for which there are N2-1 massless gauge boson fields associated with that group. The

strong force is represented by a SU(3) gauge group for which there are eight dimensions,

giving rise to the eight gluon colour states. Colour charge is the preserved quantity

here. The EW force is described by an SU(2)⊗U(1) gauge theory, for which the photon

and three weak vector bosons W± and Z0 are the observed proponents of the boson

fields B and Wi. In EW theory, weak isospin is conserved within the SU(2)L group,

while weak hypercharge is conserved within the U(1)Y group. The U(1)EM field theory

is linear, and not self-interacting i.e. there exist no photon-photon interactions, and

photons will only mediate fermion interactions. Yang-Mills theories are non-linear

and contain Lagrangian terms that imply self-interacting gauge bosons. This self-

interaction is observed in the gauge-invariant kinetic Lagrangian terms, which are

constructed from the field strength tensors

Bµν =̂ ∂µBν − ∂νBµ, (2.23)

W̃µν =̂ ∂µW̃ν − ∂νW̃µ − ig [Wµ,Wν ] , (2.24)

where

W̃µν =̂
σi
2
W i

µν , W i
µν = ∂µW

i
ν − ∂νW

i
µ + gϵijkW j

µW
k
ν , (2.25)
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for which ϵijk is the Levi-Civita tensor. In this case, the gauge transformation of Bµν

is invariant, while W̃µν transforms covariantly, i.e.

W̃µν → ULW̃µνU
†
L, (2.26)

and thus the normalised kinetic Lagrangian term is given by

Lkin = −1

4
BµνB

µν − 1

4
W i

µνW
µν
i , (2.27)

which contains quartic and quadratic terms for which the EW gauge bosons permissibly

interact, which can be shown to correspond to the EW self-interaction diagrams in

Fig. 2.1.

γ,Z

W+

W−

W+

W−

W+

W−

γ,Z

γ,Z

W+

W−

Figure 2.1: The set of EW self-interaction vertices as is permissible in the SM according
to the EW kinetic Lagrangian term. Note that SUSUSU(2)L algebra fails to generate a neutral
vertex purely formed from photons and Z bosons.

So far the EW Lagrangian has yielded fermion-EW boson interaction and EW boson

self-interaction terms, but is forbidden from yielding mass terms for bosons or fermions

to preserve gauge invariance; therefore SU(2)L⊗U(1)Y symmetry only yields massless

fields. This is because their masses emerge from the symmetry breaking of the EW

gauge group.

2.3 Electroweak Symmetry Breaking

The process of spontaneous symmetry breaking (SSB) is the mechanism by which SM

particles inherit their masses. The masses of weak gauge bosons derive from interac-

tion with the BEH mechanism [2–7], which is considered the cornerstone of particle

physics. The mechanism permits massive gauge fields to manifest while preserving
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gauge invariance in the EW Lagrangian. The most elementary formalism by which

the BEH mechanism exists in the SM begins with a complex scalar doublet,

Φ =

(
Φ+

Φ0

)
=̂

1√
2

(
Φ1 + iΦ2

Φ3 − iΦ4

)
, (2.28)

for which there are four unconstrained variables, or degrees of freedom, before SSB that

correspond to the four massless gauge fields B and W i. As established in Sec. 2.2.3,

bare mass terms for gauge bosons violate gauge invariance here, so each boson has

two degrees of freedom corresponding to two polarisation states. There is a total of

twelve degrees of freedom from the combined massless gauge fields and complex scalar

doublet.

The most generic scalar potential V (Φ) compatible with a gauge invariant SU(2)L⊗
U(1)Y symmetry is given by

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2, (2.29)

for which the quadratic and quartic coefficents, µ2 and λ, relate to the Higgs boson

mass and the Higgs boson self-interaction coupling strength, respectively. Were these

both positive in value, the potential would bear a single, stable minimum, which would

not comply with a system with a broken symmetry and so would still have massless

gauge fields6. This minimum corresponds to the physical vacuum, where the expected

value of Φ is zero and therefore gauge invariant, visualised in 1D in Fig. 2.2 (red).

Instead, it is required that λ > 0 and µ2 < 0, for which the previously stable

minimum is now an unstable maximum. The new minimum of the Higgs potential from

SSB now forms a circle of degenerate points in 4D space, demonstrated in Fig. 2.3.

The minimum, or vacuum expectation value (VEV), of V (Φ) occurs at a point v, shown

in 1D in Fig. 2.2 (purple), where

v2 = −µ
2

λ
. (2.30)

The choice of vacuum state can be taken from any of the degenerate minima, as the

symmetry applies at all points.

6Although it is true that EW bosons take their mass from the BEHmechanism, it is not strictly true
that without this mechanism the EW bosons would be massless. Assuming a positive VEV (Eq. 2.30),
the masses can be taken from QCD theory in quark-antiquark condensates, which possess the same
quantum numbers as the Higgs boson. Much of this extends from the QCD model of composite
bosons, which would have been a possible resolution had the Higgs boson not been discovered.
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V(ɸ)

ɸ1

μ2 > 0
Unbroken 
symmetry

μ2 < 0
SSB

v = 0
v = ɸvv = – ɸv

Figure 2.2: Demonstration of SSB for different solutions of the Higgs potential described
in Eq. 2.29, where µ2 > 0 (red) has no non-zero solutions for the VEV v, while µ2 < 0
(purple) has a single local maximum and two minima along the ϕ1 axis at v.

Expanding Φ about the VEV gives the form

Φ =
1√
2
exp

[
iσiθ

i(x)

v

](
0

v +H(x)

)
, (2.31)

where H(x) is the real Higgs component of the scalar field. Given the exponent can

be gauged under the unitary transformation

U(x) =̂ exp

[
−iσiθ

i(x)

v

]
, (2.32)

which rotates away the fields θi(x), the resulting vacuum state can be inserted in the

expansion of the scalar potential in Eq. 2.3, so giving

V (Φ)|V EV =
1

2

(
2λv2

)
H2 + λvH3 +

λ

4
H4 + const, (2.33)

for which there are cubic and quartic Higgs boson self-coupling terms preceded by a

mass term. The expansion therefore gives the Higgs boson mass,

mH =
√
2λv2 =

√
−2µ2. (2.34)
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Figure 2.3: The Higgs potential in 4D space following SSB, which is consistent with a
universe in which EW gauge bosons have mass. The minimum of V (Φ) occurs at v,
where v2 is defined in Eq. 2.30.

As such, excitations about the VEV of the Higgs field correspond to the presence

of the Higgs boson. This highlights that the significance of the discovery of the

Higgs boson particle by the ATLAS and CMS Collaborations [40, 41], with a mass

of 126.0 ± 0.4 (stat.) ± 0.4 (syst.) GeV and 125.3 ± 0.4 (stat.) ± 0.5 (syst.) GeV

respectively. Not only does this prove the presence of the BEH mechanism, but also

provides a constraint on SM parameters dependent on the Higgs mass.

The gauge boson mass terms are sourced from the the matter coupling component

of the EW Lagrangian,

Lmatter = (DµΦ)†DµΦ− µ2Φ†Φ− λ(Φ†Φ)2, (2.35)

using the covariant derivative defined in Eq. 2.20 to ensure invariance under SU(2)L⊗
U(1)Y transformations. Substituting the Higgs field translated according to the VEV

as shown in Eq. 2.31 directly into Eq. 2.35 yields a series of terms quadratic in the

gauge boson fields,

(DµΦ)
†DµΦ =

1

2
∂µH∂

µH+

[(
gv

2

)2

W+
µ W

µ−+
v2

8

(
g′Bµ−gW 3

µ

)2](
1+

H

v

)2

, (2.36)
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which uses a substitution for the W± boson term given by

W±
µ =̂

W 1
µ ∓ iW 2

µ√
2

(2.37)

to parametrise the masses for the W± bosons,

mW =
vg

2
. (2.38)

The Z boson and photon fields are mixed within the neutral gauge bosons Bµ and W 3
µ

by the weak mixing or Weinberg angle, θW , such that

Zµ = Bµ cos θW −W 3
µ sin θW ,

Aµ = Bµ cos θW −W 3
µ sin θW ,

(2.39)

where the hypercharge-weak field coupling relation tan θW = g′/g. The resulting mass

values are computed from the eigenstates of the above relations, as

mZ =
v(g2 + g′2)

1
2

2
=

mW

cos θW
,

mA = 0.

(2.40)

This demonstrates how the BEH mechanism breaks the SU(2)L ⊗ U(1)Y symmetry,

yielding three massive weak bosons and a massless gauge boson consistent with the

photon given the U(1)EM symmetry is unbroken after SSB. Considering the twelve

degrees of freedom, after SSB three of these are taken by the massless gauge fields

W i to become massive, and mixed by the BEH mechanism to manifest as W± and

Z. Massive gauge fields have three degrees of freedom corresponding to their spin,

which uses a further three degrees of freedom. The photon term A remains massless

and so only has two polarisation states. The complex scalar doublet becomes a real

scalar singlet in the process, which is the Higgs boson, and occupies the last degree of

freedom.

Conservation of the electric charge e is maintained after SSB, manifesting through

Y and T .

Using Eq. 2.38 and Eq. 2.40, the Weinberg angle can be calculated purely from the

weak boson masses

cos θW =
mW

mZ

, (2.41)

which is a free parameter in the SM. From observation, θW = 28.21◦ and v = 246 GeV [20].
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2.3.1 SM masses and couplings

From the BEH mechanism, the Higgs coupling to vector bosons and fermions is well-

described. Taking Eq. 2.36 which describes the EW boson masses and couplings to

the Higgs field, and using the definitions in Eq. 2.40, the Higgs-vector boson (HV V )

coupling Lagrangian can be derived to first order in H/v, given by

LHV V =
2m2

W

v
W+

µ W
µ−H +

m2
Z

v
ZµZ

µH = gmWW
+
µ W

µ−H +
gmZ

2 cos θW
ZµZ

µH. (2.42)

From this, the HWW and HZZ coupling exists with strength proportional to the

square of the vector boson mass, i.e. gHV V ∝ m2
V /v. Additionally, the Higgs boson

does not couple to photons under the EW mechanism, given it is massless, and there-

fore can only be loop-induced via quarks or vector bosons. Quartic couplings HHWW

and HHZZ are also predicted when extracting terms to second order in H/v, although

these vertices are yet to be observed in nature.

The Higgs coupling to fermions is also the mechanism by which fermions have mass,

where direct mass terms of the form mfϕϕ, for some fermion field ϕ and mass mf , are

not invariant under SU(2)L⊗U(1)Y gauge transformations. Instead, the fermion mass

must arise from the Higgs mechanism, and is illustrated in the Yukawa interaction

terms of the SM Lagrangian, so-called due to its HFF structure (where F denotes

some fermion), given by

LY ukawa = −Y ij
d Q

i

LΦD
j
R − Y ij

u Q
i

LΦcU
j
R − Y ij

e L
i

LΦE
′j
R + h.c., (2.43)

where Q, U and D are the quark fields defined in Eq. 2.15, i.e. Q = ϕ1(x), U = ϕ2(x),

and D = ϕ3(x) which are composed of a linear combination of the mass eigenstates

u and d, L and E denote the lepton fields, Yd,u,e denote 3 × 3 complex matrices, and

Φc = iσ2Φ
∗ for the scalar field Φ as given in Eq. 2.31. Taking the case of the first

lepton generation, when the Higgs field is at its VEV, the Yukawa Lagrangian becomes

LY ukawa,e = −y
2
(v +H)

(
eLeR + eReL

)
, (2.44)

where y is the Yukawa coupling strength, and is the corresponding component in the

Y ij
e matrix for the electron. This result demonstrates that the mass term in the Yukawa

Lagrangian is of the form me = yv/2, and fermions couple to the Higgs boson with

HFF vertices. A similar derivation exists for quarks, however requires a change of

basis to show the same relation. Therefore, fermions couple to the Higgs boson with

a strength proportional to their mass, i.e. yf ∝ mf/v. The Higgs boson couplings in
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the SM and their coupling strengths are presented in Fig. 2.4.

∝ 2m2
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V

V

Figure 2.4: The set of Higgs boson interactions with SM fermions and bosons, with
their accompanying coupling strengths in proportions of mV or mf , and the VEV, v.
The quartic coupling term has not been observed experimentally.

2.4 The parton model

As aforementioned, a proton consists of a udu quark configuration bound by gluons. At

higher energies these gluons can produce virtual quark-antiquark pairs. To distinguish

these from the real quarks, the udu quarks are referred to as valence quarks, and those

from virtual processes are referred to as sea quarks. All quarks and gluons within the

proton are referred to as partons in HEP, and form the basis of the parton model.

In high energy pp collisions, each parton carries some fraction of the momentum

of the proton. The distribution of parton momenta follows a probability distribution

called a parton density function (PDF), f
(Pj)
i (xi), akin to measuring the probability

of observing a parton i within proton j with momentum xi normalised by the total

proton momentum. The total cross section σpp of the collision is the incoherent sum

of all partonic cross sections σ̂, i.e. the cross section for two partons colliding between

two protons is given by

σpp =

∫
dx1dx2f

(P1)
1 (x1)f

(P2)
2 (x2)σ̂(x1x2s), (2.45)

where s is the centre-of-mass energy.

The PDFs and σ̂ undergo a more elaborate prescription than the above, to account

for other phenomena. Examples that have to be considered include the phenomenon

of Bjorken scaling [44], which under certain assumptions show that PDFs vary with
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momentum fraction xi and independently of Q2, which illustrates how valence quarks

behave as point-like particles in the proton. Corrections to this phenomenon are re-

quired due to scaling violation as the initial assumptions break down, and are explained

hereafter. The sea quark momentum distribution must also be considered, where an

infinite number of sufficiently low momentum quark-antiquark pairs can be radiated

from gluons. From measurement, the valence and sea quarks carry approximately half

of the momentum of the proton, with the rest carried by the gluons. Radiative cor-

rections to σ̂ due to emission of a single real or virtual gluon are also applied, which

affects the initial energy entering the scattering. The resulting calculations introduce

a factorisation scale, which similarly to the QCD renormalisation scale is required

to negate diverging terms from initial gluon radiation collinear to the parton direc-

tion. Such collinear divergences are therefore absorbed into the PDF so long as their

transverse momentum is below the factorisation scale. The new collision cross section

following radiative corrections becomes

σ =

∫
dx1dx2f

(P1)
1 (x1, µ

2)f
(P2)
2 (x2, µ

2)σ̂(x1x2s, µ
2). (2.46)

PDFs can only be extracted experimentally for a given proton energy, although

can be transformed to different energy scales using the Dokshitzer-Gribov-Lipatov-

Atarelli-Parisi (DGLAP) equations [45–47]. The DGLAP equations are required due

to the evolution of PDFs in a collision, which can occur when the incoming parton is

produced from the splitting of a parent parton, or the incoming parton itself splits.

The evolution equation depends on the momentum fraction z split from the parton

with momentum fraction x and PDF f(x, µ2), and is given by

µ2∂f(x, µ
2)

∂µ2
=

∫ 1

z

dz

z

αs

2π
P (z)f(

x

z
, µ2), (2.47)

which is applicable to any splitting process, and allows for the prediction of the evo-

lution of PDFs universally. Examples of splitting processes at leading order (LO) are

presented in Fig. 2.5. Splitting functions have been computed in QCD to LO, next-to-

LO (NLO) [48], and next-to-NLO (NNLO) [49], and are essential to PDF computation

in the LHC.

In summary, in perturbative QCD values for masses, couplings, and PDFs cannot

be predicted, however their evolution with the energy scale can be. The PDF can

be measured for some process such as deep inelastic scattering, from which the quark

and gluon PDFs can be accessed via the DGLAP equations which allow their PDF to
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Figure 2.5: Examples of splitting functions at LO that are accounted for by the DGLAP
equation, which can predict how the incoming parton PDF evolves due to these pro-
cesses. The incoming parton, of momentum fraction x, splits to produce a new parton
of momentum fraction z of x, with the splitting parton carrying momentum fraction
(1 − z) of x.

evolve with the kinematics of the system. From Run 1 and Run 2 data at the LHC,

PDF measurements have been made for various collider objects, such as leptons and

photons, with a good consensus of the PDF uncertainties by various object groups.

The parton model is a good basis for visualising proton-proton collisions at the LHC,

while the renormalisation and factorisation scales, and PDFs, for various processes

form an important discussion for the analysis. Several processes of importance to

H → inv analyses such as this are generated at various orders of precision in QCD,

and contribute to the overall uncertainty of the results.



Chapter 3

The CMS Detector

The purpose of this chapter is to describe the operations at the CERN LHC and the

setup of the CMS detector. CERN, or the organisation européenne pour la recherche

nucléaire, hosts and coordinates the largest collider experiment, the LHC, amongst

many others on the Franco-Swiss border, near Geneva. The LHC is primarily a pp

collider that operates at 13.6 TeV as of the start of Run 3 in July 2022. This is by far

the highest energy particle collider in the world, and provides an ideal environment for

measuring SM parameters and producing high mass particles given it’s high operating

energy and high luminosity (i.e. high data-taking rate). An in-depth discussion of the

LHC is presented in Sec. 3.1. The resulting data is recorded in the CMS detector,

which post-filtering of unwanted events provides data sets for use in analyses. The

CMS detector setup and general performance is detailed in Sec. 3.2, while the modes

of data acquisition (DAQ) and the state of data from Run 1 and Run 2 are explained

in Sec. 3.3. The potential for data quality monitoring (DQM) using conventional

statistics and machine-learning (ML) in future runs is covered with the introduction

of AutoDQM, a statistics-orientated program introduced in Sec. 3.4.

3.1 The Large Hadron Collider

The LHC is a circular pp collider situated in a tunnel 27 km in circumference and

175 m underground at its deepest point. The main LHC operations site lies on the

Franco-Swiss border, 8 km north-west of Geneva, with the ring largely lying inside

France and extending as far west as the Jura mountains. A circumference of this size

is necessary for accelerating protons in beams of energy O(TeV), a prerequisite in the

search for the Higgs boson for which the LHC was largely purpose-built. The technical

design report for the LHC is detailed in Ref. [50].
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The LHC has four lead experiments that lie at the four beam interaction points

(IPs) about the ring: ATLAS, CMS, LHCb (LHC beauty, specialising in heavy flavour

physics via studies involving B hadrons) and ALICE (A Large Ion Collider Experi-

ment, specialising in studies of quark-gluon plasmas produced in heavy ion collisions).

ATLAS and CMS [51] are the largest detectors, and are operated by the largest collab-

orations. These are general-purpose high energy detectors, with a range of specialist

physics groups that use the resulting pp data for various purposes.

ATLAS and CMS are placed at opposite sides of the LHC ring, and are independent

collaborations that both first verified the production of a particle consistent with the

125 GeV Higgs boson in 2012 [40, 41]. The discovery in the case of CMS used 5.1 fb−1

data at
√
s = 7 TeV and 5.3 fb−1 data at

√
s = 8 TeV. Following the discovery in

Run 1, the LHC has had two long shutdowns for upgrades to the ring and detector

subsystems, either side of the
√
s = 13 TeV operating period in Run 2. With the CMS

detector, a total of 177 fb−1 of data has been collected in Run 1 and Run 2. From

July 2022 Run 3 has commenced, with pp collisions taking place at
√
s = 13.6 TeV,

and a target data intake of 280 fb−1.

Before protons reach the LHC ring, they have to be boosted in smaller feeder

accelerators first. A schematic of the LHC complex is shown in Fig. 3.1. The operation

until the end of Run 2 was as so: hydrogen gas was injected into the 36 m long linear

accelerator LINAC2, where a beam containing 3× 1014 protons formed from ionisation

of the gas. LINAC2 accelerated the protons to 50 MeV (as of Run 3, the 86 m long

LINAC4 is used, boosting the protons to 160 MeV), from which the single injection

provided the next link in the LHC chain, the Proton Synchrotron Booster (PSB), with

a proton beam energy of 1.4 GeV (2 GeV for Run 3). Consistent between Run 2 and

Run 3, the beam then reaches the Proton Synchrotron (PS), where it achieves a boost

to 26 GeV before entering the SPS, to reach an energy of 450 GeV.

Two beams are finally accelerated into the 27 km LHC ring, antiparallel to one

another, where after approximately 20 minutes each achieved (achieves) an energy of

6.5 TeV (6.8 TeV) for Run 2 (Run 3). The protons in the beam are synchronised

into bunches via radio frequency cavities placed in isolated gaps along the ring. The

synchronisation process in fact begins in the PS and SPS, and continues in the LHC.

The bunches are finely separated into 25 ns packets by providing a longitudinal oscil-

lating frequency for the protons in the beam, which controls the proton speeds within

a bunch. This ensures any protons lagging behind the bunch are kicked with a precise

energy to stay with the main bunch, while the speed of protons ahead of the bunch is

reduced. The resulting distribution of individual proton energies per bunch is thereby
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Figure 3.1: The Run 3 accelerator complex showing the boosting stages from LINAC4 to
the PS and SPS required to generate a 6.8 GeV proton beam from hydrogen gas through
a series of accelerators. Various LHC detectors and experiments are also shown here,
including ATLAS and CMS.

minimised. The beam direction is maintained mainly with dipole and quadrupole elec-

tromagnets. The former generate 8.3 T magnetic fields and steer the beam around the

ring, while the latter help to focus the beam. This is preferable given a tighter beam

cross section increases the probability of collisions between the protons in contraflow

beams at the IPs.

During Run 2, a single beam contained a maximum of 2,808 bunches, and these

collided at discrete intervals. The advantage to this versus a continuous beam is that

detectors can distinguish individual beam crossings, therefore can better filter out

pileup interactions to more accurately calculate kinematic variables in a given beam

crossing. The pileup is the number of additional interactions that occur within the

same or nearby bunch crossings, which for Run 2 reached an average of 32 per crossing.
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Crossings occurred at a rate of 40 MHz, therefore per-second 1 billion pp collisions

took place at the IP.

3.1.1 Luminosity

The luminosity, Linst, of a particle collider is a measure of the ability to produce the

desired number of interactions in the accelerator, and relates the rate of events, dN
dt
,

to the production cross section, σp, of a collider, via

dN

dt
= Linst · σp. (3.1)

The quantity Linst here is referred to as the instantaneous luminosity, and is an effective

measure of the performance of the accelerator. The rate is in terms of N , the number

of events. The production cross section σp is the measure of the number of final state

products from the collision, although this is hard to estimate from theory given there

are many possible collision final states. Instead, this is measured in the LHC as the

total cross section of inelastic interactions, which has been extrapolated from LHCb

data to be measured at 75.4 ± 5.4 mb [52]. A barn is a unit of area equal to 10−28 m2,

and is a useful measure of cross section on the subatomic scale.

The instantaneous luminosity can be increased in a circular collider by increasing

the number of bunches per beam and tightening the geometric cross section of the beam

through increasing the magnetic field strength of the quadrupole magnets. These

improvements were made between Run 1 and Run 2 where the peak instantaneous

luminosity increased from Linst = 1.2 × 1034 cm−2 s−1 to 2 × 1034 cm−2 s−1. In the

LHC, when integrating Linst over the time for which collisions take place, a measure of

the amount of data recorded can be obtained. Integrating this value is more nuanced

than the above would suggest, given Linst varies during daily operations of the LHC.

An example of change to Linst is the number of protons in each beam decreasing as

collisions take place, thereby reducing the Linst from the peak value. The integrated

luminosity, LI, is therefore given as

LI =

∫
dt Linst =

N

σp
. (3.2)

The amount of data recorded in the LHC and by the detectors is measured as the LI,

and is quoted typically in units of inverse femtobarns, fb−1. Across Run 2, a total

of 163.6 fb−1 of data was delivered, of which 150.9 fb−1 was recorded by the CMS

detector. Using the inelastic interaction cross section above [52], this corresponds to
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1016 pp collision events recorded by the CMS detector in the years 2015–2018. The

values broken down by year for Run 1 and Run 2 are given in Table 3.1 [53, 54].

Table 3.1: The integrated luminosity (in fb−1) and centre-of-mass energies associated
with each year of the LHC operating and recording pp collisions with the CMS detector.

Year(s) Run 1 2015 2016 2017 2018 Run 2 Run 1 and Run 2

√
s 7 TeV + 8 TeV 13 TeV 13 TeV 13 TeV 13 TeV 13 TeV 13 TeV

LHC delivered 29.4 4.3 41.6 49.8 67.9 163.6 193.0
CMS recorded 27.4 3.9 38.3 45.0 63.7 150.9 178.3
CMS verified 24.8 2.3 36.3 41.5 59.7 139.9 164.7

The true number of collisions does not, however, correspond to the number of

events recorded; that is to say, only 1016 events were recorded for Run 2, about one-

thirtieth of the total number of collisions. Events are selected by triggering on a set

of criteria, known as a menu, which is explained in Sec. 3.3. The number of proton

interactions per bunch crossing was larger by on average a factor 20 during Run 1 and

a factor 34 during Run 2.

3.1.2 Pileup

A single pp collision event is identified by finding the primary interaction vertex (PV)

corresponding to the hardest scattering process as evaluated using tracker information

alone, as described in Ref. [55], and then calculating which soft parton showers or

jets, where gluons and quarks hadronise to visible particles that further decay and

interact with the detector until too low energy to be detected, belong to that event.

During the bunch crossing that produced the event, additional soft pileup interactions

take place in the LHC: specifically, during Run 2 an average of 34 pileup interactions

per bunch crossing were recorded by the CMS detector, with a peak pileup of more

than 50 interactions. The mean number of pileup interactions per year is presented in

Fig. 3.2.

In the detector, these interactions overlap with the event of interest, making re-

construction difficult. Potential new physics at low-to-mid range energies is hard to

observe as a result, and as Linst is increased in the collider, the contamination becomes

a greater obstacle. Since the start of the LHC, however, pileup mitigation techniques

have been employed, and have grown more sophisticated with time [56–58].
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Figure 3.2: The average number of interactions per year, effectively a measure of the
pileup, of Run 1 and Run 2, presented as luminosity as recorded by the CMS detector
per unit of pileup.

The CMS tracking detector can distinguish the PV and interaction vertices of

charged particles due to the event of interest from vertices due to pileup interactions.

Neutral particles make up 40% of a pp collision on average. In the target event, neutral

particles are typically aligned with the charged particles from the same event, while

neutral and charged particles from pileup vertices are more likely to shower isotropi-

cally in the detector. The technique of filtering the pileup interactions from the event

of interest like this is referred to as pileup per particle identification (PUPPI) [59,

60], and is illustrated in Fig. 3.3. Here, the charged particles from pileup vertices are

identified and rejected. Then, neutral particles are weighted according to the proba-

bility that they come from a pileup vertex based on the charged particle distribution

surrounding them. An in-depth explanation at the reconstruction level is detailed in

Sec. 4.3.

An example of pileup mitigation using the accelerator itself is by increasing the

angle at which the beams cross. Given the LHC is circular, the crossing points are

designed such that the angle at which the beams collide can be manipulated slightly.

A larger angle decreases Linst and the interaction cross section σp but also has the

effect of reducing the number of pileup interactions. In conjunction with the vertex

tracking and identification algorithms in the ATLAS and CMS detectors, pileup is
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Figure 3.3: The PUPPI technique of identifying vertices based on the charged particle
distribution, rejecting those coming from pileup vertices. The neutral particles are
weighted based on the distribution of charged particles in its vicinity.

reasonably mitigated in Run 1 and Run 2 data.

3.2 Compact Muon Solenoid

CMS is a general-purpose particle detector extending 29 m in length, 15 m in diam-

eter and weighing 14 kilotonnes. It was constructed in 15 layers above ground at its

location, Point 5, in Cessy, France, before being lowered 100 m into the cavern in indi-

vidual stages for assembly. The layers of the detector are built around a large solenoid

magnet, giving CMS its namesake. The solenoid is a superconducting magnet that

measures 13 m in length, 6 m in diameter and is cooled to 1 K. Operating at 4 T,

it is the most powerful magnet of its kind ever built, and bends the trajectories of

charged particles as they travel out of the detector. Equating the magnetic force to

the centripetal force of particles traversing the detector in the transverse plane, the

magnitude of a particle’s momentum in the plane transverse to the beam, p⃗T, is given

by

p⃗T = q r⃗ × B⃗, (3.3)

where q is the charge of the particle, while r⃗ is the radial distance of the particle and

B⃗ is the strength of the magnetic field flowing longitudinally, both measured with

respect to the beampipe. The solenoid extends radially to 3 m then is confined within

a steel yoke [51], as illustrated in Fig. 3.4.

To accurately reconstruct an event backwards from the final state particles in the

detector subsystems to the pp collision IP, CMS uses a coordinate system to which

every subsystem module is sensitive. For a cylindrical detector, a cylindrical coordinate
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Figure 3.4: A graphic of the CMS detector, illustrating the steel yoke around which the
silicon tracker, calorimeters and muon detector is situated.

system is employed, with the polar (azimuthal) angle θ (ϕ) measured with respect to

the anticlockwise beam axis. The pseudorapidity, η, is an effective measure of θ that

is determined by

η = − ln

[
tan

(
θ

2

)]
, (3.4)

Thus, the pT can be calculated as a function of η given

pT =
|p⃗|

cosh η
. (3.5)

To measure the angular distance between two particles in the topological space of

the detector, the variable ∆R is defined as

∆R =
√

(∆η)2 + (∆ϕ)2. (3.6)

This parameter serves to represent the size of certain objects in clustering, and is a

good measure of overlap between reconstructed objects.
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The detector reaches a coverage of |η| < 3.0 for all SM particles except neutrinos,

and up to |η| = 5.2 for all except muons and neutrinos. Neutrinos are the only SM

particle to escape the CMS detector undetected, given they have no charge and only

very weakly interacts with the material in the detector.

Each subsystem is designed to probe different particles produced from collisions.

Subsystems are modelled as a cylinder and are divided into barrel and end cap (EC)

components, corresponding to the curved surface and the circular planes at each end

of a cylinder, respectively. The beampipe runs down the axis of the cylinder, with the

IP focused in the longitudinal centre.

3.2.1 Tracker

The tracker is situated about the IP, and can detect charged particles from between

4 cm to 11 cm from the beampipe [61, 62]. For most of Run 2, 100×150 µm silicon pixel

sensors equating to 124 million readout channels lay closest to the beam, structured

into a barrel and ECs providing coverage over a surface area of 1.9 m2. The pixel

detector consists of four concentric barrel layers up to 0.16 m in the radial direction,

and three disk layers up to 0.516 m along the z axis, shown in green in Fig. 3.5.

Silicon strip detectors make up the outer layers of the tracker, indicated in red and

blue segments for single- and double-sided strips in Fig. 3.5, and cover up to 1.1m

radially, and 2.7m in the z axis. The tracker used in 2016, consisting of 1440 silicon

pixel and 15,148 silicon strip detector modules, collectively measured charged particles

within the range |η| < 2.5, with the barrel-to-EC boundary at |η| = 1.6. This was

upgraded at the start of 2017, with the new tracker [63] consisting of 1856 silicon

pixel and 15,148 silicon strip detector modules, and measured particles up to |η| < 3.0

during the 2017 and 2018 data-taking periods [64]. The strip and pixel sensors, and

electronic readout equipment, are designed to withstand the high fluence conditions

due to constant bombardment from highly radioactive collision products.

Charged particles interact with the tracker, where sophisticated track-finding algo-

rithms are used to reconstruct the trajectories of several particles simultaneously from

the hits recorded in the tracker using pattern recognition software [58]. These algo-

rithms determine whether a sequence of 10 to 14 hits corresponds to a single trajectory

with position resolution within 10 µm. Particle charge and p⃗T can be calculated based

on the track curvature inside the 4 T magnetic field. In this context, p⃗T is the vectorial

sum of the momenta, as measured in the plane transverse to the beampipe, of particles
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Figure 3.5: A graphic of the CMS tracker in the r-z plane used for 2017 and 2018,
demonstrating the layering of silicon strip detectors in the barrel and EC. The barrel-
to-EC boundary is situated at |η| < 1.6, and the maximum acceptance of the tracker is
at |η| < 3.0. The pixel detector, shown in green, is situated entirely within the inner
barrel, with the red and blue segments representing the single- and double-sided strip
detector modules, respectively.

in an event. Formally, for each object i with transverse momentum p⃗T,i,

p⃗T =
∑
i

p⃗T,i. (3.7)

For the proton-proton collision, this is zero as the partons are accelerated longitudi-

nally, therefore the contribution owing to objects that have failed reconstruction, have

fallen outside of the acceptance of the detector, or have not been detected can be

computed. The transverse energy ET is the magnitude of p⃗T. Vertex reconstruction

algorithms then determine the location of the PV, and some secondary vertices, for

example from t quark and tau lepton decays to b quarks. Secondary tracks can be de-

termined to belong to the PV by measuring the impact parameter. This is the closest

distance between the PV and a particle track from a secondary vertex. Vertex recon-

struction is an important aspect of event reconstruction as features in this analysis,

and leads to efficient identification of final states containing b quarks, differentiating

between prompt top quark decay, t → bW, and tau lepton decay from a displaced

vertex, τ → ντW.

Track reconstruction efficiency is affected by the precision of p⃗T measurements.

For muons, the efficiency is practically 100% within the tracker acceptance, whereas

for electrons and hadrons this falls to 95% in the central region and as low as 80% in the

forward regions. In the 2016 tracker, nonisolated particles in the range 1 < pT < 10 GeV

and |η| < 1.4 had a typical pT resolution of 1.5% and impact parameter resolution

of 25–90 (45–150) µm in the transverse (longitudinal) direction [58]. The upgraded
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tracker for 2017 and 2018 produced typical pT resolution of 1.5% in pT and impact

parameter resolution of 20–75 µm in the transverse plane [65] for nonisolated particles

of 1 < pT < 10 GeV. The p⃗T resolution for reconstructed tracks in the central region

is 1% to 2% for muons with pT = 100 GeV, and 5% for muons with pT = 1 TeV; the

resolution generally degrades in the forward region, with the fall off a lot faster for

muons with lower momenta in the range 1 < pT < 10 GeV due to multiple scattering.

The variation of the track reconstruction efficiency of muons using 2017 data with pT

and η is shown in Fig. 3.6, following an internal study by the CMS Collaboration.

Figure 3.6: Track reconstruction efficiency for muons as a function of muon pT (left)
and η (right), which is practically 100% efficient for low pT and low |η|.

3.2.2 Electromagnetic Calorimeter

Two calorimeters surround the tracker. The inner of these is the EM calorime-

ter (ECAL), a hermetic, homogeneous cylinder housing 75,848 fine-grained lead tungstate

crystals, each weighing 1.5 kg [66]. The ECAL is designed to detect mainly photons

and electrons leaving the tracker, although charged particles can interact with the

dense crystals. The ECAL central barrel (EB) covers a range |η| < 1.48, with the

ECAL ECs (EE) extending up to |η| = 3.0, exceeding tracker acceptance. The ECAL

crystals collectively cover a volume of 11 m3 and weigh 92 tonnes. A preshower de-

tector (ES), populated by planes of 140,000 silicon strips and 4,300 sensors, is placed

in front of the ECs, with an acceptance range of 1.65 < |η| < 2.6 and a thickness of

26 mm used to improve spatial resolution between photons and π0.

The crystals scintillate on interaction with charged particles, with two 5× 5 mm2
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avalanche photodiodes (APDs) per crystal used to read out the signal in the EB, and

single 280 mm2 vacuum phototriodes (VPTs) used in the EE, which are more tolerant

to the higher concentration of radiation in the longitudinal direction. Given these

crystals are not segmented longitudinally, measurements of photon angles to the IP

depend on vertex reconstruction in the tracker.

ECAL readout is sensitive to energy deposits between 50 MeV and 2 TeV, and is

optimised to minimise event pileup. Electronics are linked in clusters of 5×5 crystals,

referred to as a trigger tower in the EB and a super crystal in the EE, and transfer

readout through a chain of digitisers and amplifiers to the trigger system. The EM

energy resolution, σECAL
E /E, can be generalised to

σECAL
E

E
=

√(
S√
E

)2

+

(
N

E

)2

+ C2, (3.8)

where E is the energy (in GeV), S is a stochastic term, N is the contribution due to

noise in the ECAL electronics, and C is a constant. Using Run 1 data, these terms

were calculated to be S = 0.028 Gev
1
2 , N = 0.12 GeV and C = 0.003, with a resulting

σECAL
E /E of 0.50% [67] for a 100 GeV electron. By comparison, σECAL

E /E has been

measured to between 1% and 3.4%, depending on |η| region, using electrons from

Z → ee decays throughout Run 2 [68].

In the Higgs sector, the processes H → γγ and H → ZZ∗ → 4ℓ, the discovery

channels used for the Higgs boson in Run 1, as well as H → WW∗, H → bb and

H → tt decay processes, are reliant on ECAL information. The key particles probed

by the ECAL are electrons and photons, which deposit their energy in showers before

stopping completely inside the calorimeter. Typically, charged hadrons, muons and

tau leptons are not stopped in the ECAL, instead only depositing a small amount of

energy, therefore other subsystems are needed to reconstruct processes involving these

particles.

For high precision ECAL measurements, correction factors need to be applied to

readout. Namely, as electrons and photons pass through the crystals, they produce

EM showers which appear as clusters of hits in the readout. A correction is required to

account for hit clusters belonging to one object. Another correction is the degradation

of relative response in the laser monitoring system for measuring crystal transparency.

Over the lifetime of the ECAL crystals radiation damage causes them to become less

responsive during data taking insofar as, for 2018, the response fell by 10% in the EB

and as much as 99% in the EE. For Run 1 and Run 2, the degradation in response over

time is shown in Fig. 3.7 [69], demonstrating the importance of response corrections.
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Figure 3.7: The degradation of ECAL response over time during data-taking periods
throughout Run 1 and Run 2. The response is seen to fall 10% in the EB and as much
as 99% in the EE by 2018. Response corrections are essential in precisely measuring
energy deposits in the ECAL.

3.2.3 Hadronic Calorimeter

The outer of the two calorimeters surrounding the tracker is the hadronic calorime-

ter (HCAL), which measures energy deposits of composite particles that escape the

ECAL. The HCAL comprises of brass plate absorbers and plastic scintillators in the

HCAL barrel (HB) and HCAL ECs (HE), which stop hadrons corresponding to quark

and gluon signatures from the IP [70, 71]. The HB covers the region |η| < 1.30 and is

composed of absorber-scintillator wedges, while the HE covers range 1.30 < |η| < 2.96

and is arranged into discs. These sections act as a sampling calorimeter, with light

from the plastic scintillator collected by wavelength-shifting (WLS) and optic fibres.

The WLS light is transported to a series of silicon photomultipliers (SiPM), a multip-

ixel APD offering signal gains between 104 and 106. The charge in each 25 ns interval

is integrated, and the SiPM output is then received by a digitiser that can filter event

information through back-end electronics.

The forward hadron (HF) calorimeter is a Cherenkov calorimeter made from steel

absorbers and quartz fibres which run along the beampipe axis and are bundled into
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wedges to capture Cherenkov radiation within acceptance 3.0 < |η| < 5.2, covering

the very forward regions of the detector. Each of the HF calorimeter halves consists

of 432 readout towers composed of long and short quartz fibres lying parallel to the

beampipe. The long fibres extend along the full 165 cm depth of the HF calorimeter

while the short fibres are laid from a depth of 22 cm from the front of the detector. The

fibres are spaced 5 mm apart, and optical-to-electrical signal conversion is performed

using photomultiplier tubes. After transport to the phototransducers, the signal is fed

to the same electronics chain used by the HB and HE for readout. The signal is read

out from the two sets of fibres individually, in order to distinguish showers produced

by electrons and photons, which deposit a large fraction of their energy in the long

fibres, from showers produced by hadrons, which typically deposit their energy equally

between the long and short fibres. The HF calorimeter is essential for forward jet iden-

tification, and determining the missing energy by providing more information on pT

measurements than the calorimeters in the central region alone, and additional lumi-

nosity measurements. Higgs boson production in the VBF channel relies on forward

jets to complement Higgs boson coupling and decay width measurements.

The HCAL is segmented in η–ϕ coordinates which map to calorimeter towers pro-

jected radially from the IP, with each tower containing a given number of HCAL

scintillator modules and ECAL crystals depending on location in the detector. The

granularity, or density of towers, is greatest in the central region about η = 0, and

decreases with increasing |η|. Combined with the ECAL, the calorimeters measure

energy deposits corresponding to most particles produced in the detector, which are

used to identify and reconstruct namely jets, charged leptons and photons.

Corrections to the HCAL response and clustering, much like in the ECAL, are

applied during data taking, and an intercalibration correction between the two subde-

tectors is necessary to coordinate and maintain precision measurements. The hadronic

energy resolution, σh
E/E applicable to the combined ECAL and HCAL system, is given

by

σh
E

E
=

√(
S√
E

)2

+ C2, (3.9)

where E is the energy (in GeV), S is a stochastic term and C is a constant [71]. For

Run 1, these value were estimated for both the HB and HE as S = 0.847 GeV
1
2 and

C = 0.074 [72], and for the HF calorimeter as S = 1.98 GeV
1
2 and C = 0.09 [73].

Given forward jets are typically of very high energy, S is expected to be higher for the

HF calorimeter than the inner calorimeters.
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3.2.4 Muon Chamber and Yoke

The outermost subsystem consists of the muon detector embedded inside the steel

return yoke, extending from 3 to 7.5 m. The yoke is a 12.5 kilotonne frame within

which the muon subsystems are concentrically layered. It operates much like the

solenoid, however at only 2 T and returns a magnetic field in the opposite direction to

that of the inner detector. Similarly, the p⃗T of a particle traversing the outer detector

can be measured with Eq. 3.3.

Muons are produced in pp collisions with very high energy and p⃗T. Their rest

mass of 0.106 GeV is O(200) times larger than that of the electron, and they are

minimum ionising particles, meaning their energy loss rate is close to minimal such

that they can escape the detector. The signatures for the core set of particles produced

in pp collisions is presented in a transverse slice of the CMS detector in Fig. 3.8,

showing how the muon escapes the detector and therefore only its tracking can be

performed. Muons rarely deposit significant amounts of energy in the calorimeters,

hence to perform precision studies of muons outside the tracker, a dedicated subsystem

has been installed within the return yoke, comprising of gas-filled drift tubes, cathode

strip planes, and resistive plates, all of which rely principally on gaseous ionisation

by passing muons for precise position and timing measurements [74, 75]. For tracking

performed in a subsystem on the scale of the muon chambers, it was necessary to

opt for drift tracking over a system akin to that of the silicon tracker, although there

is typically no loss of position and time resolution by comparison. Muon data is a

key component in several studies including Higgs physics, given the muon is often

a byproduct of signatures of interest that can be easily resolved over background

processes in the LHC.

Within the barrel, covering |η| < 1.2, resides 480 resistive plate chambers (RPCs)

and 250 drift tubes (DTs), while in the ECs, covering 0.9 < |η| < 2.4, is situated 576

RPCs, reaching |η| = 1.9, and 540 cathode strip chambers (CSCs). An overlap region

of barrel and EC modules exists in the range 0.9 < |η| < 1.2, to ensure no gaps in

acceptance exist. The muon chambers are arranged into four stations layered radially

outwards, embedded within the return yoke.

The muon chambers are designed to perform three tasks: triggering on events pro-

ducing single and multiple muons, muon identification and high resolution momentum

measurements. The latter is provided by the solenoid and return yoke, which offer

a high magnetic field strength and high spatial resolution far from the IP. The mo-

mentum and charge of charged objects in the muon detector is determined for a large

kinematic range.



48 3. The CMS Detector

Figure 3.8: A transverse slice of the CMS detector showing how different particles
produce signatures as they traverse the four main subsystems. The silicon tracker
shows tracks of charged particles which bend under the influence of the superconducting
solenoid. Electron and photon energy deposits are shown as showers in the ECAL, with
heavier hadrons such as π0 showering likewise in the HCAL. Muons traverse the detector
without depositing much of their energy, but appear in the muon chambers as a track
leaving the detector. The bend in their trajectory is in the opposite direction to that
of their path in the tracker given the direction of the magnetic field of the return yoke
is antiparallel to that of the solenoid.

The DTs are arranged into long aluminium cells with an anode wire along its centre.

Muon position is determined in the DTs by calculating the drift time of the electron

liberated by the traversing muon to the anode wire, under the influence of an optimised

electric field. Each DT chamber contains 8 drift cells, providing a spatial resolution

of 100 µm. In the CSCs the cathode strips run radially outward, and operate much

like the DTs, although with additional resolving power given by the charge induced on

each strip. Advantages to using CSCs include precise position and time resolution of

muon hits, and ability to operate under high exposure and in a non-uniform magnetic

field, giving for a single CSC a position and time resolution respectively of around 50

to 140 µm and 3 ns. The RPCs are dual-layer chambers each containing gas under a

high potential using a parallel plate capacitor made with graphite-Bakelite electrodes.

The result is an optimal time resolution of 1.5 ns per RPC for fast trigger readout.

The momentum resolution in the CMS detector uses information from both the

tracker and muon detector subsystems where available. For Run 2 muons with mo-

menta up to pT =100 GeV, the scale- and momentum-corrected resolution is 1% in
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the barrel and 3% in the ECs [74].

3.3 Triggering and Data Acquisition

At the design luminosity of the LHC, the CMS detector operates under a pp collision

rate exceeding 1 GHz, which would require a bandwidth O(1 PB/s) to record all

collisions. To filter this to a rate which can be handled by the detector’s electronic

readout, a trigger is used to select events of potential interest. CMS uses a two tier

trigger system: the first is the level 1 trigger (L1T), consisting of processors that

reduce data output to 100 kHz; the second is the high level trigger (HLT), a software

farm that reduces event readout to a manageable O(1 kHz). The trigger is part of

the DAQ system, which stores events of interest as raw data in ROOT file containers

for final processing before being released as analysis object data (AOD) for use by

analysers.

3.3.1 Level 1 Trigger

The L1T is the first layer of identifying candidate objects, such as ionisation deposits

matching to a muon signature, or energy clusters consistent with a photon, electron,

tau lepton or jet. To do this, a trigger menu, or series of event-filtering algorithms, is

programmed into custom hardware via FPGA firmware chips [76, 77]. The target is

to reduce the pileup-subtracted event rate of 40 MHz down to 100 kHz. Under a fixed

latency synchronised to the LHC clock, the L1T decides whether to accept or reject

an event based on calorimeter or muon trigger information within 4 µs of the collision

producing that event.

Trigger primitives (TPs) are crude information sent by the calorimeter and muon

subsystems to be processed by the L1T. TPs are processed at 40 MHz separately for

calorimeter and muon chamber readout before being combined and evaluated in the

global trigger (GT) that ultimately determines if an event is L1 accepted (L1A).

The L1 calorimeter trigger utilises a two-layer operation. Calorimeter TPs from the

ECAL and HCAL containing pT and quality flags are transmitted via O(103) multi-

gigabit fibre optic links to the Layer 1 calorimeter trigger which then processes the

information in parallel. The TP energy deposits are summed into calorimeter towers,

with local corrections applied to pT and kinematic quantities with η-, energy- and

cluster shape-dependent calibrations before being passed to the Layer 2 calorimeter

trigger via high-bandwidth links. Layer 2 clusters towers together to form calorimeter

objects. Algorithms find and reconstruct these objects, e.g. electrons, photons, tau
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leptons and jets, alongside additional calibrations and pileup subtraction. Global

energy sums are also defined at this stage. Across the L1T vectorial energy sums are

calculated using tracker information, such as the missing transverse momentum, p⃗miss
T ,

which is the negative sum of transverse momenta p⃗T of objects defined in the L1T in

an event. Formally, for each trigger object i with transverse momentum p⃗T,i,

p⃗miss
T = −

HLT∑
i

p⃗T,i, (3.10)

for which the missing transverse energy pmiss
T is the magnitude of p⃗miss

T . The Layer 2

calorimeter trigger then sends this information to the GT.

Each of the DT, CSC and RPC systems in the muon detector are combined in the

L1 muon trigger to optimise coverage and redundancy. For the DT and CSC systems,

front-end electronics register hit information to identify muon track segments in each

muon station. Track segments are processed by regional muon track finders (MTFs),

which apply pattern recognition algorithms to identify muon candidates and compute

their momenta. Track segment information is shared between the CSC and DT track

finders for improved coverage in the overlap region. RPC hits are transmitted directly

from front-end electronics to a pattern comparator trigger, a series of logic boards that

determine muon candidates. Up to 4 muon candidates from the CSCs and DTs and

up to 8 from the RPCs are received by the global muon trigger (GMT) per bunch

crossing, with each candidate assigned p⃗T, quality factor and position coordinates.

The kinematic information is sufficient to eliminate candidate degeneracy, and quality

checks are required to produce good muon reconstruction.

The final L1T stage is the GT, which discriminates over the final set of event

objects from both the Layer 2 calorimeter trigger and the GMT for L1A. Often the

menu requirements are based on e.g. pT threshold of a given single object or topological

matching based on coincidence of several objects from an event. This usually involves

taking the highest p⃗T jets or clusters, determines if these objects pass the menu criteria,

then for L1A a signal ID is transferred to the subsystems to readout the event data for

DAQ. This selection implements between 350 and 400 trigger criteria before passing

information to the HLT algorithms at a rate of 100 kHz. A summary of the L1T from

the detector subsystems to the GT is presented in Fig. 3.9.



3.3. Triggering and Data Acquisition 51

Figure 3.9: Schematic of the L1T from the ECAL, HCAL and muon chambers, to the
GT, with the subsystem-specific algorithms applied to TPs via a series of trigger menus.
This reduces the rate of event data taking from 40 MHz to 100 kHz, which is delivered
to the HLT.

3.3.2 Layer 2 Calorimeter and DQM Overview

The layer 2 calorimeter in the L1T is physically a micro telecommunications computing

architecture (microTCA) crate containing nine master processor (MP7) cards, referred

to as nodes [78, 79]. Each node reads a bunch crossing at a time, all of which are time-

multiplexed. The concept of a time-multiplexed trigger (TMT) was introduced for

Run 2, where from Run 1 the bunch crossing window decreased by half to 25 ns,

pileup increased to a maximum average value of 50, and electron/photon event rates

increased by as much as a factor 10 to 50 kHz. For analysis to remain efficient at

low energies and enhanced signature recognition for L1A, data from a single event is

passed to 18 calorimeter trigger processor (CTP7) cards that format and preprocess

data from various regions in the ECAL, HCAL, and HF calorimeter in Layer 1, and
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is then passed to the 9 MP7 nodes of Layer 2. TMT means to feed data to the

nodes based on timestamp over processing triaged by detector segmentation (as done

in Run 1), which ensures each MP7 node has access to full calorimeter information

from the Layer 1 cards per bunch crossing, hence full calorimeter granularity down to

the tower geometry can be processed, with the necessary algorithms to cluster towers

into calorimeter objects held on single FPGAs in the MP7 card.

A demultiplexer board (DEMUX), also an MP7 card, formats data processed by

each node for the GT. An AMC13 card is used in the timing and control distribution

system (TCDS) to apply clock and signal timestamps. The trigger, timing and control

(TTC) readout is then transferred by optic fibre for the GT and DAQ. The microTCA

crate is configured as shown in Fig. 3.10.

Figure 3.10: MicroTCA crate setup as used in the layer 2 calorimeter trigger. A series
of TMT nodes receive full calorimeter tower granularity from the layer 1 CTP7 prepro-
cessors, and layer 2 algorithms are applied by single FPGAs on a single MP7 node per
bunch crossing. Readout is TTC-stamped by the TCDS, and is passed to the GT and
DAQ.

In the process of DAQ, DQM is performed to ensure the data readout from the

detector is accurate, all subsystems are functioning normally and there’s no obvious

interference with the readout when a run is being recorded. DQM is performed both

online and offline. Online DQM involves real-time diagnostics by shifters. These are

people who study the output from each subsystem and trigger in CMS while a run is

active. Detector experts who are on-call during runs for extended periods are referred

to as DOCs (detector on-call), and are responsible for making final decisions for DQM
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and detector operations. CMSSW modules process data as it becomes available, and

histograms of readout are generated to aid the job of shifters. Offline DQM uses runs

for which the full data set is available, some time after the run has ended. This tends to

be for efficiency or module performance studies. Specifically for the layer 2 calorimeter

trigger, this can be anything from comparing calorimeter object kinematics between

the data and emulator-generated results to studying diagnostic plots such as bunch

crossing timing and object isolation.

In layer 2 DQM, object variable distributions are a good means of verifying readout

and performance. Studying central and forward jet histograms can help trace issues

relating to a faulty calorimeter module by localising spikes or dead zones in the pT or

occupancy distributions in η-ϕ plots. 1D plots for kinematic variable distributions may

show anomalous peaks corresponding to an unusually high rate from the calorimeters.

Diagnostic plots such as bunch crossing occupancy and timing are better suited for

debugging firmware or checking for spikes in data-taking rates that are due to faulty

trigger links or from trigger tower geometry. These issues can be diagnosed by tracing

back from layer 2 through the L1T to output directly from the ECAL or HCAL.

Spikes in the rate of readout from the ECAL or HCAL subsystems are referred

to as hot towers, and are the lead cause of high L1T calorimeter rates. If the layer 1

trigger readout rate is high for both the jet and the electron and photon collections,

SingleJet and SingleEG respectively, then the hot tower is from the ECAL; if only

from SingleJet, the hot tower is from the HCAL.

Towers are masked on-the-fly by ECAL or HCAL DOCs to bring rates down to

normal, although if this persists, the cause of high rates may be a faulty trigger link.

These occur between the ECAL/HCAL readout and layer 1, and typically produce a

characteristic set of spikes. For Run 3, with the increased rate of object monitoring,

a record amount of data passes through the DEMUX in the layer 2 trigger, therefore

early diagnosis of hot towers or faults in firmware is essential.

A typical study done in layer 2 is for asymmetries in each η hemisphere of the

detector across a series of runs, checking for hot towers, holes where towers are dead in

the detector or have been masked already (leaving zero occupancy), or large dead zones

due to subsystem malfunction or inactivity. A simple check of the layer 1 histograms

can identify if a mask has been applied or not. These checks are performed for all

layer 2 calorimeter objects, which include: central and forward jets, isolated and non-

isolated EM showers, and isolated and non-isolated tau leptons. Typical distributions

are produced in 1D and 2D at this level for each object, including: occupancy, η-ϕ-

occupancy, η-ϕ-pT, η, ϕ and isolation. Energy sum distributions are also available in
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layer 2, such as pT and similar kinematic variables for both the central and forward

regions. For shifters, checking every histogram for these patterns can be exhaustive,

and discerning a good reference run from a bad one is difficult without the use of

software. One machine-learning (ML) orientated program is AutoDQM, a statistics-

orientated toolkit introduced in Sec. 3.4.

3.3.3 High Level Trigger

The HLT hardware contains a single processor farm housing 22,000 CPU cores to

process L1A readout [80, 81]. The HLT menu consists of more than 400 paths ded-

icated to reconstructing objects and identifying events of interest to analysts. Each

path functions to sequentially trigger on events using filter and reconstruction mod-

ules sorted by increasing complexity. HLT software uses a CMSSW framework, with

the menu containing complex and in some cases bespoke triggers designed to target

topologies of interest to certain analysis groups. An example of this is the use of two

triggers targeting VBF topologies. The algorithms in the path are triaged such that

those fastest at processing are applied first, and the offline-style reconstruction algo-

rithms run last. Full-precision collision data that was initially input into the L1T and

identified as L1A is accessible by the HLT, as well as tracker information. The HLT

acceptance must be determined within 220 ms per node to handle the 100 kHz input

rate from the L1T.

HLT algorithms of note are the anti-kT jet clustering algorithm [82, 83] to classify

light and heavy jets based on individual pT deposits. A crude description of this is:

considering a set of large, well-spaced energy deposits corresponding to a set of hard

jets, and a series of soft particles surrounding each energy deposit, then it is reasonable

to assume the deposits are a signature resulting from large pT jet showering in the

calorimeters. Soft deposits within a radius ∆R, defined in Eq. 3.6, of the largest jet

pT are attributed to that jet, giving it a circular conical shape; the hard jet with the

next largest pT is attributed the soft showering energy of the remaining deposits inside

radius ∆R. An illustration of this is provided in Fig. 3.11. Examples of this are the

AK4 jet, a light jet defined by a radius R = 0.4, and AK8 jets, termed fat jets, with

radius R = 0.8 often attributed to objects with boosted topologies. The HLT also

recalculates global quantities including p⃗T and p⃗miss
T , to greater accuracy than the L1T

measurement.

Classification algorithms are also employed in the HLT, an example being the

DeepCSV neural network which is used to tag b jets, with an efficiency of correctly

identifying a b jet of 68%, and a probability of misidentifying a light-flavoured jet
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Figure 3.11: The anti-kT algorithm for jet clustering into a single jet of radius ∆R and
momentum pT.

of 1% [84]. Particle flow (PF) reconstruction is a global event reconstruction algo-

rithm [85] that is designed to identify and reconstruct all final state particles from

an event. In these cases, the algorithms can be computationally exhaustive, therefore

for use in the HLT typically these are approximations of the intended-scale algorithm,

which can be run offline outside of the LHC cycle on the raw event data that is re-

tained. By the end of the paths, the event rate is reduced by a factor 100 to 1 kHz

for DAQ, with data saved to hard drives worldwide at a streaming rate of O(6 GB/s).

The data is then accessible for analysts, although some further central processing and

reduction may be necessary.

3.3.4 Data Reduction and Storage

Full event information from prompt online reconstruction is taken directly from the

HLT, containing raw detector details which is stored in ROOT file containers around

1 MB in size per event. Offline corrections and comprehensive object reconstruction

is performed afterwards, and stored in the RECO tier. The size of RECO data per

event can reach as much as 2-3 MB, therefore only a subset of this data is retained

for detector performance and low-level development studies. Typically, AOD files

are produced from the postprocessing of RECO tier files to contain only information
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required for analyses. These are nominally available, although again these are very

information-dense for Run 2, at around 500 kB per event.

To reduce the footprint of AOD files, a compression algorithm further removes

unnecessary information via slimming and skimming ROOT files. The former omits

entire branches from event trees, while the latter applies a selection to event trees,

with those failing omitted. This yields miniAOD files at 50 kB per event, and further

still nanoAOD files at O(1 kb) per event. NanoAOD uses the LZMA package to remove

more information and convert types e.g. from float64 to float32 precision. There may

be too little residue from the nanoAOD format for some analyses, however for analyses

orientated on invisible Higgs boson decays this is appropriate.

3.4 AutoDQM

AutoDQM is a statistical tool adapted to read from the CMS DQM stores and facilitate

the role of shifters in fast analysis of hundreds of histograms from a range of runs to

qualify readout data. An arsenal of statistical tests are available, both conventional

and ML-based, with its primary focus to spot hard-to-find issues faster than shifters.

Tests began with Run 2 data and have continued with Run 3 data using online and

offline resources. Full documentation for AutoDQM and its ML-orientated analogue

is available in Ref. [86, 87].

AutoDQM conventionally takes histograms from two different runs and compares

them. The histograms are taken from any part of the trigger, for example the layer 2

calorimeter trigger, and will analyse both 1D and 2D plots. For 2D histograms such

as η-ϕ occupancy or η-ϕ-pT plots, a pull value is calculated for each corresponding bin

between two histograms, given by

pull value =
(x1 − x2)

2

ϵ21 + ϵ22
, (3.11)

where xi is the bin population in histogram i, and ϵi is Poissonian error on the bin.

The result is a new 2D histogram that maps the pull value for each coordinate, with

some bins appearing empty (masks or dead towers) and some with a high value (hot

towers).

Another statistical test is the Kolmogorov-Smirnov (KS) test, applicable to 1D dis-

tributions. This test works by finding the distance between each corresponding point

in two comparison histograms, and qualifying the equality of the two distributions.

This ensures the test is sensitive to both location and shape of each histogram. For
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both the KS and pull-value test, plots are declared anomalous if some pull-value, KS

or χ2 threshold is exceeded. In other words, for a good reference run and an untested

run, the run would be declared bad if their histograms poorly match, due to too many

hot, masked or dead towers or zones based on the layer 2 calorimeter trigger. The ab-

normality threshold is set at a value according to input from the AutoDQM strategists

and by detector performance groups (DPGs) and detector experts.

AutoDQM has a series of subsystem or trigger level json files, containing the names

of and paths to the histograms of interest, and sets the statistical comparator(s) for

each histogram. Normalisation in 1D and 2D is also available, which is required when

comparing two runs with vastly different numbers of events. In η-ϕ plots, normalising

in ϕ helps to remove occupancy features due to the calorimeter substructure, such as

the barrel-to-EC boundary or barrel-to-EC occupancy variations. This approach still

retains all the holes and dead zone information in the comparison plots, and avoids

weighting the pull values by the error on the more populated distribution. The choice

to write files in this manner allows users to implement their own custom subsystems

and add them locally.

A demonstration of the AutoDQM GUI is shown in Fig. 3.12, displaying the output

for offline layer 2 histograms when comparing two 2022 runs. The reference run,

356902, is a run known to have been marked internally by CMS shift experts as a

golden, or certified data set. The data run, 356709, has been marked as a bad run

by shifters due to significant L1 jet pre-firing. This phenomenon occurs when the

ECAL trigger timing gradually shifts during data taking, and can vary depending

on the ECAL region. The GUI shows plots corresponding to the results of the KS

and pull-value tests for CenJets and EGamma (EG, or electron and photon objects)

distributions.

The corresponding run histograms from online DQM demonstrate the AutoDQM

process in 2D, as shown in Fig. 3.13 for the CenJets η-ϕ-pT distribution. The first

histogram is the distribution from the reference run, while the second is the bad run

due to pre-firing. During online DQM, this would have been flagged in the ECAL

output where particularly high pT is recorded in the central η-ϕ region. The third

histogram, taken from the pull-value test performed in offline AutoDQM, shows how

this region of high pT appears when compared to the reference run, and is quantified by

the pull value exceeding the normal threshold, therefore an anomaly has been found.

This illusrates that the use of conventional statistical tools in AutoDQM can perform

as well as shifters and DOCs.
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Figure 3.13: Input layer 2 CenJets η-ϕ-pT distributions from online DQM runs, with
the reference run 356968 (top) and the bad run 356709 (middle), where the resulting
pull-value test performed by AutoDQM offline shows the anomalous region of the bad
run in the central η-ϕ region, in red (bottom).
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3.4.1 AutoDQM ML

Further to the conventional statistical tests in AutoDQM, the implementation of prin-

cipal component analysis (PCA) and autoencoder (AE) ML methods is at the forefront

of AutoDQM development. These both use ML to visually judge anomalies in 1D and

2D based on a reference set of runs, rather than a single particular run, over which the

AE or PCA is trained. The objective is for the trained data set to learn the typical

structures of histograms, e.g. η and ϕ plots from good runs, and to use these to identify

bad runs based on anomalies potentially not visible by-eye to DQM shifters.

An AE is a type of neural network (NN) designed to learn an efficient representation

of some data without supervision. Crudely, it works as follows: the AE takes images as

input, then it encodes or compresses information about these images into latent space.

The compression imposes a bottleneck in the NN, that is to say a representation is

produced by forcibly reducing information in many dimensions into just a few key

descriptors. Without the bottleneck, no representation will be learnt and the input

will be memorised as-is, which is inefficient. However, for the representation to be

accurate, the input has to be correlated, i.e. there is some set of features or patterns

that are common across every bit of data in the input. After the bottleneck, the

representation is decoded or reconstructed and compared to the original input using

a loss function to test the AE performance. A graphic illustrating this chain is given

in Fig. 3.14. Fundamentally, an ideal AE will be sensitive enough to input that it

produces a good reconstruction, but insensitive enough to input to not memorise or

overfit during the training.

The AE trains the NN on the input data to recognise the structures in the image.

Anomalies are easier to flag when comparing an example histogram from a test run

to reconstructed version produced by the trained NN, and can be done unsupervised.

The point is that anomalies are intrinsically rare in runs: the rarer the better, as

they will more likely be distinguishable from the reconstruction that relies on many

reference good runs.

A rectified linear unit (RELU) activation function is required to ensure the re-

construction does not produce negative event counts, given the AE is not inherently

informed that negative counts is non-physical. This function is enacted on the last

layer of the decoding, and assigns any NN output with a negative number to a bin

with zero counts. This does not affect the tuning of weights in the functioning of the

AE, nor is the performance affected by applying the RELU function, by design: the

reconstruction is near-identical with and without this function.

The PCA is run in parallel with the AE, and is not as abstract a tool. The NN
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Figure 3.14: The steps of an AE to form a representation of the input data by com-
pressing it into the fewest dimensions possible using a bottleneck before reconstructing
the representation to compare to the original input using a loss function.

in PCA training is linear, whereas the AE can exploit learning non-linear behaviour.

This does not guarantee a better performance for the AE. The PCA workflow, outlined

in Fig. 3.15, has so far yielded a 0.25% false-positive score based on training with 1D

histograms from the CSC muon chamber subsystem.

The AE and PCA are trained on all 2022 CMS JetMET data sets within Run

block C, spanning runs 355862 to 357482 inclusive, that are verified as having good

data taking to produce CenJets ϕ and η-ϕ-pT distributions, according to CMS internal

data certification reports. The choice of a single run block for training ensures that

computation time is much shorter than multiple blocks, and ensures that the training

data set more precisely models the runs within that block, without biasing by blocks

produced under different running conditions. The exclusion of bad runs from the

training is to ensure that the NN neither learns any anomalous features nor biases

what the reconstruction of a good run should look like.

The reconstruction of the ϕ and η-ϕ-pT distributions in the AE and PCA are com-

pared against the original offline histogram for the bad run 356709, and is presented in

Fig. 3.16. Note that 2D histograms are projected into 1D histograms before being run

through the AE or PCA, which both saves on computation time and better illustrates

discrepancies in the output evaluation stage. A ratio of the event fraction in each

bin between the reconstruction and original histogram is also presented below each

plot. For this run, it is visually clear that the reconstruction is heavily biased by the

trained data set, and as such is a poor description of the original histogram. The sum
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Figure 3.15: The steps for a PCA-trained workflow, from input to output and flagging.
This operates much the same as the AE but only uses a linear function for dimension
reduction in the compression stage.

of squared errors score (SSE) is a performance metric that calculates the difference

between the original and reconstructed distributions. The SSE anomaly threshold is

yet to be determined for layer 2 for the AE and PCA.

For comparison, the reconstruction of the ϕ and η-ϕ-pT distributions taken from a

certified good run are presented in Fig. 3.17. Here, the SSE scores for the PCA are

≈ 1000 times smaller than for the bad run, while the AE is only ≈ 1.5-2 times smaller.

This would suggest the PCA is performing far better in this scenario, although further

studies are necessary before drawing conclusions. So far, studies like this have been

performed across all runs marked as bad in 2022 Run block C, and the SSE scores

compared to test the AE and PCA performances in correctly marking runs as good

or bad. This also allows a performance evaluation of these NN on a cause-by-cause

basis, where multiple issues are flagged in data certification reports that have caused

a run to be bad, including large trigger dead times, and HCAL exclusion due to faulty

readout.

Currently, the AE and PCA are completely abstract, and have no initial bias to-

wards any input histogram features. It is possible to introduce a pre-programming

that biases towards symmetry in η hemispheres or anomalously high peaks, which

would be better-informed to identify bad runs without compromising the NN’s objec-
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Figure 3.16: Reconstructions of CenJets ϕ and η-ϕ-pT distributions from the AE (orange)
and PCA (green), taken from bad run 356709 in which a significant amount of L1 pre-
firing has occurred, and overlaid on the original histogram for that run. The SSE is an
effective χ2 measurement between the original and reconstructed histograms.

tives. Larger-scale performance of the AE and PCA is also envisioned, with perfor-

mance plots underway that would depend on the average number of histograms flagged

as anomalous that are certified good runs versus the average number of histograms

flagged that are from bad runs, and measures of the runs with at least N runs flagged
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Figure 3.17: Reconstructions of CenJets ϕ and η-ϕ-pT distributions from the AE (or-
ange) and PCA (green), taken from the good run 356968, and overlaid on the original
histogram for that run. The SSE is an effective χ2 measurement between the original
and reconstructed histograms.

as anomalous, where N is expected to be a small number < 10.



Chapter 4

Event reconstruction and

simulation

The main signal processes studied in this analysis are ttH and VH (illustrated in

Fig. 1.1), where the final states are fully hadronic. Additional signal contributions from

VBF and ggH topologies are also accounted for. The typical signature for H → inv

decays is a high pmiss
T in the event. Background signatures that mimic H → inv signal

include the lost lepton processes, ℓlost (where ℓ is either a µ or e), where a W boson

decays semi-leptonically (W→ ℓν) with the charged lepton failing reconstruction or

falling outside of the detector acceptance, and cannot be reduced by simply remov-

ing a charged lepton. The resulting signature is a large pmiss
T as the charged lepton

is lost in the detector. Processes falling under the ℓlost umbrella include W(ℓν) +

jets, tt, ttX where the associated X is any boson W, Z, γ, or a visibly decaying H,

and single t quark production. Similarly, processes where a Z boson decays invisibly

(Z → inv) mimic the H → inv signal, which involves a Z boson decaying to two neu-

trinos (Z→ νν). The Z → inv contribution can be estimated based on kinematically

similar processes, including Z(ℓ+ℓ−) + jets, Drell-Yan (DY, or Z/γ∗(ℓ+ℓ−) + jets), γ +

jets, and diboson (VV) and triboson (VVV) production. The background due to QCD

multijet processes typically doos not have a large genuine pmiss
T , however due to their

large production cross section, even a small fraction of events where a high pT jet is

mismeasured, is affected by detector noise, or falls outside of the detector acceptance

has the potential to contribute to the hadronic H → inv background. These tend to

dominate at low pmiss
T , hence can be mitigated by selecting signal from a high pmiss

T

region. Representative diagrams for ℓlost, Z → inv, and QCD multijet processes are

provided in Fig. 4.1.

The physics objects considered in this analysis, including muons, electrons, pho-
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Figure 4.1: The representative Feynman diagrams for the ℓlost, Z → inv, and QCD mul-
tijet background processes.

tons, and jets, comply with specific identification working points (WPs) as recom-

mended by the various Physics Object Groups (POGs) of CMS. The object samples

have varying degrees of efficiency and purity depending on the tightness of the WP

criteria. A tighter (looser) criteria will produce a sample of greater purity (efficiency).

Tight, loose, and medium WPs are considered for different objects, for both selecting

and vetoing events containing certain objects.

The following chapter serves as a preamble to the analysis, introducing the software

used for the analysis in Sec. 4.1, followed by the data and simulated samples in Sec. 4.2

that are used, including their generators, their simulated precision in QCD and EW

production, and details of higher order corrections applied. The methods by which

events are reconstructed in the detector, including the definitions of objects found in

the detector that are relevant to the analysis, are described in Sec. 4.3.

4.1 Software

This analysis makes use of the NanoAOD-tools [88] toolkit for the purposes of

skimming large input NanoAOD [89] to more manageable sizes. This is necessary

when acquiring data and simulated sample sets from NanoAOD in a format ready for

use by analysers. Having lightweight, flat ROOT trees as input provides the option

of having additional branches containing analysis specific variables without suffering

a huge loss in storage capacity. Their creation is done by building on top of modules

that are officially provided by the CMS experiment using NanoAOD-tools. This

streamlined nature of the NanoAOD samples and the flexibility of the accompanying

NanoAOD-tools software also provided a good basis to reduce the processing time

of samples for the analysis fromO(weeks) toO(days). Analysis-specific modules enable

actions such as: preselection by taking only the relevant triggers into account, creation
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of new object collections while applying all POG-recommended definitions, applying

triggers and filters to available events, and many more.

The Faster Analysis Software Taskforce (F.A.S.T.) [90] data processing

package is also used extensively, which allows users to perform analysis on dataframes

synthesised from flattened NanoAOD files, bypassing direct interaction with ROOT.

The F.A.S.T. package is primarily used for applying trigger filters and offline selec-

tion. The toolkit provides a series of packages that can be tailored for use in analyses.

First, skimmed trees are referenced with the F.A.S.T.-curator[91] package. The

F.A.S.T.-carpenter [92] package is the primary tool used to process data in the

analysis, and streamlines the production of dataframes by bypassing direct user inter-

action with ROOT. Instead, the user feeds a file configuring, for example, definitions of

new variables, systematic weights, event selections, and variables to store, that is then

interpreted by F.A.S.T.-flow [93] at run time to F.A.S.T.-carpenter. F.A.S.T.-

carpenter then utilises vectorisation and batch computing to process events quickly

and produce binned pandas dataframes. The dataframes can be multidimensional

and include systematic weights, ideal for visualisation with F.A.S.T.-plotter [94]

to produce histogram-style figures. The F.A.S.T.-caliper package is also used to

optimise signal selections for given variables in multiple dimensions, by computing

the cumulative total of yields bin-wise to obtain significance maxima in 1D and 2D

corresponding to the boundary on which to make the selection. Dataframes are avail-

able as input for other tools made use of in the subsequent steps of the analysis,

such as F.A.S.T.-datacard [95], a tool which produces datacards for the CMS Hig-

gsCombine statistics package [96] that performs the final fit and returns the limit on

B(H → inv).

4.2 Simulated samples

The analysis of the ttH and resolved VH channels in fully hadronic final states makes

use of CMS data collected during the data-taking period of 2016–2018, corresponding

to an integrated luminosity of 138 fb−1. The data recorded by the CMS detector is

supplemented by simulated events generated typically under SM assumptions. Simu-

lations such as these helped in the development of the CMS detector for the higher

luminosity Run 3 conditions, as well as for testing performance of proposed detectors

for future colliders. Simulated samples are also useful in studying the kinematics of

signal processes in searches beyond the SM (BSM) and background processes kinemat-

ically similar to the signal. The samples in this analysis are generated using Monte
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Carlo (MC) sampling. MC-generated results can be parametrised according to the SM

or any BSM or DM models that provide signal and background samples on which to

perform analyses alongside data. Large numbers of simulated events are generated to

minimise statistical uncertainty, where the generation relies on random Gaussian-based

sampling.

To simulate an event, first the hard scattering process is modelled, typically to LO,

and in some cases where the theory is better-understood to greater precision, in either

MadGraph5 aMC@NLO version 2.4.2 or higher [97] (which can generate processes

at LO or NLO) or POWHEG v.1.0 or higher [98] matrix element (ME) generators.

The ME is encoded with the maximum amount of information available for a hard

scattering event, with which soft processes such as parton showering, hadronisation,

and other underlying event properties can be simulated. Showering from the hard pro-

cess incurs the simulation of free quarks and gluons fragmenting and radiating at high

energies. The showered partons then form visible particles via hadronisation in the

simulation. Information underlying the event such as softer collisions with the incident

partons not involved in the hard scattering are also simulated. All three stages are re-

ferred to as parton showering simulation, and are modelled by the FxFx [99] matching

scheme for MadGraph5 aMC@NLO-generated samples, and by Pythia8 [100] for

POWHEG-generated samples. The Pythia8 event tune CUETP8M1 (CP5) is used

for the 2016 (2017–18) data-taking periods [101]. Samples for 2016 (2017 and 2018)

make use of the NNPDF3.0 LO or NLO (NNPDF3.1 NNLO) PDFs [102]. Finally, the

simulated samples are postprocessed similarly to real data, ensuring that simulation

more accurately represents the data. Postprocessing is performed by propagating all

final state particles through a simulation of the CMS detector using the Geant4 [103]

toolkit, which recreates the conditions and geometry of the detector and reconstructs

physics objects from simulated collisions. With Geant4, the response of the CMS

subsystems to simulated events is mimicked in the event reconstruction. The resulting

samples are then ready for use in the analysis.

The signal processes VBF, VH, ttH, and ggH are simulated with POWHEG

v.2.0 [104–107] at NLO accuracy in QCD. These samples require the 125 GeV SM

Higgs boson to decay to four neutrinos (H → ZZ∗ → 4ν) with a branching fraction of

unity. The cross sections are appropriately normalised to the corresponding SM pre-

dictions computed at NNLO (VBF and VH), NLO (ttH), and next-to-NNLO (N3LO)

(ggH) accuracy in QCD corrections, and to NLO accuracy in EW corrections [108].

Exceptionally, the gg → Z(qq)H sample is generated at NNLO accuracy in QCD cor-

rections. The signal sample specifications are summarised in Table 4.1.
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Table 4.1: List of signal processes used in the analysis, with their production cross
sections and precision of cross section corrections in QCD and EW production. In all
cases these samples are generated in POWHEG v.2.0.

Process Subprocess Cross section / pb−1 QCD precision EW precision

VBF 3.77 × 100 NNLO NLO

V(qq)H 2.24 × 100 NNLO NLO
W+(qq)H 8.31 × 10−1 NNLO NLO
W−(qq)H 5.27 × 10−1 NNLO NLO
Z(qq)H 8.80 × 10−1 NNLO NLO

ttH 5.07 × 10−1 NLO NLO

ggH 4.86 × 101 N3LO NLO
gg → Z(qq)H 1.23 × 10−1 NNLO NLO

Simulated samples of background processes are typically generated to the highest

precision available, however in some cases a lower-order accuracy is corrected to match

that of a higher order. This is performed for samples where the higher-order sample

is not available centrally or the agreement between data and simulation is poorer.

The largest background contribution is from V + jets processes, where samples are

generated at LO accuracy using MadGraph5 aMC@NLO v.2.6.5 with up to four

partons in the final state using the MLM [109] matching scheme. The V + jets samples

cover the processes: Z(νν) + jets, for which two or more jets are produced from QCD

vertices, or two or more jets are produced from EW vertices; DY, or Z/γ∗(ℓ+ℓ−) + jets,

where at least two jets are produced from QCD vertices only, and a requirement that

the dilepton mass mℓℓ > 50 GeV is applied to ensure DY production is from the Z

boson peak; and W(ℓν) + jets, where at least two jets are produced from QCD or EW

vertices. The V + jets samples are generated in bins of the hadronic transverse energy,

HT, which is the scalar sum of jet pT reconstructed at the generator level. Formally,

for each jet j in an event with transverse momentum pT,j,

HT =

jet∑
j

pT,j. (4.1)
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The simulation at LO is corrected to account for missing higher-order diagrams using

K-factors, equal to the ratio of the NLO-to-LO cross section, that are derived from the

analogous MadGraph5 aMC@NLO-generated NLO QCD V + jets sample [110],

with up to two partons in the final state. The K-factors are extracted differentially as

a function of the pT of the V boson, pVT, and the pT of the leading jet, the jet with the

largest pT in an event, p j
T,1. Additionally, γ + jets processes, which are kinematically

similar to V boson production in VH topologies, are generated at NLO in bins of the

pT of the photon, pγT. The binning scheme is defined at the ME level to increase the

statistical precision in the region containing a single high-energy photon that is probed

by the analysis.

The signal-like ZH production, where the Higgs boson decays as H → bb, is a

relatively small background, given the small cross section for H(bb) decay from ZH

production, and is generated at NLO using MadGraph5 aMC@NLO v.2.6.5 for

2016 samples, and POWHEG v.2.0 [111] for 2017 and 2018 samples.

Background tt + jets, ttX + jets (where X is any boson γ, V, or a visibly-decaying

Higgs boson), and single t quark processes can contribute significantly to the ℓlost back-

ground in ttH searches, where W(ℓν) boson decay can result in genuine, large pmiss
T

in the event following the decay of the t quark(s). The largest t quark background,

QCD-induced tt + jets production, is generated at NLO with POWHEG v.2.0 [112,

113] with up to two additional partons in ME computation. This includes the sce-

narios for which the tt system decays to a hadronic, semi-leptonic and dileptonic final

state. The t quark pT spectrum is corrected to match the spectrum obtained from

NNLO QCD + NLO EW simulation, following the method in Ref. [114].

Rare ttX + jets backgrounds include ttγ + jets, ttW + jets, and ttX + jets pro-

cesses, and are generated using MadGraph5 aMC@NLO v.2.6.5, with subsequent

decays generated using MadSpin [115] to account for spin correlations in the for-

mer two cases. The ttH + jets sample, for which the H decays to visible states, is

generated using POWHEG v.2.0. Single t quark generation is EW-induced in s, t

and tW channels using MadGraph5 aMC@NLO v.2.6.5, POWHEG v.2.0, and

POWHEG v.1.0 [116], respectively. For the t-channel, decays of the W boson ex-

changed between the initial state quark and b quark are exceptionally modelled using

MadSpin [115].

The multiboson processes VV and VVV are subdominant backgrounds in which at

least one V boson decays leptonically, thereby producing jets and a large pmiss
T in the

final state. Diboson processes WZ and ZZ are generated at NLO using Pythia8, while

the WW diboson process is generated at NNLO in QCD using POWHEG v.2.0 [117].
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Triboson events are generated at NNLO using MadGraph5 aMC@NLO v.2.6.5.

The QCD multijet samples are generated at LO using MadGraph5 aMC@NLO

v.2.6.5 in exclusive ranges of HT, which increases the statistical precision in the non-

leptonic, non-photonic regions studied by the analysis. A summary of the background

processes, their precision in EW and QCD generation, and their relative cross sections,

are presented in Table 4.2.

Table 4.2: List of background processes used in the analysis, with their production cross
sections above HT > 200 GeV, and their precision in QCD and EW (where applicable).
In some cases, corrections at higher orders are applied to the samples via method of
cross section reweighting, as stated below.

Process QCD EW Cross section (pb) Corrections

Z(νν) + jets LO LO 1.25 × 102 NLO QCD and EW reweighting
DY + jets LO LO 5.84 × 101 NLO QCD and EW reweighting

W(ℓν) + jets LO LO 5.41 × 102 NLO QCD and EW reweighting
γ + jets NLO NLO 1.21 × 103

ZH(bb) NLO NLO 7.91 × 10−1

tt + jets NLO — 8.32 × 102 NNLO QCD and NLO EW reweighting
ttX + jets NLO — 5.48 × 100

Single t (s-channel) — NLO 1.03 × 101

Single t (t-channel) — NLO 2.20 × 102

Single t (tW -channel) — NLO 7.17 × 101

WW NNLO — 1.19 × 102

WZ, ZZ NLO NLO 6.37 × 101

VVV NNLO NNLO 4.30 × 10−1

QCD multijet LO LO 1.92 × 106

4.3 Event reconstruction

Final-state particles of interest to the analysis include light-quark jets, leptons, pho-

tons, b-quark jets, and heavy Lorentz-boosted objects such as t quarks and W bosons.

Before categorising events based on the particles in the final state, a discussion on the

techniques used to identify and reconstruct PF candidates must first be addressed. For

some physics objects, different identification and requirement definitions are used de-

pending on whether to select a hadronic or leptonic/photonic final state, which affects

the purity of the corresponding region in desired events. An increase in the purity of

the reconstruction of an object is generally at the expense of the efficiency with which

that object is reconstructed. Such a consideration is necessary when defining a region
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based on the identification of an object in an event, or the removal (or veto) of events

containing that object from a region.

Candidate leptons and photons are required to have a sufficiently high pT to be

confidently identified and reconstructed above detector noise and background contri-

butions O(GeV), and be detected within the acceptance of the subsystem that targets

them. Additional criteria depend on the tightness of isolation of a given particle (lep-

ton or photon), or the relative energy of that particle within a cone of small (tight)

or large (loose) radius, which are used in muon, electron, and photon event recon-

struction. Candidate muons require pT > 10 GeV and |η| < 2.4 [74]. For electrons

and photons, reconstruction is performed such that the EM shower that they produce

in the ECAL is contained entirely in the EB or in the EE, so candidates are not

considered for reconstruction within the ECAL transition region of 1.44 < |η| < 1.57.

Candidate electrons require pT > 10 GeV and either |η| < 1.44 or 1.57 < |η| < 2.5 [68],

and candidate photons pT > 15 GeV and either |η| < 1.44 or 1.57 < |η| < 2.5 [68].

Hadronically-decaying candidate tau leptons require pT > 20 GeV and |η| < 2.3 [118].

To mitigate any overlap between muon, electron, and photon collections, either due to

misreconstruction or genuine physics processes producing such particles in close prox-

imity, a particle identification hierarchy is established within each event. Electrons

are removed from events containing loose muons if they are located within a cone of

∆R < 0.3 of the muon direction. Thereafter, photons are removed from events con-

taining loose muons and loose electrons if they are located within a cone of ∆R < 0.3

of the muon or electron direction. Finally, tau leptons are removed from all loose cor-

rections of muons, electrons, and photons if they are located within a cone of ∆R < 0.3

of the muon, electron, or photon direction. Loose identification and isolation criteria

are used to veto on events in the hadronic regions that contain leptons or photons,

which have efficiencies of > 99, ≃ 95, and ≃ 90% for loosely-isolated muons, electrons,

and photons, respectively. Tight and loose identification and isolation criteria are used

to select and count muons, electrons, and photons for non-hadronic events, which are

found to enhance the purity at little expense to the efficiency. These achieve typical

efficiencies of ≃ 95, 70, and 70 (≃ 98, 95 and 90)%, for tight (loose) muons, electrons,

and photons, respectively.

Jets are reconstructed by clustering all PF candidates originating from the PV

with the anti-kT jet clustering algorithm [82, 83], using a distance parameter R = 0.4

(AK4). This requires a separation of ∆R > 0.4 from any muons, electrons, or photons

previously identified. The jet momentum is calculated as the vectorial sum of all

particle momenta within the jet cluster, which in simulation is on average within 5
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and 10% of the true momentum across the full pT spectrum and detector acceptance.

Charged hadron subtraction (CHS) [119] is then applied to remove charged particles

from pileup vertices [120]. To ensure the measured jet energy matches that of the

particle level jets, jet energy corrections (JEC) derived from simulation as functions

of pT and η are applied for jets with pT > 15 GeV. Further corrections are performed

for residual discrepancies between the jet energy scale (JES) in data and simulated

samples [119]. Additionally, each jet must pass selection criteria to filter jets adversely

affected by instrumentation or reconstruction failure. The jet energy resolution (JER)

in simulated samples is smeared to match that of the data, given the JER in the data

is poorer, typically corresponding to between 15 and 20% at 30 GeV, 10% at 100 GeV,

and 5% at 1 TeV [119].

An additional series of tight identification criteria are applied to jets as recom-

mended by the Jet POG, which vary depending on their location in the detector and

the data-taking year, and conditionally for the veto of leptons in the data. These de-

pend primarily on the energy fraction, fE, defined as the fraction of energy attributed

to a given reconstructed object within a PF jet, and the multiplicity of various PF

objects, N . The criteria for jets in 2016 data comply with the requirements of the tight

WP for the pileup identification algorithm [121] that ensures jets are not reconstructed

from pileup vertices. The algorithm trains a boosted decision tree on 2016 samples,

factoring in tracker information and object multiplicity. For 2017 and 2018 data, tight

jet identification conditions are required only for jets with pT < 50 GeV, with no

requirements necessary for higher pT jets. Also for 2018 data, the inner η region is

increased from |η| < 2.4 to |η| < 2.6 following an extension of the tracker subsys-

tem. The requirements for all years are applied to the energy fractions attributed to

muons (fµ
E), and neutral and charged hadrons (fh0

E and fh±
E ) and EM showers (fEM0

E

and fEM±
E ), for jets with pT >15 GeV, consistent with the recommendations from the

Jet POG presented in Table 4.3, and taken from internal studies performed by the

JetMET POG. The AK4 jets require pT > 30 GeV and |η| < 5.0, that they are tightly

identified, and that those associated with loose leptons and photons located within a

cone of ∆R < 0.4 of the jet direction are removed. These jet identification criteria en-

sure a high AK4 jet purity while achieving an identification and background rejection

efficiency of > 98% in all detector regions.

A series of filter selections are applied to remove events that are poorly measured

or misreconstructed either in data or simulation, and are applied across all years.

The filters discriminate primarily according to the PF jet energy fractions for various

particles, and vary according to the region of the detector in which the objects are
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Table 4.3: The requirements applied to data for jet candidates with pT >15 GeV to pass
the tight jet identification conditionally with a lepton veto (denoted ∗), for 2016, 2017,
and 2018, respectively. Note that requirements are applied to data with an inner region
of |η| < 2.4 for 2016 and 2017, and |η| < 2.6 for 2018. The Jet POG recommendations
are taken from internal studies performed by the JetMET POG.

Criterion |η| < 2.4 (2.6) 2.4 (2.6) < |η| < 2.7 2.7 < |η| < 3.0 |η| > 3.0

fh0
E < 0.9 < 0.9 < 0.98 > 0.02

fEM0
E < 0.9 < 0.9 > 0.01 < 0.9

Nconstituents > 1 > 1 — —
Nneutral — — > 2 > 10
fh±
E > 0 — — —

fEM±
E < 0.99 (0.90∗) — — —

Ncharged > 0 — — —
fµ
E < 0.80∗ < 0.80∗ — —

fh0
E < 0.9 < 0.9 — > 0.02

fEM0
E < 0.9 < 0.9 [0.02,0.99] < 0.9

Nconstituents > 1 > 1 — —
Nneutral — — > 2 > 10
fh±
E > 0 — — —

fEM±
E < 0.80∗ — — —

Ncharged > 0 — — —
fµ
E < 0.80∗ < 0.80∗ — —

fh0
E < 0.9 < 0.9 — > 0.02

fEM0
E < 0.9 < 0.9 [0.02,0.99] < 0.9

Nconstituents > 1 — — —
Nneutral — — > 2 > 10
fh±
E > 0 — — —

fEM±
E < 0.80∗ < 0.80∗ — —

Ncharged > 0 > 0 — —
fµ
E < 0.80∗ < 0.80∗ — —

located. These include a filter that rejects events containing forward jets (> 2.4) with

pT > 50 GeV, as these are more susceptible to mismeasurement during reconstruction.



4.3. Event reconstruction 75

This filter also reduces background contributions, given the signal topologies probed

are more likely to be located in the central regions of the detector. More stringent

neutral and charged hadron fraction requirements are applied than those imposed by

the tight jet identification conditions, focused on the leading (subleading) jets, with

events retained if fh0, j
E, 1(2) < 0.8 and fh±, j

E, 1(2) > 0.1. A muon jet filter is applied that

requires all jets with pT > 200 GeV to have fµ
E < 0.5, or the azimuthal separation

between the p⃗T of a jet and p⃗miss
T , |∆ϕ(p⃗miss

T , p⃗T,1234)| < π−0.4, in order to reject events

with misreconstructed muons.

Heavy-flavoured AK4 jets can be identified as b jets using the DeepCSV deep

neural network (DNN) algorithm [84]. The medium WP is adopted for the analysis,

where b jets with pT > 20 GeV are correctly identified with a probability of 80%, and

where a charm or light jet is misidentified as a b jet with 1% probability. For b jets

to be considered, a requirement of pT > 30 GeV and |η| < 2.4 (|η| < 2.5) is applied to

the AK4 jet collections produced for 2016 (2017 and 2018) samples that are the input

for the DNN. The medium WP corresponds to a DeepCSV b + bb identification

discriminator threshold of between 0.4184 and 0.6321 depending on the year of data

taking. Simulated events containing b jets are corrected to be in agreement with the

data by deriving efficiency corrections from data control samples. This is performed

separately for various final states, such as in events where tt decays into an opposite-

sign eµ pair, or in QCD multijet events.

The pileup per particle identification algorithm (PUPPI) [59, 60] is employed to

mitigate pileup effects at the reconstructed particle level by defining a local shape vari-

able that can discriminate between particles originating from the PV and from pileup

vertices. The reduction of the effect of pileup relies on mitigation techniques [122] that

filter energy deposits associated with pileup vertices and remove objects not associ-

ated with the PV. Charged particles originating from pileup are discarded. For neutral

particles, a local shape variable is computed based on the information from charged

particles in its vicinity that originate from the PV within the tracker acceptance, and

information from both charged and neutral particles outside this acceptance. The

momenta of neutral particles are then rescaled based on the probability that they

originated from the PV as deduced from the local shape variable [59].

When a high-pT t quark or V boson decays hadronically, a large set of collimated

particles crosses the detector. These can be clustered within a single jet of radius

R = 0.8 (AK8) using the anti-kT algorithm. In order to reduce pileup effects, PUPPI

PF candidates are used to seed the AK8 jet finder. The main feature that distin-

guishes hadronically decaying t quarks or V bosons from the fragmentation of a single
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quark or gluon is the jet mass. To improve the resolution, the modified mass-drop

algorithm [123–125] (also known as the soft-drop, SD) with angular exponent β = 0,

soft cutoff threshold zcut < 0.1, and characteristic radius R0 = 0.8 [126], is applied

to each AK8 jet to remove soft wide-angle radiation. In addition, a DNN classifier

called the DeepAK8 [127] algorithm is employed, which takes as input up to 100

constituent PF candidates, as well as information from up to seven secondary vertices,

and assigns a set of numerical scores to each reconstructed AK8 jet corresponding to

the probabilities that it originates from particular heavy resonance decays, for example

Z → bb, Z → qq (where q is a light or c quark), W → cs. Reconstructed AK8 jets

originating from t quarks (V bosons) are selected by requiring pT > 400 (200) GeV,

SD mass mSD between 120 and 210 (65 and 120) GeV, and a DeepAK8 probability

score for t quarks versus QCD (W bosons versus QCD) larger than between 72.5 and

83.4 (91.8 and 92.5)% depending on the year of data taking. The resulting t quark

(W boson) identification efficiency at the pT = 400 (200) GeV threshold is estimated

in simulation as 28 (25)%, with a 1% misidentification rate from QCD jets. Simulated

events containing AK8 jets are corrected to agree with the data using data-derived

efficiency correction factors, and dedicated JEC are also applied [127]. The corrections

and uncertainties to the JER and JES are also propagated in AK8 jets. Overlap mit-

igation between AK4 and AK8 jets is only required in the AK4 jet collection, given

AK8 jets are clustered from the same hadronic energy deposits as AK4 jets.

A series of filters for pmiss
T calculation follows the prescription recommended inter-

nally by the Missing Transverse Energy (MET) POG, which targets mismeasured p⃗miss
T

from various sources. The filters are applicable to data, and generally serve to negate

the effects of EE noise and crystal deterioration in the ECAL. These include a PV

filter to remove events that fail vertex quality criteria, a filter to address the beam halo

arising from undesired interactions with the LHC apparatus, a filter to reduce HB and

HE noise, a filter for dead trigger towers in the ECAL during reconstruction, and a

filter for low-quality PF muon events.

The ttH/resolved VH has been outlined, along with the most relevant background

processes highlighted, and the software used to perform the analysis described. The

considerations in this chapter have established the signal and backgrounds relevant to

the ttH and resolved VH channels, their relative abundance as determined from the

production cross sections, and how various PF candidates, such as leptons, photons,

jets and pmiss
T are defined. Pileup mitigation techniques, erroneous event filters, and

corrections to data and simulation are also touched upon, largely following the methods

recommended by the CMS Collaboration and associated POGs.
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Analysis strategy

Having established the data sets and software employed by the analysis, the strat-

egy by which B(H → inv) is extracted from data, and the methods by which the SM

background contributions are estimated, are outlined. The ttH and resolved VH final

states are required to be fully hadronic, for which a signal region (SR) is defined using

various kinematic considerations and lepton/photon vetoes to remove any leptonic fi-

nal states. The ℓlost and Z → inv background contributions in the SR can be estimated

using well-defined lepton and photon control regions (CRs); single-muon and single-

electron CRs are effective at estimating corrections to the expected simulated ℓlost

contributions, while dimuon, dielectron, and single-photon CRs are effective at esti-

mating corrections to the expected simulated Z → inv contributions. Where possible,

the CRs have identical kinematic requirements to the SR, and the lepton or photon

considerations are used in the region definition but otherwise ignored in the calculation

of event observables. To handle hadronic background contributions in the SR, angular

variables are introduced to target primarily QCD multijet and tt + jets backgrounds.

For QCD multijet specifically, a dedicated QCD-enriched hadronic sideband (HS) is

defined by inverting and constricting the QCD suppression selection applied to the

SR. An illustration of the SR and CR setup is provided by Fig. 5.1. As is standard

practice, studies are performed with data in the SR blinded to the analysers, to prevent

biasing of the final results1. In order to validate the analysis techniques in the SR, an

additional region adjacent to the SR and HS with identical lepton and photon vetoes,

referred to as the validation region (VR), is studied. This acts as a mirror for the SR,

with an intermediate level of QCD multijet background and signal presence versus the

SR and HS. And given this is not blinded, the VR allows for a direct comparison to

1Blind analysis can consist of using simulation-only results, data sampling, hiding parameters, and
performing the analysis with added random numbers, to verify selections and data sets.
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the effects on the SR caused by background suppression, selection optimisation, and

agreement between data and simulation.

 

Double 
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Figure 5.1: An illustration of the SR and CRs considered for the analysis, including
lepton/photon CRs used for the estimation of the ℓlost and Z → inv contributions to
the SR, and the QCD-enriched HS used to estimate QCD multijet background in the
QCD-suppressed SR.

The signal is extracted from a fit to the distribution of hadronic recoil (vector−−−→
recoil), which is defined as the vectorial sum of the p⃗miss

T and the pT of any selected

charged lepton(s) or photon in an event. In the SR, the hadronic recoil corresponds to

the pmiss
T , while in the CRs it effectively measures the pVT or pγT in the leptonic CRs or

photonic CR, respectively. This pT subtraction ensures good correspondence between

the SR and CRs. As with p⃗miss
T , and H⃗miss

T , the hadronic recoil is calculated using the

AK4 jet collection, therefore JECs are propagated through the use of the p⃗T-corrected

jets.

The initial selection collects events of interest via a suite of triggers whose require-
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ments are applied to variables calculated using PF candidates reconstructed at the

HLT. This trigger selection, along with a discussion on their selection efficiencies, is

detailed in Sec. 5.1. Following the trigger suite, a series of requirements are applied

that enhance the signal and optimise event quality for the hadronic recoil search, which

are described in Sec. 5.2. Event categorisation, namely in how the ttH and resolved VH

signals are defined, and the SM background estimations using the CRs, is explained

in Sec. 5.3.

5.1 Trigger selections and efficiencies

The trigger selections vary between regions and data-taking periods. Events in the SR,

HS, and the single-muon and dimuon CRs are collected using HLT selection criteria

on pmiss
T and the missing hadronic transverse energy, Hmiss

T , which is the magnitude

of the negative p⃗T sum of jets reconstructed at the HLT level with a pmiss
T threshold

of 30 GeV applied. Muonic contributions are subtracted from the computation of

PF pmiss
T and PF Hmiss

T to allow the same trigger to be used in the SR and the muon

CRs, which produces a typical trigger efficiency of > 90% for pmiss
T > 250 GeV. The

use of the combined pmiss
T and Hmiss

T triggers in the muon CRs instead of single-muon

triggers improves correspondence with the selection in the SR and minimises any

selection bias. Both the pmiss
T and Hmiss

T thresholds in 2016 (2017 and 2018) at the

HLT level vary between 90 and 120 (are equal to 120) GeV in these regions. A

subset of the data collected in 2017 has an additional trigger requirement of PF HT

> 60 GeV given this was not present in the trigger menu for the entirety of that

year. During data taking in 2017, EE noise at high |η| affected data quality, therefore

events from 2017 data and simulation are corrected to reduce the effect on PF jet and

pmiss
T measurements [128]. Additionally, for 2016 and 2017 data-taking periods, there

was an inefficiency due to the ECAL trigger pre-firing in the region |η| > 2.0 [129].

Consequently, a significant proportion of forward jets were mistakenly associated as

belonging to the previous bunch crossing, and many events were rejected due to failed

reconstruction. This resulted in events containing an electron or photon (jet) with

pT > 50 (100) GeV having an efficiency loss of up to 20%, depending on pT and η,

as estimated internally by the CMS Collaboration. Correction factors for this trigger

inefficiency are obtained from 2016 and 2017 data and applied to simulation samples

as a function of η, calculated in Sec. 6.2.2.

Events in the single-electron and dielectron CRs from the years 2016, 2017, and

2018 are required to pass a tight single-electron trigger with a pT threshold of 27, 35,
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and 32 GeV respectively, or pass a loose single-electron trigger with a pT threshold of

105, 115, and 115 GeV respectively, or pass a single-photon trigger with a pT threshold

of 175, 200, and 200 GeV, respectively. The single-photon trigger for 2016 is lowered

from 175 GeV to 165 GeV if the fraction of the HCAL-to-ECAL energy deposit is

below 10%. For 2016 and 2017 data in the electron CR, events passing the single-

photon trigger must also fail both the tight and loose single-electron triggers. The

low-threshold single-electron triggers require the electron candidate to pass a tight

isolation condition, while the high-threshold trigger imposes a looser selection on the

isolation to improve the efficiency at high pT. Photon events are required to pass the

single-photon trigger as described above. In simulation, the efficiency of electron and

photon event selection is corrected with data-derived efficiency factors.

During significant periods of data taking in 2018, the HCAL sector covering−1.57 <

ϕ < −0.87 and −3.0 < η < −1.39 was not functional. This is referred to as the hadron

EC module (HEM) issue, for which approximately 65% of certified CMS data was

affected. A HEM filter is therefore used to remove event data from the hadronic

regions with −1.8 < ϕ(
−−−→
recoil) < −0.6 if they contain jets within the affected region,

and similarly for the electron CRs. To ensure good correspondence between data and

simulation, the latter is reweighted to account for the efficiency loss.

5.1.1 Trigger efficiency

The trigger selection efficiency is estimated for both data and simulation in the single-

muon and dimuon regions as obtained using the combined PF pmiss
T and PF Hmiss

T

HLT paths, with the correction applied to the simulation. The efficiency in these

trigger selections is obtained from an orthogonal single-muon (dimuon) data set when

compared to the simulated W(ℓν) + jets (DY + jets) samples, with the muon p⃗T added

to event recoil to emulate the genuine pmiss
T in the single-muon (dimuon) CR. This is

to avoid biasing the uncertainty estimation. A curated suite of requirements imposed

offline on the single-muon data and W(ℓν) + jets samples (dimuon data and DY +

jets samples) is designed to recreate the region probed in the analysis, by requiring one

(two) tight muon(s) with pT > 30 (22, 11) GeV, two leading jets with pT > 80, 40 GeV,

Hmiss
T > 200 GeV, Hmiss

T /pmiss
T < 1.2, and no other lepton vetoes. The efficiency, ϵ is

computed for each pmiss
T interval, given by

ϵ(pmiss
T ) =

N(offline + trigger)

N(offline)
, (5.1)

where N(offline + trigger) is the number of events on application of the combined
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PF pmiss
T and PF Hmiss

T trigger and offline requirements to the single-muon (dimuon)

data set and simulated W(ℓν) + jets (DY + jets) sample, and N(offline) is the number

of events imposed by the offline selection alone. The combined PF pmiss
T and PF Hmiss

T

trigger efficiency is measured for individual years, presented for the single-muon data

and W(ℓν) + jets samples (dimuon data and DY + jets samples) in Fig. 5.2 5.3).

Trigger efficiency correction factors are defined as the ratio of ϵ between data and

simulation. The factors are applied to simulation, and presented in Fig. 5.4 in intervals

of pmiss
T , with larger pmiss

T intervals summed together to ensure a sufficient population of

events. An uncertainty of 2% is identified for each year to account for the uncertainty

in the trigger efficiency, extracted from Fig. 5.4 in the range pmiss
T < 800 GeV to cover

the bulk of the events and avoid effects due to low numbers of events in higher pmiss
T

intervals.
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Figure 5.2: Combined PF pmiss
T and PF Hmiss

T trigger efficiency in single-muon data and
W(ℓν) + jets MC samples for 2016 (top left), 2017 (top right), and 2018 (bottom).
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Figure 5.3: Combined PF pmiss
T and PF Hmiss

T trigger efficiency in dimuon data and DY
+ jets MC samples for 2016 (top left), 2017 (top right), and 2018 (bottom).

The efficiency of the trigger event selection in the single-electron, dielectron, and

single-photon CRs is measured following the methods described in Ref. [11] for the

combined boosted VH and ggH channels, and Ref. [8] for the VBF channel. In this

case, both the correction factors and their uncertainties are expected to be similar

between the analyses, where any effects on the corrections due to the larger jet activity

in ttH events are subdominant overall.

5.2 Offline event selection

The offline event selection is designed to refine the quality of events by selecting those

with a large amount of activity from jets and a sizeable hadronic recoil within all

regions. Signal purity is enhanced by selecting events with hadronic recoil > 200 GeV
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Figure 5.4: Trigger efficiency correction factors, or scale factors (SF = Data/Monte
Carlo) for 2016 (top left), 2017 (top right), and 2018 (bottom). A green band demarcates
the 2% uncertainty attributed to the trigger efficiency as measured in the ratio across
all pmiss

T intervals.

and Hmiss
T > 200 GeV, as imposed by the HLT, and requiring p j

T,1 > 80 GeV.

The quality of an event is a measure of how well reconstructed it is. In such events,

the hadronic recoil and Hmiss
T are in good agreement, which is assured via the require-

ment that Hmiss
T / recoil < 1.2, and azimuthal separation |∆ϕ(−−−→recoil, H⃗miss

T )| < 0.5.

For a well-defined hadronic region, an additional selection on pmiss
T is applied as cal-

culated using only charged PF particles, of p miss
T,track > 60 GeV, and azimuthal sepa-

ration |∆ϕ(−−−→recoil, p⃗ misstrack
T )| < 1. These ensure good correspondence in the hadronic

recoil distributions of the SR and HS as measured when charged lepton PF candi-

dates are included and excluded. In ttH events, this is further tightened by requiring√
(∆ϕ(

−−−→
recoil, p⃗ misstrack

T )2 + 4∆ϕ(
−−−→
recoil, H⃗miss

T )2) < 1.0, due to a small number of poorly-

described events. The consequence of this selection is minimal: the targeted events are
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removed, and there is neither a discernible effect on the shape of the hadronic recoil

distribution nor a bias introduced to the result.

Given the SR is similar to that of the other H → inv searches in the VBF channel [8]

and the ggH/boosted VH channels [11], there is a high potential for overlap across the

regions. A particularly severe contamination would impede the combination across

all channels, therefore event overlap is mitigated through additional selections in this

analysis. To facilitate the combination with the VBF analysis, a veto is implemented

via inversion of the kinematic selection of VBF topologies. This is performed by

removing events that fail any one of the following criteria: hadronic recoil > 250 GeV;

the pT of the subleading AK4 jet (i.e. the AK4 jet with the second largest pT in an

event), p j
T,2 > 40 GeV; the invariant mass of the two leading AK4 jets, or the dijet

mass, mjj > 200 GeV; the jets are well separated in η, such that |∆η(p⃗ j
T,1, p⃗

j
T,2)| > 1.0;

their azimuthal separation is sufficiently small, such that |∆ϕ(p⃗ j
T,1, p⃗

j
T,2)| < 1.5; and

the jets are in opposite η-hemispheres, such that ηj1 · ηj2 < 0. Additionally, events

containing highly forward AK4 jets are vetoed, by requiring |ηj1| < 2.4 and |ηj2| < 2.4.

Orthogonality with respect to leptonic ttH decays [12, 13] is accounted for with

requirements on the transverse mass, mT, which is the component of the invariant

mass in the transverse plane of a particle or set of particles. This is commonly used at

the LHC in the context of a set of decay products, where one of the daughter particles

is invisible, and contributes to the hadronic recoil instead. For a pair of daughter

particles, with pT of p⃗T,1 and p⃗T,2, and transverse energy ET,1 and ET,2, the mT of the

system is given by

m2
T = (ET,1 + ET,2)

2 − (p⃗T,1 + p⃗T,2)
2

= m2
1 +m2

2 + 2(ET,1ET,2 − p⃗T,1 · p⃗T,2),
(5.2)

which in the event that one daughter is invisible, and in the limit where the daughter

particles are highly energetic such that the rest mass m0 << pT, becomes

m2
T = 2pT · (|−−−→recoil|) · (1− cos(∆ϕ)), (5.3)

where ∆ϕ = ϕ − ϕ(
−−−→
recoil), and pT and ϕ pertain to the visible daughter particle. In

this case, the mT of the lepton and hadronic recoil combined (i.e. the component of

the invariant mass of the lepton and hadronic recoil in the transverse plane) requires

mℓ
T < 110 GeV to be applied in the single-lepton CRs, to be consistent with W boson

decay. A requirement on the dilepton mass mℓ+ℓ− < 120 GeV is implemented in the

dilepton CRs. The selection on mℓ+ℓ− is also subtly effective at suppressing ttH signal
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contamination in the CRs. The requirements implemented for the offline selection are

summarised in Table 5.1.

Table 5.1: The offline selections applied in the various regions probed by this analysis
in order to improve signal purity, event quality, and mitigate overlap with the regions
of other H → inv searches.

Variable Selection Purpose Region

Hadronic recoil > 200 GeV
Signal purity

All
Hmiss

T > 200 GeV All

p j
T,1 > 80 GeV All

Hmiss
T / recoil < 1.2

Event quality

All

|∆ϕ(−−−→recoil, H⃗miss
T )| < 0.5 All

p miss
T,track < 60 GeV SR, HS

|∆ϕ(−−−→recoil, p⃗ misstrack
T )| < 1.0 SR, HS

|η1|, |η2| < 2.4

Analysis orthogonalisation

All
VBF signal Veto by inversion All

mℓ
T < 110 GeV Single-lepton CRs

mℓ+ℓ− < 120 GeV Dilepton CRs

5.3 Event categorisation

Having established the region definitions, and refined the purity and quality of the

selected events, the next stage is to establish how the final states are categorised

into the ttH and resolved VH topologies, and how the CRs are used to estimate

the SM background contributions within each channel. There are three categories

of hadronic final state sought, the first requiring at least one boosted t quark or W

boson, belonging to boosted ttH topologies. Events without boosted objects require

at least one b jet, targeting the resolved ttH topology. Both topologies in the ttH

category require at least 5 AK4 jets. Finally, the remaining events are allocated to

the resolved VH topology if they contain two resolved AK4 jets with a dijet mass of

65 < mjj < 120 GeV, compatible with that of a V boson. Within each category, events

are subcategorised according to the AK4 jet (nj), b jet (nb), boosted t quark (nt), and

boosted W boson (nW) multiplicities. Subcategories bear a p j
T,2 restriction to improve

event quality, with a requirement of p j
T,2 > 80 GeV in the ttH category to suppress
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background processes, and p j
T,2 > 30 GeV in the VH category to ensure the presence

of a second AK4 jet but with a sufficiently high pT threshold to be significant against

background contributions.

The expected number of events categorised in the SR according to this prescription

can be much smaller for some subcategories than others, especially at high hadronic

recoil. This is addressed by modifying the width of the hadronic recoil intervals for

some subcategories, to improve the statistical precision of those with only O(1-10)

events. The lower recoil bound of 200 GeV is imposed by the trigger selection, and

increases in intervals of 100 GeV to 500 GeV, after which the recoil interval has no

upper bound. This is imposed to ensure the population of the highest interval in

the dilepton CRs is sufficiently large. The binning regime is common between the

SR and CRs to ensure good correspondence between the events in each region and

hadronic recoil interval. By the same argument, the highest interval is combined

with lower recoil intervals for ttH 2Boosted1b and 2Boosted2b, and VH 2j1b and

2b2b subcategories. The definitions and binning regime in hadronic recoil for each

subcategory are optimally selected to achieve a set of event samples with high purity

for a given production mode, and minimal background contamination or signal cross

contamination. Optimisation is determined using figures of merit, such as the expected

significance, Zexp, between signal S and background B yields, equal to

Zexp =
S√

B + σ2
B

, (5.4)

in the Poissonian regime, for a systematic uncertainty of σB. This is an effective

measure of a signal count being statistically significant above a background fluctuation,

where one standard deviation in the background B is equal to
√
B. The peak in the

figure of merit for the distribution of a given variable corresponds to its selection

threshold. Another figure of merit is the Asimov significance, given by

ZA =

√√√√2

(
(S +B) ln

(
1 +

S

B

)
− S

)
, (5.5)

when not accounting for the systematic uncertainty, and

ZA =

√√√√2

(
(S +B) ln

(
(S +B)(B + σ2

B)

(B2 + (S +B)σ2
B)

)
−
(
B

σB

)2

ln

(
1 +

Sσ2
B

B(B + σ2
B)

))
,

(5.6)
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when σB is assumed to be 5%. In the limit S << B, ZA ≈ Zexp is retrieved [130]. The

Asimov significance is typically adopted in LHC and other HEP analyses, where the

convention is to estimate a likelihood ratio for hypothesis testing. In the asymptotic

limit of such large sample sizes as those available at the LHC in data and simulation,

ZA is an appropriate measure of the significance [130, 131].

In the resolved ttH category, one of the largest backgrounds is due to tt + jets

events. The topologies of the tt and ttH systems in the transverse plane are depicted

in Fig. 5.5 (upper) along with the
−−−→
recoil, where t quarks are highly boosted and emitted

back-to-back from the IP, while in the ttH system the tt pair tends to be boosted into

the opposite azimuthal hemisphere to that of the invisibly-decaying Higgs boson. The−−−→
recoil is therefore often correlated with the p⃗T of one of the two b jets produced

in the tt system, however is typically aligned with the Higgs boson direction in the

ttH system. By considering pairs of selections according to the azimuthal separation

between p⃗ j
T,1, the leading b jet p⃗T, p⃗

b
T,1, or the subleading b jet p⃗T, p⃗

b
T,2, and

−−−→
recoil,

|∆ϕ(−−−→recoil, p⃗ j
T,1)|, |∆ϕ(

−−−→
recoil, p⃗ b

T,1)|, or |∆ϕ(−−−→recoil, p⃗ b
T,2)| respectively, it is possible to

mitigate the presence of tt + jets background in ttH events with fully resolved hadronic

t quark decays. An additional requirement ensures that the leading AK4 jet is not

the leading b jet when measuring |∆ϕ(−−−→recoil, p⃗ j
T,1)|. These angular variables prove to

be sensitive to the tt + jets background, and are an effective discriminator between

this and ttH signal, as demonstrated in Fig. 5.5 (lower). Here, events containing

resolved ttH topologies are used to measure the correlation between |∆ϕ(−−−→recoil, p⃗ b
T,1)|

and |∆ϕ(−−−→recoil, p⃗ j
T,1)| (|∆ϕ(

−−−→
recoil, p⃗ b

T,2)|) for resolved ttH events containing one b jet

(at least two b jets).

The optimisation of the selection for |∆ϕ(−−−→recoil, p⃗ b
T,1)| and |∆ϕ(−−−→recoil, p⃗ j

T,1)|, and
|∆ϕ(−−−→recoil, p⃗ b

T,1)| and |∆ϕ(−−−→recoil, p⃗ b
T,2)|, is performed on ZA in 2D using the F.A.S.T.-

caliper package [132]. The cumulative total of S and B is computed bin-wise in 2D

to find a maximal regional value for ZA for σB = 5%. The significance distribution and

the resulting F.A.S.T.-caliper output is illustrated in Fig. 5.6 in the case of the two

b jet resolved ttH subcategories, with the optimal requirements |∆ϕ(−−−→recoil, p⃗ b
T,1)| > 1.0

and |∆ϕ(−−−→recoil, p⃗ b
T,2)| > π/2 indicated.

The category definitions and the hadronic recoil binning regime optimised for signal

selection, along with the tt + jets suppression requirements, are presented in Table 5.2.

5.3.1 ℓlost and Z → inv background estimation

The single-lepton CRs are used to calculate the background contributions due to ℓlost

processes in the SR, which mainly appear in the ttH and VH 2j2b categories. In
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Figure 5.5: Upper: The topology of the tt and ttH system in the transverse plane of the

detector, where the
−−−−→
recoil, denoted by a solid arrow, is typically aligned with the leading

or subleading b-jet direction in tt events, and aligned with the invisibly decaying Higgs

boson in ttH events. Lower: The distribution of tt and ttH processes in |∆ϕ(
−−−→
recoil, p⃗ b

T,1)|
and either |∆ϕ(

−−−→
recoil, p⃗ j

T,1)| (for the 5/6j1b subcategories) or |∆ϕ(
−−−→
recoil, p⃗ b

T,2)| (for the

5/6j2b subcategories), demonstrating the alignment or anti-alignment of
−−−−→
recoil com-

monly with the lead b jet for tt processes, and the lack of correlation with the presence
of the invisibly decaying Higgs boson in ttH processes.



5.3. Event categorisation 89

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

1.
4

1.
6

1.
8

2.
0

2.
2

2.
4

2.
6

2.
8

3.
0

(pmiss
T , pb

T, 1)

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0

(p
m

iss
T

,p
b T,

2)

1e-2

1e-1

Z A
(

B
=

5%
)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
| (pmiss

T , pb
T, 1)|

0.050

0.075

0.100

0.125

0.150

Si
gn

ifi
ca

nc
e

ZA( B = 5%)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
| (pmiss

T , pb
T, 2)|

0.050

0.075

0.100

0.125

0.150

Si
gn

ifi
ca

nc
e

ZA( B = 5%)

Figure 5.6: Left: The ZA distribution in the two b jet resolved ttH subcategories in

intervals of |∆ϕ(
−−−→
recoil, p⃗ b

T,1)| and |∆ϕ(
−−−→
recoil, p⃗ b

T,2)|, assuming a background systematic
uncertainty σB = 5%. The selections on each variable are indicated as white lines,
and correspond to the optimal values of ZA in each region. Right: The distributions

of |∆ϕ(
−−−→
recoil, p⃗ b

T,1)| (top) and |∆ϕ(
−−−→
recoil, p⃗ b

T,2)| (bottom) in ZA for each variable as
computed during optimisation, with the optimum thresholds indicated in each case.

the ttH category, ℓlost is mainly from W + jets and t quark-related processes, while

in the VH category, this is mainly from W + jets events. The single-muon (single-

electron) CR is defined by requiring exactly one tight muon (electron) with pT > 20

(40) GeV [68, 74]. The mT of the charged lepton pT and the hadronic recoil in the

single-lepton CRs is given by

mℓ
T =

√
2pℓT · (|−−−→recoil|) · (1− cos (ϕ(p⃗ℓT)− ϕ(

−−−→
recoil))), (5.7)

where a mass window of 50 < mℓ
T < 110 GeV is required in both the single-muon and

single-electron CRs.

The dilepton CRs are used to calculate the background contribution due to Z → inv

processes in the SR, which dominates the VH category and the ttH category at high

hadronic recoil. Given the processes Z → νν and Z → ℓ+ℓ− are kinematically identical

as a direct result of lepton universality, the dilepton CRs can accurately constrain the

Z → inv contribution and minimise any theoretical uncertainty mapping between the

CR and SR process. The dimuon (dielectron) CR is defined by requiring one tight

muon (electron) with pT > 20 (40) GeV, and one loosely-isolated muon (electron)

with the opposite charge and pT > 10 (10) GeV [68, 74]. The invariant mass of the

dimuon system, mµµ (dielectron system, mee) must be compatible with that of a
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Table 5.2: The categorisation of SR events into the boosted ttH, resolved ttH and
VH production modes sought in the analysis. The intervals of hadronic recoil for each
subcategory are designed to ensure the bins are sufficiently populated in all regions.

Category Subcategory nj nb nt nW p j
T,2 (GeV) Other Hadronic recoil intervals (GeV)

ttH boosted

2Boosted1b ≥ 5 1 2

> 80 -

[200, 300, +∞]
2Boosted2b ≥ 5 ≥ 2 2

1t1b ≥ 5 1 1 0

[200, 300, 400, 500, +∞]
1t2b ≥ 5 ≥ 2 1 0
1W1b ≥ 5 1 0 1
1W2b ≥ 5 ≥ 2 0 1

ttH resolved

5j1b 5 1 0 0

> 80

|∆ϕ(−−−→recoil, p⃗ b
T,1)| > 1.0,

[200, 300, 400, 500, +∞]
6j1b ≥ 6 1 0 0 |∆ϕ(−−−→recoil, p⃗ j

T,1)| > π/2

5j2b 5 ≥ 2 0 0 |∆ϕ(−−−→recoil, p⃗ b
T,1)| > 1.0,

[200, 300, 400, 500, +∞]
6j2b ≥ 6 ≥ 2 0 0 |∆ϕ(−−−→recoil, p⃗ b

T,2)| > π/2

VH
2j0b 2 0 0 0

> 30 65 < mjj < 120 GeV
[200, 300, 400, 500, +∞]

2j1b 2 1 0 0 [200, 300, 400, +∞]
2j2b 2 2 0 0 [200, 300, +∞]

Z boson, therefore the mass is between 75 and 105 GeV in the ttH category, and

between 60 and 120 GeV in the VH category. The mass constraints are optimised

to suppress additional background about the Z boson production resonance, with

the tighter invariant mass constraint for the ttH category designed to reduce the

larger combinatorial background in dileptonic tt decays. The ttH category has an

additional selection of |∆ϕ(−−−→recoil, p⃗ misstrack
T )| < π/2, which further reduces the tt + jets

background and favours DY production in the dilepton CRs. In the ttH category, the

subcategories can suffer from low numbers of events, and as such are dominated by high

statistical uncertainty. This is addressed by summing the events in each subcategory

together into the ttH boosted and ttH resolved topologies when extracting B(H → inv).

In the ttH boosted category, the dimuon and dielectron CRs are summed together to

form a single dilepton CR. The hadronic recoil intervals are preserved when summing

over subcategories.

The single-photon CR is used for Z → inv background estimation in the VH cat-

egory, where the event kinematics and topologies in Z + jets and γ + jets processes

are similar. This improves the sensitivity to VH signal at high recoil because of the

larger number of events than in the dilepton CRs. The single-photon CR is not used

for the ttH categories as the theory behind the mapping of γ + jets to Z + jets

processes has sizeable uncertainties in events containing more than two b jets. The
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single-photon CR, based on the associated trigger, is defined by requiring exactly one

loose photon with pT > 230 GeV [68]. During identification, photons can typically be

discriminated from other sources of ECAL deposits using the properties of the deposits

themselves, such as isolation in ECAL and HCAL, or the shape of the EM showers.

However, other particles can potentially be incorrectly identified as photons, for ex-

ample in QCD multijet events where a jet is misidentified as a photon. In order to

estimate the contribution from misidentified photons in the single-photon CR, a pu-

rity measurement is performed. The purity is defined as the fraction of reconstructed

photon candidates that correspond to genuine isolated photons originating from the

PV in the event. The photon purity is measured in data based on the lateral width

σiηiη [133], which parametrises the shape of the energy deposit associated with the

photon in the ECAL. The characteristic σiηiη distribution from genuine photons peaks

at σiηiη < 0.01, while the distribution due to misidentified photons possesses a less

pronounced peak with a much broader decline for σiηiη > 0.01. A template fit to the

σiηiη distribution is performed, where for genuine photons simulated γ + jets events

are used, while for misidentified photons a sample enriched in misidentified photon

events is obtained by inverting the isolation requirements of the photon identification

criteria in the single-photon CR. Two examples of the template fits are presented in

Fig. 5.7 for the lowest and highest pγT intervals, distributed in σiηiη, considered in the

2017 data set. The purity is defined as the fraction of genuine photons extracted from

the fit that pass the σiηiη selection. The photon purity is measured separately in bins of

pγT for each data-taking period, with the purity distributed in pγT presented in Fig. 5.8.

The contamination is the fraction of misidentified photons in the single-photon CR,

and is estimated at around 4% for pγT > 200 GeV. The QCD multijet contribution in

the single-photon CR is then estimated by weighting events in data for each pγT bin

by the corresponding contamination. A systematic uncertainty of 25% is estimated by

performing the procedure for different σiηiη binning in the template fit, which accounts

for any mismodelling of the simulated σiηiη distribution. In comparison, the statistical

uncertainty in the photon purity estimate in each pγT bin is found to be much smaller

than the systematic one. The full requirements for the CRs used in this analysis are

presented in Table 5.3.

5.3.2 QCD multijet background estimation

QCD multijet events typically feature several jets in the final state, which if all are well

measured will yield a recoil of zero. However, jet mismeasurement from calorimeter

response or during reconstruction, or QCD background due to semileptonic decays
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Figure 5.7: Fits of genuine (real) and misidentified (fake) photon templates to data in
the σiηiη distribution. This is performed for the lowest (left) and highest (right) pγ

T

interval considered in the 2017 data set.

of heavy-flavour objects such as B mesons, can result in a non-negligible recoil in

an event. Such events will have a reasonably high pT jet closely aligned with the−−−→
recoil, such that their angular separation |∆ϕmin(

−−−→
recoil, p⃗T,1234)| is small. Both effects

are especially pertinent to QCD multijet processes, due to the prominence of the

QCD production cross section. Consequently the causes of mismeasurement, including

fluctuations in calorimeter response, are more likely to appear in QCD multijet events.

Mismeasurement is not an exclusive phenomenon to QCD multijet events, however

background processes, such as Z(νν) + jets processes with a large genuine recoil, are

less affected by jet mismeasurement due to the smaller production cross section.

Suppression of QCD multijet processes can therefore be carried out in the SR,

removing events where the
−−−→
recoil is aligned with a mismeasured jet. Two angular

variables are introduced to perform the suppression. The first requirement is on the

minimum azimuthal separation between
−−−→
recoil and the direction of any of the four

highest-pT jets, pT,1234. Any SR events require |∆ϕmin(
−−−→
recoil, p⃗T,1234)| > 0.5, while

the inversion, |∆ϕmin(
−−−→
recoil, p⃗T,1234)| < 0.5, applies to the HS. A selection is then

applied on a parameter ω̃min, which is a variable designed to suppress events where

the recoil is caused by a jet pT mismeasurement, as defined in Ref. [134]. This variable

is motivated by considering how the Hmiss
T can be minimised via rescaling the pT of a

single jet in the event. The factors leading to the jet mismeasurement typically affect

the pT of the jet, but not the jet direction, hence a simple rescaling of the pT to which

Hmiss
T is highly sensitive is indicative of the jet having been truly mismeasured. The

distributions in ω̃min for the ttH category in the representative SR, with no requirement

on |∆ϕmin(
−−−→
recoil, p⃗T,1234)|, is presented in Fig. 5.9 (left), illustrating the contribution of

QCD multijet predominantly in the low ω̃min range. The choice for the ω̃min threshold
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Figure 5.8: The fraction of genuine photons extracted from the fit distributed in pγ
T for

each data-taking year. An exponential fit yields an uncertainty of 25% when the binning
regime in σiηiη is varied.

in the SR was chosen by optimising on Zexp and ZA for σB = 0% or 5%, which leads to

the change in QCD multijet contribution pivoted about the range 0.1 < ω̃min < 0.4 for

both categories, illustrated in Fig. 5.9 (right). The optimisation is performed based on

the ttH category where QCD multijet background is more prevalent compared to the

VH channel, although the selections that define the HS and SR are applied to both

categories.

A selection of ω̃min > 0.3 is applied to the SR, which is effective at QCD suppression

particularly in categories containing no b jets following the |∆ϕmin(
−−−→
recoil, p⃗T,1234)| > 0.5

restriction. The inversion is more stringent in the HS, by requiring ω̃min < 0.2. The

ω̃min selection is determined by optimising the HS to be as QCD multijet-enriched as

possible while ensuring the SR has negligible QCD multijet background. All other

kinematic selections in the HS are identical to those applied to the SR. The VR is

defined identically to the SR, but for the selection 0.2 < ω̃min < 0.3 adjacent to it.

While the event selection in the SR aims to reduce QCD multijet contributions as
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Table 5.3: Summary of the selection defining the lepton and photon CRs used to es-
timate the ℓlost and Z → inv backgrounds in the analysis, excluding the QCD multijet
background suppression selection discussed in Sec. 5.3.2.

Control region Category Mass reqs. (GeV) pT reqs. (GeV)

Single-muon CR
ttH

50 < mµ
T < 110 p µ

T,1 > 20
VH

Single-electron CR
ttH

50 < me
T < 110 p e

T,1 > 40
VH

Dimuon CR
ttH 75 < mµµ < 105 p µ

T,1 > 20, p µ
T,2 > 10

VH 60 < mµµ < 120 p µ
T,1 > 20, p µ

T,2 > 10, |∆ϕ(−−−→recoil, p⃗ misstrack
T )| > π/2

Dielectron
ttH 75 < mee < 105 p e

T,1 > 40, p e
T,2 > 10

VH 60 < mee < 120 p e
T,1 > 40, p e

T,2 > 10, |∆ϕ(−−−→recoil, p⃗ misstrack
T )| > π/2

Single-photon CR VH – pγT > 230
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Figure 5.9: Left: The ω̃min distribution in the representative ttH SR, with no require-

ment on |∆ϕmin(
−−−→
recoil, p⃗T,1234)|, illustrating the decrease in the QCD multijet yield as

ω̃min is increased. Right: The significance distributions in the representative region,
where the ω̃min selection closely follows the optimal values of all figures of merit for
the ttH category. The shape of the significance distribution changes very little for each
figure of merit, with their curves closely overlapping. The resulting HS, SR, and VR is
indicated in red, green, and yellow areas, respectively.

much as possible, a QCD-enriched HS is necessary to estimate the remaining QCD

multijet contribution in the SR. A data-driven approach is employed that applies two
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selections to define the HS, and then uses a transfer factor equal to the ratio of the

simulated number of events in the SR and HS in order to estimate the QCD multijet

contribution in the SR. In both the ttH and VH categories, there are too few QCD

multijet events to reliably define a transfer factor for each subcategory and hadronic

recoil interval. Therefore, the selection in |∆ϕmin(
−−−→
recoil, p⃗T,1234)| and ω̃min is applied

to all regions in the VH category to ensure good correspondence between SR and CR

events, but only to the SR for the ttH category. This is to preserve the simulated event

yields in the CRs of the ttH category, particularly in the boosted ttH subcategories.

Given the shape of the hadronic recoil and relative population of the ttH subcategories

are observed not to depend on |∆ϕmin(
−−−→
recoil, p⃗T,1234)| and ω̃min within the statistical

precision of simulated QCD multijet samples, the expected QCD yields in the HS

are integrated over all ttH subcategories and hadronic recoil intervals. Similarly, the

hadronic recoil intervals are summed together in each VH subcategory. In neither

category does the selection have a measurable effect on the shape of the hadronic

recoil distribution.

The estimated QCD multijet background yield, N
QCD,SRttH
I,J , in the ttH SR for a

given subcategory I and hadronic recoil interval J is defined as

N
QCD,SRttH
I,J =

∑
p

∑
q

(Ndata,HSttH
p,q −N���QCD,HSttH

p,q )τ ttHQCDf
SRttH
I f

SRttH
J , (5.8)

where���QCD refers to all processes that are not QCD multijet, the summation indices p

and q correspond to each subcategory and hadronic recoil interval, respectively, f
SRttH
I

and f
SRttH
J are the fractions of simulated QCD multijet events in each SR subcategory

and hadronic recoil interval, respectively, and τ ttHQCD is the ratio of the total expected

number of simulated QCD multijet events in the SR and HS, given by

τ ttHQCD =
NQCD

SR

NQCD
HS

. (5.9)

Here, the statement Ndata,HS − N���QCD,HS = NQCD,HS assumes that any excess of data

in the HS arises solely from QCD multijet processes.

For the VH category, the individual subcategories are sufficiently populated in the

HS that a sum over the subcategories is not required when calculating the expected

QCD multijet background in the HS. However, due to few QCD multijet events in

the SR, an efficiency factor, ϵmjj
, is introduced as the ratio between selecting QCD

multijet events with the pre-existing 65 < mjj < 120 GeV selection and the inverted

requirement. The efficiency is defined for each subcategory and hadronic recoil interval,
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and is given by

ϵmjj
=
∑
p

∑
q

NQCD,HSVH
p,q (65 < mjj < 120)

NQCD,HSVH
p,q (mjj < 65,mjj > 120)

. (5.10)

The estimated QCD multijet background yield is therefore given by

NQCD,SRVH

I,J =
∑
q

(Ndata,HSVH
q −N���QCD,HSVH

q )τVH
QCDϵmjj

fSRVH
I fSRVH

J . (5.11)

In general, the estimated QCD multijet contribution in the SR is found to be small

in comparison to background from ℓlost and Z → inv processes. In addition to the sta-

tistical uncertainties, a 100% systematic uncertainty is assigned to the QCD multijet

estimate. The actual uncertainty in the QCD prediction is measured at around 50%

across the entire ttH category, and is applied to the SR using the method described. It

is inflated to 100% to be more conservative when handling the individual ttH subcat-

egories, which are limited by event counts especially at larger hadronic recoil. Using

the more conservative 100% uncertainty compared to the 50% uncertainty was found

to have negligible impact on the final fit.

5.3.3 Signal region composition

Following the event selection, signal processes are enhanced against background in the

SR for the ttH and VH categories, as well as enriched in the category topology that

is targeted over other signal topologies. This is to enhance the presence of H → inv

events as much as possible, however a substantial amount of background remains,

along with a small amount of signal contamination despite the orthogonality require-

ments to the topologies as tagged in other searches. The boosted ttH categories are

typically highly pure in ttH events as these are well defined via the boosted t quark

and W boson tagging. For the resolved ttH categories, defined by high jet multiplicity,

there is some contamination from resolved VH topologies, where the V boson mass

is not reconstructed and additional jets appear in the final state, and ggH processes,

which have a dominant production cross section and are typically associated with fi-

nal states with large numbers of jets. The VH category suffers similarly from ggH

contamination, although similarly to the ttH category predominantly contains events

from the topology of interest.

The relative background composition in the ttH category are predominantly from

tt + jets processes, with some large Z(νν) + jets contributions in the resolved ttH
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subcategories. In the VH categories, Z(νν) + jets and W(ℓν) + jets are the dominant

background contributions, along with the subdominant tt + jets processes. The com-

position of the SR for each subcategory, using simulated samples from data taking in

2017, is illustrated in Fig. 5.10 under the assumption that B(H → inv) = 1.
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Figure 5.10: The fractional SR composition of signal (left) and background (right)
processes for each subcategory using simulated 2017 CMS samples.

The figures of merit using the signal and background yields in the SR for each

hadronic recoil interval of the ttH and VH categories are presented in Fig. 5.11, along-

side the distribution of signal-to-background for reference.

In summary, the hadronic recoil has been defined as the variable from which signal

is extracted simutaneously across the now-established SR and CRs. The event selection

for the analysis, with region definitions and definitions for the ttH and resolved VH cat-

egories, have been established, and background mitigation and estimation techniques

are introduced to produce the relative yield compositions in Fig. 5.10. The next stage

is to establish how to extract the signal, which involves defining the likelihood model

for the analysis. The statistical interpretation of the results of a maximum-likelihood

fit first requires a discussion of the statistical uncertainties in simulated event yields,

and theoretical and experimental systematic uncertainties, or NPs, that determine the

confidence in a discovery or exclusion limit on the observation of H → inv events, as

presented in Ch. 6.
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Chapter 6

Statistical interpretation

The upper limit on B(H → inv) is obtained by performing a binned maximum-likelihood

fit simultaneously for each year, category, region, and hadronic recoil interval. The sys-

tematic uncertainties are estimated and encoded into the likelihood model as nuisance

parameters (NPs), and are correlated to varying degrees across years and categories

depending on their nature. The likelihood model can be written as

L = LSR · Lµ · Le · Lµµ · Lee · Lγ, (6.1)

where LSR is the likelihood function for any of the SRs in the boosted ttH, resolved

ttH, and VH category, and Lµ, Le, Lµµ, Lee, and Lγ designate the likelihood func-

tions for the single-muon, single-electron, dimuon, dielectron and single-photon CRs,

respectively. The likelihood function for the SR over all nI subcategories and n
i
J recoil

intervals in each subcategory i is defined as

LSR =

nI∏
i

ni
J∏

j(i)

Poisson(ni,j
obs | ni,j

pred), (6.2)

where

ni,j
pred = µsi,jρi,js + bi,jℓlostA

i,j
ℓlost

ρi,jℓlost + bi,jZ→invA
i,j
Z→invρ

i,j
Z→inv + bi,jQCDρ

i,j
QCD. (6.3)

Here, µ is the signal strength and is interpreted as an estimator for B(H → inv), where

the signal prediction assumes that B(H → inv) = 1. Roman indices i and j denote the

subcategory and hadronic recoil interval, respectively, within the SR. In the first term,

si,j is the predicted number of simulated signal events, and ρi,js is the estimate of the

contribution due to systematic uncertainties affecting the prediction si,j. In the second
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(third) term, bi,jℓlost (b
i,j
Z→inv) denotes the predicted number of simulated ℓlost (Z → inv)

events, ρi,jℓlost (ρ
i,j
Z→inv) is the contribution due to systematic uncertainties affecting bi,jℓlost

(bi,jZ→inv), and Ai,j
ℓlost

(Ai,j
Z→inv) is a free normalisation parameter that simultaneously

scales the ℓlost (Z → inv) contributions in the SR and the sum of W+ jets, tt + jets, and

single t quark (DY + jets, γ + jets, ttZ, and multiboson) background contributions in

the single-lepton (dilepton and photon) CRs. The role of these parameters is described

in Sec. 6.3. In the fourth term, bi,jQCD denotes the predicted number of QCD events in

the SR, and ρi,jQCD is the contribution due to systematic uncertainties affecting bi,jQCD.

The likelihood function for the single-muon and single-electron CR is defined as

Lµ,e =

nI∏
i

ni
J∏

j(i)

Poisson(ni,j
obs | Bi,j

t/WA
i,j
t/Wρ

i,j
t/W +Bi,j

��t/W
ρ
��t/W), (6.4)

where Bi,j
t/W is the sum of simulated W + jets, tt + jets, and single t quark yields,

which are scaled by the free parameter Ai,j
t/W simultaneously with Ai,j

ℓlost
in the SR,

and Bi,j

��t/W
is the sum of all other SM background processes in the CR. Similarly, the

likelihood function for the dimuon, dielectron, and single-photon CR is defined as

Lµµ,ee,γ =

nI∏
i

ni
J∏

j(i)

Poisson(ni,j
obs | Bi,j

Z/γA
i,j
Z/γρ

i,j
Z/γ +Bi,j

��Z/γ
ρ��Z/γ), (6.5)

where Bi,j
Z/γ is the sum of simulated DY + jets, γ + jets, ttZ, and multiboson yields,

which are scaled by the free parameter Ai,j
Z/γ simultaneously with Ai,j

Z→inv in the SR, and

Bi,j

��Z/γ
is the sum of all other SM background processes in the CR. In all CR likelihood

functions, ρi,j is the contribution due to systematic uncertainties affecting Bi,j.

The yields in the dimuon and dielectron CRs for the ttH category are summed

into the boosted and resolved ttH classes due to low event counts in the individual

subcategories. Additionally, yields for the boosted ttH class are summed to form

a single dilepton CR. Consequently, the index i corresponds to either the boosted

or resolved ttH class in Eq. 6.5, and the free parameters Ai,j are shared between

subcategories.

To perform the maximum-likelihood fit, the sources of systematic uncertainty are

measured. These are treated as NPs, and are both theoretical and experimental in

origin, as presented in Table 6.1 with the pre-fit effect on the yields of each category

and region post-event selection, across year of data taking, subcategory, hadronic recoil

interval, and all SM background processes, when the respective systematic uncertainty
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is changed within ±1 standard deviation. Some systematic uncertainties are grouped

to improve presentation, and muon and electron CRs are combined into single-lepton

and dilepton CRs, with the largest effects in the systematic uncertainty in that group,

and in the given region, presented. The systematic uncertainties are described in detail

in the following sections.

6.1 Theoretical systematic uncertainties

In simulated signal samples, theoretical uncertainties associated with the uncertainties

in PDF parametrisation and missing higher order corrections in the QCD and EW

perturbative expansions are estimated following the procedure outlined in Ref. [135].

The uncertainties in QCD scale, δ(QCD scale), and PDF and αs, δ(PDF+αs), for the

ttH, various VH processes, VBF, and ggH production cross sections at
√
s = 13 TeV

are correlated across years. The values are correlated across ggH and qqH processes

for δ(PDF+αs), with the processes grouped respectively as ttH and ggH, and VH and

VBF, processes, and their values and correlations summarised in Table 6.2. These are

log-normal constrained parameters in the fit.

For uncertainties in background samples, simulations of V + jets processes are

sourced from LO samples with NLO corrections applied using K-factors. The cor-

rections are applied separately in QCD and EW accuracy to the QCD production of

V + jets, with corrections derived from NLO W + jets samples applied to the LO

W(ℓν) + jets processes, and corrections derived from NLO DY + jets samples applied

to the LO DY + jets and Z(νν) + jets processes. The ME calculations for NLO samples

contain up to two additional jets, and require a selection kinematically similar to that

of the SR, such that p j
T,1 > 80 GeV, pVT > 200 GeV, HT > 200 GeV, and HT/p

V
T < 1.2,

where all variables are defined according to the vector sum of jet or V-boson pT at

generator level. Given leptons appear in the calculation of these variables at generator

level, an initial overlap removal is performed. Any generator-level jet within a cone of

∆R < 0.4 of of a selected lepton is removed from the calculation of these variables.

The NLO K-factor distributions are presented in Fig. 6.1 as applied to QCD-produced

V + jets samples irrespective of the year of data taking. The uncertainty associated

with the QCD renormalisation scale, factorisation scale, and PDF of the K-factors

are treated as uncorrelated sources individually, although their respective values are

correlated across each year.

The EW corrections to LO V + jets samples require a different K-factor to reweight

events to NLO in QCD production. The corrections are provided in Ref. [110] for
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Table 6.1: The pre-fit maximum and minimum effects of systematic uncertainties on the
event yields in each region and category, calculated by year, subcategory, recoil interval,
and process, when each uncertainty is changed to ±1 standard deviation.
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Table 6.2: Uncertainty values for the QCD scale, δ(QCD scale), and PDF and αs,
δ(PDF+αs), in the signal process production cross sections, ttH, VH, VBF, and ggH,
and the correlation scheme for δ(PDF+αs) across the processes. The values are taken
from Ref. [135], and are treated as log-normal constrained in the fit.

Signal δ(QCD scale) (%) δ(PDF+αs) (%) δ(PDF+αs) correlation

VBF +0.4%
−0.3% ±2.1% qqH

W±H +0.5%
−0.7% ±1.8% qqH

ZH +3.8%
−3.1% ±1.6% qqH

ttH +5.8%
−9.2% ±3.6% ggH

ggH +4.6%
−6.7% ±2.4% ggH

V + jets and γ + jets processes as functions of pVT and pγT defined at generator level,

respectively. The EW-derived K-factors are applied to the LO samples, with NLO

DY + jets samples used to apply corrections to LO DY + jets and Z(νν) + jets pro-

cesses. The values are presented in Fig. 6.2, where the drop-off at pVT > 1250 GeV has

negligible impact as there are few-to-no events in this pVT range. The uncertainty in the

PDF, renormalisation scale, and factorisation scale in simulated γ + jets samples is

accounted for by the K-factors, and set at flat values of 8%, 12%, and 6%, respectively,

across hadronic recoil intervals and correlated across all years of data taking. A com-

bined QCD renormalisation and factorisation scale uncertainty is applied to the shape

of the hadronic recoil spectrum for multiboson processes, and is treated as correlated

across years.

The dilepton and single-photon CRs are used in the VH category to estimate the

Z → inv contribution in the SR. As the Z(ℓ+ℓ−) + jets processes in the CRs are kine-

matically identical to the Z(νν) + jets backgrounds to which they map in the SR, there

is no consideration for systematic uncertainty in this mapping. In the single-photon

CR, γ + jets processes are not kinematically identical to Z(νν) + jets, and therefore

there is an uncertainty in the mapping between their pT spectra. Although there

is good agreement between the hadronic recoil distributions in these CRs, there are

differences in the normalisation between the dilepton CRs, which agree well amongst

themselves, and the photon CR. This is accounted for by measuring the fraction of

data-to-simulation ratios in each hadronic recoil interval between the dimuon and

single-photon CRs, and between the dielectron and single-photon CRs, and adopting

the largest fraction as the normalisation uncertainty. Due to low statistics in the high-
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Figure 6.1: The QCD-derived K-factors applied to LO QCD simulations of DY + jets
(top left), Z(νν) + jets (top right), and W(ℓν) + jets (bottom) derived differentially

as functions of pV
T and p j

T,1 from NLO QCD DY + jets (top) and W + jets (bottom)
samples.

est hadronic recoil intervals, disagreement measurements are only taken in the lower

recoil ranges. A systematic uncertainty of 40% is estimated and applied as a flat un-

certainty across all hadronic recoil intervals in the single-photon CR. The uncertainty

is uncorrelated between the individual VH subcategories, and is only correlated across

2017 and 2018, where the CP5 tune is used to generate γ + jets samples, and the

CUETP8M1 tune is used for the 2016 sample. The systematic uncertainty obtained

from template fits to genuine and misidentified photon events for different σiηiη distri-

bution binning regimes to account for mismodelling in the simulated σiηiη distribution

is measured to be 25%, and is applied to individual years of data taking.

More minor NP contributions to the overall theoretical uncertainty include the

effects of initial and final state radiation (ISR and FSR, respectively), which are derived

from PSWeights at the NanoAOD level by varying the renormalisation scale in the

parton shower. As these variations were introduced only for 2018 samples, the ISR
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Figure 6.2: The EW-derived K-factors applied to LO QCD simulations of DY + jets,
Z(νν) + jets, W(ℓν) + jets, and γ + jets processes derived as functions of pV

T or pγ
T

from NLO QCD DY + jets, W + jets, and γ + jets samples, where values are obtained
from Ref. [110].

and FSR uncertainties are derived here and applied to all years. Their values are

estimated in the ttH and VH categories for the signal processes, and for ℓlost, Z → inv,

and γ + jets separately. Due to the difference in Pythia8 event tune for samples

from 2016 and samples from 2017 and 2018, the systematic uncertainty is correlated

across 2017 and 2018, and independent of 2016. The average value is assigned to the

uncertainty across region and hadronic recoil interval, and is presented in Table 6.3.

6.1.1 Systematic uncertainties in t quark samples

The tt + jets and ttX + jets backgrounds, and ttH signal, need to be correctly mod-

elled given their prominence in the ttH category. The default renormalisation µR and

factorisation scale µF used in generating samples of tt + jets and ttX + jets are not

necessarily accurate, and so are a poor description of the nature of tt production.

Instead, event weights are derived from combinations of µR − µF pairs dependent on

the nominal (µnom) value and the variation (µ↑, µ↓) in these scales, yielding eight in-

dependent weight variants (excluding the µR,nom + µF,nom pair). The weight variants
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Table 6.3: The ISR and FSR uncertainties derived from 2018 samples by varying
PSWeights at the NanoAOD level for individual processes and categories, which are
correlated across process and category. The values are applied to 2016 separately from
2017 and 2018 due to the difference in sample tunes.

Radiation Category
Process

ℓlost Z → inv γ + jets ttH VH

ISR
ttH 0.02 0.02 — 0.01 0.03
VH 0.04 0.06 0.08 0.01 0.03

FSR
ttH 0.02 0.05 — 0.01 0.03
VH 0.03 0.04 0.03 0.01 0.03

are multiplied by an additional factor fvar, given by

fvar =

∑
EventswµR,nom+µF,nom∑
Eventswweightvariant

, (6.6)

as calculated over all events pre-skimming the NanoAOD data sets. This ensures

the dependence on the hadronic recoil is extracted while the normalisation remains

fixed. The normalisation dependence in background processes is measured later in this

section. The uncertainty for signal ttH samples is applied as shown in Table 6.2. The

weight variants µR,↑ + µF,↑ and µR,↓ + µF,↓ characterise the envelope in each sample,

and are distributed similarly between regions, where regional effects cancel, shown in

Fig. 6.3 for the boosted ttH class, and Fig. 6.4 for the resolved ttH class, using 2017

data sets. The analysis uses hadronic recoil intervals up to and including 500 GeV,

while the envelope obscures around 1000 GeV where there are few tt + jets events.

The combined systematic QCD renormalisation and factorisation scale uncertainties

are applied to simulation. These QCD scale uncertainties are independent of the year

of data taking, and applicable only to the shape of the hadronic recoil spectrum for each

process. The uncertainty is uncorrelated between the samples themselves, considering

that these samples are produced using different tunes, although for ttH +jets processes

the uncertainty is correlated between the ttH signal (with an invisibly–decaying Higgs

boson) and ttH background (with a visibly-decaying Higgs boson), given the generators

and kinematic parameters are identical.

The distribution of the generator-level t quark pT, p
t
T, in tt + jets samples is
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Figure 6.3: The weight variants for QCD renormalisation and factorisation scales for
tt + jets samples in the SR of the boosted ttH class as a function of hadronic recoil, where
the corresponding QCD scale uncertainty is equal to the envelope of the distribution
characterised by the variants µR,↑ + µF,↑ and µR,↓ + µF,↓. The analysis has hadronic
recoil intervals up to the region around 500 GeV, below where the envelope obscures at
higher hadronic recoil.

reweighted to achieve NNLO accuracy in QCD and NLO accuracy in EW production,

following the example of Ref. [136]. This is performed using an analytic function f(ptT)

that fits to the ptT distribution to determine the weights. The function is independent

of the year of data taking, and takes the form

f(ptT) = exp a+ b · ptT + c · (ptT)2, (6.7)

where the coefficients are estimated at a = 1.614 × 10−2, b = −1.966 × 10−4, and

c = −1.454 × 10−8. The value f(ptT) is equal to the correction factor for a particular
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Figure 6.4: The weight variants for QCD renormalisation and factorisation scales for
tt + jets samples in the SR of the resolved ttH class as a function of hadronic recoil,
where the corresponding QCD scale uncertainty is equal to the envelope of the distri-
bution characterised by the variants µR,↑ + µF,↑ and µR,↓ + µF,↓. The analysis has
hadronic recoil intervals up to the region around 500 GeV, below where the envelope
obscures at higher hadronic recoil.

t quark, with the event weight wtt defined as

wtt =

√∏
i=t,̄t

fi(ptT,i). (6.8)

Uncertainties from the fit to f(ptT) are used instead of the theoretical uncertainties

in the samples themselves, to avoid overlapping with the hadronic recoil dependence

accounted for in the renormalisation and factorisation scale uncertainties. The vari-

ations in the coefficients a, b, and c are used as input in each iteration of the fit, in

order to determine the resulting systematic uncertainties in the event weight. Each co-
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efficient has a corresponding, independent uncertainty, with the variations presented

in Fig. 6.5. The dependence on normalisation was similarly negated to ensure the

uncertainty is only applicable to the shape of the hadronic recoil distribution. The

systematic uncertainty in the PDF for tt + jets samples is also extracted in the ptT
reweighting.
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Figure 6.5: The ratio of the generator level pt
T spectrum in NNLO QCD and NLO EW

simulation of tt + jets samples to that of the POWHEG generated NLO QCD sample
used in the analysis. The systematic uncertainty in each coefficient a, b, and c is equal
to the deviation in par0, par1, and par2, respectively, with an additional systematic
uncertainty for the PDF extracted in the reweighting.

6.2 Experimental systematic uncertainties

In object tagging and event selection, efficiency correction factors are commonly ap-

plied to simulation equal to the weight or efficiency ϵ attributed to the object of

interest. At the event level, the selection efficiency wsel, or the tagging efficiency for
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selecting events containing the objects of interest, is defined as

wsel =

nobj∏
i

ϵi, (6.9)

for an event containing nobj objects. The uncertainty in the selection efficiency is then

equal to wsel when each of ϵi is taken to its extrema. These are typically decorrelated

between years as wsel varies between years from changes in running conditions.

6.2.1 Lepton and photon identification and isolation

The systematic uncertainties in lepton and photon identification and isolation criteria

are propagated via efficiency correction factors used to weight simulated events to

compensate for discrepancies with the data. For electrons and photons, wsel is derived

from for the identification, isolation, or reconstruction efficiency differentially as a

function of ECAL supercluster pT and η of the leading electrons and photons in the

event. In this case, the identification and isolation uncertainty are grouped together,

independent of the reconstruction uncertainty. The average uncertainty in wsel is

between 1 and 5%. The efficiency correction factors and the associated uncertainties

are provided internally for the CMS Collaboration courtesy of the EGamma POG,

where the weights vary between the sample and the year of data taking. As such, the

electron and photon identification and isolation, and reconstruction uncertainties are

uncorrelated for each year and for either the ttH or VH category, and are separated

between electrons and photons. Similarly, the identification and isolation efficiency for

muons is calculated in pT and η, although are not combined like electrons and photons.

Typically these have uncertainties of around 1%. The muon reconstruction uncertainty

is negligible compared to other uncertainties, and therefore is not considered in the

analysis [74]. The muon identification and isolation uncertainties are uncorrelated for

each year and each category. The loose lepton and photon veto efficiency in the SR

has an associated uncertainty that is set at 0.75%, uncorrelated between years. The

uncertainty associated with the tau lepton veto efficiency is similarly applied to the

SR, and is decorrelated between years.

6.2.2 Trigger efficiency and pre-firing

The uncertainty in the combined PF pmiss
T and Hmiss

T trigger efficiency is computed

using the single-muon and dimuon CRs, following the study outlined in Sec. 5.1.1.

The uncertainty in the trigger efficiency correction factors is measured at 2%. The
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uncertainty in the trigger is applied separately for pmiss
T and Hmiss

T , electrons, and

photons, all at 2%, and for individual years. An additional uncertainty associated

with the pre-fire trigger inefficiency is applied to the data-taking years 2016 and 2017

individually, following the event reweighting technique recommended internally by the

CMS Collaboration. This is achieved using simulations that emulate the effects of the

ECAL trigger issue, with event weight wpre-fire defined by

wpre-fire =
∏

i=γ,jet

1− ϵi(p
EM
T , η), (6.10)

where ϵi is the probability for an ECAL object to trigger prematurely as a function of

η and the EM pT, p
EM
T , equal to pγT for the photon, and to the pT multiplied by the sum

of fEM±
E and fEM0

E for jets. The probabilities are assumed to be uncorrelated between

photons and jets. The systematic uncertainty in wpre-fire is estimated by using the

maximum value of either 0.2ϵi or the statistical uncertainty in the particular pEMT − η

region from which ϵi is extracted. The trigger inefficiency is estimated at < 1%.

6.2.3 Object tagging

The efficiency corrections applied to simulated events containing b jets as tagged using

the DeepCSV algorithm are defined as the ratio of the the tagging efficiency in data

to that of the simulated sample for a given WP, as a function of jet pT. The correction

factors are calculated across multiple topologies, and a weighted average is obtained

with a corresponding systematic uncertainty of typically 5% [84]. Efficiency corrections

are similarly obtained using the DeepAK8 algorithm as a function of AK8 jet pT.

This is performed separately for reconstructed AK8 jets tagged as t quarks and W

bosons, with the associated systematic uncertainties typically between 1% and 10%

in each case [127]. The b-jet, t-quark, and W-boson tagging uncertainties are applied

independently in the fit, but are each correlated across years.

6.2.4 Luminosity and pileup

The uncertainty in integrated luminosity varies between 1.2 and 2.5% depending on the

data-taking year [53, 137, 138], and is composed of both correlated and uncorrelated

components. The uncertainty in 2016 is 1.0% correlated across 2016–2018 and 0.6%

uncorrelated, in 2017 is 2.0% correlated across 2016–2018, 0.6% correlated across 2017

and 2018, and 0.9% uncorrelated, and in 2018 is 2.0% correlated across 2016–2018,

0.2% correlated across 2017 and 2018, and 1.5% uncorrelated.
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Simulated events are reweighted at the NanoAOD level to adjust for pileup effects

from changing beam conditions over each year of data taking, and have an associated

uncertainty. Samples are generated with a certain distribution of the number of pileup

interactions, which are reweighted by drawing random values from distributions pro-

vided in short LHC reference runs available for use by analysers. The recommended

runs assume an inelastic pp cross section of 69.2 mb and an associated uncertainty

of 4.6% for all Run 2 data sets. In this analysis, the reweighting produces a pileup

uncertainty between 1 and 2% in all regions. As the pileup distributions, and therefore

the weights, vary between years, the uncertainty is not correlated.

6.2.5 QCD prediction

The QCD prediction uncertainty is assigned at 100%, as detailed in Sec. 5.3.2, and is

correlated separately across the boosted ttH and resolved ttH classes, but uncorrelated

between the VH subcategories. Differences in the QCD multijet background distribu-

tions in the ttH and VH categories, driven by the difference in jet multiplicities, mean

that the uncertainty is not correlated across category. The prediction is performed

independently of the year of data taking, and includes the statistical uncertainty in

the simulated samples of each hadronic recoil interval.

6.2.6 Jet energy uncertainties

The uncertainties associated with the JER and JES vary according to the detector

region or the nature of the JEC. The analysis is mildly sensitive to both JER and JES

effects, and therefore requires a particular treatment for Run 2 JEC uncertainties. For

JES uncertainties, a prototypical grouping of constituent sources is adopted, which are

roughly organised according to detector region, and are assumed to be 100% correlated

if the source is common across all of 2016–2018, and 0% correlated if unique to a

particular year of data taking. The prototype JES sources are listed in Table 6.4, with

uncertainty values provided for internal use by the JetMET POG.

Variations due to JEC are estimated by applying correction factors separately for

JER and each JES source, which are extracted differentially as functions of pT and η,

to the pT of AK4 jets. As the corrections affect the hadronic recoil in each event, the

weighted event yields are obtained for each region, subcategory, and hadronic recoil

interval by applying identical selections and treatments as those applied to the nominal

event yields. However, due to irregularities in symmetry between the variations in the

different regions, categories, and hadronic recoil intervals, a smoothing technique is
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Table 6.4: The list of prototype JES sources for Run 2, applied to AK4 jets with
correlations approximated as 100% for sources common to all years, and 0% for those
specific to a given year, obtained internally for analysers within the CMS Collaboration.

JES source Correlation Description

Absolute 100% Flat absolute scale uncertainties, mainly
from combined γ, Z → ee, and Z → µµ
reference scales, and ISR and FSR correc-
tions

Absolute 2016/17/18 0%
BBEC1 100% Grouped source referring to the central

barrel (BB, |η| < 1.3) and inner EC (EC1,
1.3 < |η| < 2.5)

BBEC1 2016/17/18 0%
EC2 100% Source referring to the EC2 (2.5 < |η| <

3.0) detector region
EC2 2016/17/18 0%
FlavorQCD 100% Jet flavour uncertainty due to Pythia6

Z2/Herwig++2.3 differences in light/c/b
quark and gluon responses

HF 100% Source referring to the HF detector region,
|η| > 3.0

HF 2016/17/18 0%
RelativeBal 100% Full difference between log-linear fits of

MPF and pT balance methods (significant
for Run 2, and not fully understood)

RelativeSample 2016/17/18 0% η-dependent uncertainty due to difference
between relative residuals observed with
dijets, Z + jets and γ + jets

applied by weighting the variations by the average variation normalised by the nominal

yield in each category and region. The event selection is largely identical between SR

and CRs, and therefore the effects of JER and JES variations are expected to cancel

between the sets of regions post-fit. Residual discrepancies between regions remain

after smoothing post-fit, leading to an average systematic uncertainty of 2% for JER

and 3% for all JES sources.
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6.3 Statistical uncertainty

The statistical uncertainty in simulated samples for each subcategory and hadronic

recoil interval is introduced for the maximum-likelihood fit via individual, uncorre-

lated NPs. A single NP is assigned to each subcategory and hadronic recoil interval

that scales the sum of simulated events across all processes in that interval, which is

constrained by the total statistical uncertainty rather than individual statistical uncer-

tainties for each process. This is the Barlow-Beeston-light (BBl) approach [139], de-

signed to minimise the number of parameters required in the fit. The method requires

an input threshold per bin (corresponding to a particular subcategory and hadronic

recoil interval), which is the number of effective, unweighted events, nthreshold. The to-

tal simulated event yield ntot and statistical uncertainty σtot for each bin is calculated,

where

ntot =
∑
i∈bkg

ni, etot =

√∑
i∈bkg

e2i , (6.11)

for each process i in that bin. The effective number of unweighted events is defined

as neff
tot = n2

tot/e
2
tot, rounded to the nearest integer. If neff

tot ≤ nthreshold, each process

will be assigned its respective statistical uncertainty within the bin. In this event,

each process i for which neff
i ≤ nthreshold, where neff

i = n2
i /e

2
i , a Poisson-constrained NP

is created, or otherwise a Gaussian-constrained NP is assigned. If neff
tot > nthreshold, a

single Gaussian-constrained BBl NP is created that scales the total yield in the bin.

The Gaussian-constrained NP xGauss has a nominal value of 0, and scales the yield as

ntot + xGauss · etot, while in the Poissonian case, the NP xPo has a nominal value of 1,

and scale the yield as ntot · xPo. An upper threshold of nthreshold = 10 is adopted for

the analysis. The advantage of the BBl approach is that NPs have a simple analytic

form dependent only on the total simulated event yields and the observed number of

data events in each bin. This means that on maximising the likelihood fit of the entire

model, obtaining the best-fit values for statistical NPs is not required, as these can

be acquired from bin-wise fits, which is of particular importance to this analysis given

the large number of subcategories and hadronic recoil intervals in the model.

Another consideration is the NPs that scale, or normalise, the expected rate of

a particular process in a given bin. Such rate parameters (RPs) are used to bring

simulated yields into agreement with data in the CRs, and apply such a correction

to simulated yields in the SR. In this analysis, these are unconstrained NPs that

behave as rate multipliers for each bin, and simultaneously scale the ℓlost and Z → inv

backgrounds in the SR and the corresponding background processes in the lepton and

photon CRs. The only constraint on the RPs is amongst themselves, where a single



6.4. Statistical interpretation 115

RP mediates the rate of the ℓlost background in the SR, the single-muon CR, and the

single-electron CR in each subcategory and hadronic recoil interval simultaneously in

the fit, and another RP mediates the Z → inv background in the SR, the dilepton CR

(for the ttH boosted class), the dimuon and dielectron CRs (for the ttH resolved class

and individual VH subcategories), and the photon CR (for the VH subcategories).

As aforementioned, the yields in the dimuon and dielectron CRs are summed across

ttH subcategories into ttH boosted and ttH resolved classes, and additionally summed

into a single dilepton CR for ttH boosted class, motivated by the limited number of

simulated events in individual subcategories. Consequently, each ttH class and CR

(dimuon and dielectron, or dilepton) has a corresponding RP.

6.4 Statistical interpretation

The following is an overview of the approach to general H → inv searches and limit

setting using the CLS procedure. An in-depth discussion of the method of maximum-

likelihood fitting, and fit evaluation, is presented in Appendix B.

All H → inv searches aim to discover new signal processes that are statistically

distinct from background, by estimating the signal strength µ observed in data relative

to the expected signal strength according to the SM prediction,

µ =
σobs(H → inv)

σSM(H → inv)
. (6.12)

An estimate of the upper limit on µ parametrises the sensitivity of a given channel

to H → inv events. Exclusion limits are set in the absence of a statistically signifi-

cant excess of events in the SR. The expected upper limit on the signal strength is

constrained by the B-only fit, while the S+B fit constrains the observed upper limit.

The CLS method is adopted for limit setting in LHC analyses [131, 140–142]. This

procedure estimates the p-value, or probability under a given hypothesis of obtaining

a result as extreme as the observed data, in both the B-only (pB) and S + B (pS+B)

fits, and computes the CLS solution

CLS =
pS+B

1− pB
≥ α, (6.13)

where 1 − α is the confidence level (CL), or probability that the series of estimates

scanned for various values of µ covers the true value of the signal strength. Conven-

tionally, the CL is set at 95% for LHC analyses. The asymptotic limit for large sample
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sizes is also adopted [131], and assumes that the set of simulated samples can be re-

placed by a single, representative Asimov data set using approximate formulae in the

maximum-likelihood fit. The Asimov data set is a set of pseudo data generated based

on simulated samples only, assuming the SM expectation that µ = 0, such that the

maximum-likelihood best-fit value of all NPs in the model are equal to their generated

value. This is done to determine the expected upper limit on B(H → inv) at the 95%

CL, while the observed upper limit is estimated using the true data.

Having established the likelihood model in Eq. 6.1, and described the inputs µ as

an estimator for B(H → inv), along with all the statistical and systematic uncertainties

that behave as NPs in the fit, the maximum-likelihood fit is computed. The results

are presented in Ch. 7 for the ttH/resolved VH channels, as well as the fit performance

evaluation following the techniques detailed in Appendix B.



Chapter 7

Fit Results

The signal and background yields for the hadronic recoil distributions are obtained

from a combined fit across all ttH and VH categories according to the likelihood

function in Eq. 6.1. Results are presented according to a fit simultaneously to all

regions (CR+SR), in both the scenarios with B(H → inv) = 0 (B-only fit) and with

both signal and background contributions (S + B fit). The former is a means of

ensuring the SM backgrounds alone can accurately model the data, while in the S+B

fit, the signal contribution S is weighted by the best-fit value for B(H → inv), µ̂. A fit

assuming B(H → inv) = 0 using only the CRs (CR only) is also performed to estimate

the SM background in the SR independently of the observed data in the SR. In all

cases, uncertainties are inclusive of statistical and systematic contributions, and yields

correspond to all 2016–2018 results, although each year is treated separately in the fit.

All statistical tools used to evaluate the results are introduced in Appendix B.

The predicted background yield from the CR-only and CR+SR fit in the single-

muon (single-electron) CR is presented in Fig. 7.1 (Fig. 7.2) for the ttH and VH

categories. In these CRs, tt + jets, W(ℓν) + jets, and single t quark production

processes dominate, with smaller contributions from multiboson and ttX processes.

The CR-only and S+B fit profiles are consistent with the data within uncertainty, with

discrepancies between prediction and data appearing mainly in the highest intervals of

hadronic recoil, where event counts are small. The effect of the RPs in the single-muon

and single-electron CRs is also highlighted in the data-to-simulation ratios of Fig. 7.1

and Fig. 7.2, where the post-fit yields are situated equidistant from unity.

The dimuon, dielectron, dilepton (only for ttH), and single-photon (only for VH)

CR distributions used for the prediction of backgrounds stemming from Z → inv de-

cays are presented in Fig. 7.3. The largest SM contributions in the lepton CRs are

from DY + jets, with subdominant contributions from tt + jets, ttZ + jets, and single
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Figure 7.1: Distributions of hadronic recoil in the ttH (upper) and VH (lower) cate-
gories for the single-muon CR. The black histogram shows the total background (bkg.)
prediction from a CR only, B-only fit, while the red histogram shows the yields from a
CR+SR S + B fit.
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Figure 7.2: Distributions of hadronic recoil in the ttH (upper) and VH (lower) categories
for the single-electron CR. The black histogram shows the total background (bkg.)
prediction from a CR only, B-only fit, while the red histogram shows the yields from a
CR+SR S + B fit.
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t quark production in the ttH category, and from multiboson processes in the VH cat-

egory. For these CRs, prediction is consistent with data throughout the ttH category,

while in the VH category there are greater outliers in the highest recoil intervals from

both the CR-only and S + B fits. These outliers can be attributed to disagreement

between differences in the data-to-prediction ratios in the dilepton CRs and the single-

photon CR, which are constrained by the same RP. The single-photon CR is dominated

by γ + jets processes, with data well represented by the prediction, although this can

be attributed to the conservative photon-to-Z → inv mapping systematic uncertainty,

which allows the normalisation to vary by 40%.

The total SM background prediction in the SR is shown for the ttH and VH

category in Fig. 7.4. The observed best-fit estimate of B(H → inv) for the ttH and

VH categories using 2016–2018 data is µ̂ = 0.07+0.10
−0.10(stat.)

+0.18
−0.17(syst.), under the pre-fit

assumption B(H → inv) = 1, and the best-fit SM expectation of B(H → inv) estimated

at 0.00+0.10
−0.10(stat.)

+0.17
−0.16(syst.). The fit also considers the contribution from the other

signal processes, including ggH and VBF. The non-negligible presence of ggH signal

is largely from its predominant production cross section, as shown in Table 4.1. The

overall analysis is demonstrably dominated by systematic uncertainties, however in

some subcategories the results are sensitive to the low numbers of events, especially

in the case of the ttH category.

The largest SR background contributions in the ttH category are from tt + jets and

single t quark processes, mainly appearing in the boosted ttH class. The Z(νν) + jets

and W(ℓν) + jets background processes are subdominant in the ttH category. The

predominant QCD production cross section means contributions from QCD multijet

background are non-negligible, contributing up to ≈ 8% of the total yield in boosted

ttH subcategories at low hadronic recoil intervals. The prediction agrees with obser-

vation in all cases, with some discrepancies in the highest recoil intervals of the ttH

boosted subcategories, which have the lowest event yields. The best-fit estimate for

this category is µ̂ = −0.16+0.26
−0.26 (0.00+0.26

−0.25 expected).

The SR background in the VH category is dominated by Z(νν) + jets and W(ℓν)

+ jets processes, followed by tt + jets, single t quark, and multiboson production.

QCD production is a similarly small contribution in the VH category as in the ttH

category. The best-fit estimate for this category is µ̂ = 0.28+0.27
−0.27 (0.00+0.27

−0.26 expected).

The ℓlost, Z → inv, QCD multijet, and signal event yields following a CR only,

B-only fit and a CR+SR, S + B fit for each subcategory and hadronic recoil interval

summed across 2016–2018 are tabulated along with observation in Tables 7.1 and 7.2,

respectively. The uncertainties are inclusive of statistical and systematic contributions.
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Figure 7.3: Distributions of hadronic recoil in the ttH category for the dimuon, di-
electron, and dilepton CRs (upper), and the VH category for the dimuon, dielectron,
and single-photon CRs (lower). The black histogram shows the total background (bkg.)
prediction from a CR only, B-only fit, while the red histogram shows the yields from a
CR+SR S + B fit.
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Figure 7.4: Distributions of hadronic recoil in the ttH (upper) and VH (lower) categories
for the SR, showing the signal contributions from ttH, VH, ggH, and VBF weighted by
BBB(H → inv) = 0.07. The black histogram shows the total background (bkg.) prediction
from a CR only, B-only fit, while the red histogram shows the yields from a CR+SR
S + B fit.
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Table 7.1: Total post-fit SR yields for each subcategory and recoil interval across 2016–
2018, obtained from a B-only fit using CR only predictions inclusive of statistical and
systematic uncertainties, and the observed data for reference.
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124 7. Fit Results

Table 7.2: Total post-fit SR yields for each subcategory and recoil interval across 2016–
2018, obtained from an S + B fit using CR+SR predictions inclusive of statistical and
systematic uncertainties, and the observed data for reference. The extracted S yields
are weighted by the best-fit value for BBB(H → inv), µ̂ = 0.07.
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No significant excess in the data is reported that can be attributed to signal con-

tributions alone, and therefore the null hypothesis representing contributions from SM

background alone cannot be rejected in favour of a discovery. Therefore, exclusion

limits are computed on B(H → inv) as defined in Eq. 6.12, adhering to the CLS cri-

terion [140, 141] under the asymptotic approximation [131], and are found to be 0.43

(0.52 expected) and 0.74 (0.53 expected) at 95% CL for the ttH and VH categories,

respectively, with a combined upper limit of 0.54 (0.39 expected). These results are

shown in Fig. 7.5 together with the observed and expected profile likelihood distri-

bution, where the corresponding 68 and 95% CL intervals are extracted following the

procedure outlined in Ref. [143] and Ref. [144]. The observed limits obtained are

compatible with the SM background expectation. The breakdown of 95% CL upper

limits by year and category is presented in Table 7.3. The expected limits improve as

anticipated with the increasing luminosity associated with each data-taking year for

the VH category.
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Figure 7.5: Left: Observed and expected limits at 95% CL for the ttH and VH categories
using 2016–2018 data. Right: The profile likelihood scan corresponding to observed and
expected (where BBB(H → inv) = 0) limits in the fit to the ttH and VH categories.

A GF test is performed to determine the compatibility of the model with the data.

The expected distribution of χ2
sat is produced by generating 1000 toy experiments, with

the p-value extracted as the fraction of those larger than the test statistic obtained

in the fit to data, as explained in Appendix B.1. In brief, to generate these toy

experiments, NPs are fixed to their best-fit values from a CR+SR fit in light of the

data, while the constrained component of these NPs are randomised in the evaluation

of the likelihood fit. A p-value of 0.2% is observed, below what is expected for a well-
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Table 7.3: The breakdown of the observed and expected (exp.) 95% CL upper limits
on BBB(H → inv) in each year and category.

Data ttH VH Combined

2016 0.77 (0.78 exp.) 0.79 (1.04 exp.) 0.52 (0.62 exp.)
2017 0.93 (0.86 exp.) 1.67 (0.94 exp.) 1.04 (0.64 exp.)
2018 0.59 (0.87 exp.) 0.90 (0.77 exp.) 0.54 (0.60 exp.)

2016–2018 0.43 (0.52 exp.) 0.74 (0.53 exp.) 0.54 (0.39 exp.)

modelled analysis. Statistical constraints in certain subcategory and hadronic recoil

intervals can lead to a poor GF as the expected probability distribution may not be

well fitted by a χ2
sat distribution. An additional study was performed by removing a

subset of subcategory and hadronic recoil intervals in the single-lepton CRs, which

share a RP. Where the single-muon CR and single-electron CR data fluctuates in

opposite directions relative to the simulated event yields, as visualised in comparing

the ratio plots of Fig. 7.1 to Fig. 7.2, the seven bins with the greatest disagreement

between data and simulation were removed. This resulted in an improved p-value of

6% across the combined ttH and VH categories with negligible effect on the sensitivity.

Corroborating this statement is the higher p-values obtained from GF measurements

for 2016 and 2018 data sets, presented in Table 7.4. Taking this into consideration,

the low p-value across all years is attributed to statistical fluctuations in ≈ 3% of all

subcategories and hadronic recoil intervals studied, with a visualisation of the GF

distributions provided in Appendix C.

This is the first limit on B(H → inv) in the ttH channel in a fully hadronic final state

reported by CMS using post-2016 data. A reinterpretation of a stop SUSY search using

2016 data corresponding to 35.9 fb−1 analyses the ttH channel with up to two leptons,

with the zero-lepton channel 95% CL upper limit measured at B(H → inv) = 0.85 (0.73

expected) [145], consistent with the upper limit B(H → inv) = 0.77 (0.78 expected)

measured here. Differences between the two values stem from the additional systematic

uncertainties considered for this analysis, including those from the ptT reweighting, and

differences resulting from the different NP correlation schemes in the fit, as performed

in this analysis across years, and in Ref. [145] across lepton multiplicity channels.

For direct comparison, a search by the ATLAS experiment in the same channel [146]

reports a 95% CL upper limit on B(H → inv) of 0.95 (0.52 expected), using full Run
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Table 7.4: The breakdown of p-values obtained from GF studies in each year and cate-
gory.

Data ttH VH Combined

2016 55.3% 5.6% 10.7%
2017 6.1% 31.5% 3.5%
2018 33.5% 30.4% 20.0%

2016–2018 7.4% 1.6% 0.2%

2 data. The boosted ttH subcategories have a greater signal purity than those of the

resolved ttH class, evidenced by the S/B measurements in Fig. 5.11.

No exclusion limits on B(H → inv) in the resolved hadronic VH channel have been

reported by the ATLAS or CMS experiments using post-2015 data. A 95% CL upper

limit of B(H → inv) = 0.37 (0.31 expected) is found in the boosted VH channel of

Ref. [11], using 2016–2018 data corresponding to 137 fb−1. The VH 2j0b and VH 2j2b

subcategories provide the greatest sensitivity to H → inv, given these are pure in the

V(qq)H and Z(bb)H background processes that they target, respectively, while the

subdominant VH 2j1b subcategory relies on events with a falsely-tagged or untagged

b jet (under the DeepCSV algorithm). This subcategory nevertheless is retained

in the analysis as it improves the sensitivity of the overall limit on B(H → inv) as

measured in the VH category.

The systematic uncertainty with the largest impact on the B(H → inv) measure-

ment is associated with the JES, while the statistical uncertainty contributes signifi-

cantly to the overall uncertainty on B(H → inv). The breakdown of the impacts into

uncertainty groups are presented in Table 7.5, together with the expectation values.

The likelihood scans performed to obtain these impacts are provided as supporting

material in Appendix C, which are also presented with the largest pulls on systematic

and statistical uncertainties in the fit.

In summary, falling short of a discovery, upper limits on B(H → inv) are established

in hadronic final states of the ttH and resolved VH channels at the 95% CL. These

show a stronger-than-expected limit in the ttH channel, of 0.43 (0.52 expected), and a

weaker-than-expected limit in the VH channel of 0.74 (0.53 expected). Their combined

limit of 0.54 (0.39) shows an excess of data of 1 standard deviation. The model

yields a p-value of 0.2%, although this is considered to be biased by a small number
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Table 7.5: The observed and expected impacts on BBB(H → inv) for different groups of
uncertainties, where the expected results are produced with BBB(H → inv) = 0.

Uncertainty group
Impact on B(H → inv)
Observed Expected

Jet energy calibration ±0.11 ±0.11
Lepton veto ±0.05 +0.05

−0.04

Lepton/photon identification ±0.06 ±0.06
Theory +0.07

−0.06
+0.06
−0.05

Integrated luminosity/pileup ±0.02 +0.02
−0.03

QCD prediction ±0.02 ±0.02
Boosted object/b-jet tagging ±0.02 ±0.02
Triggers ±0.04 ±0.03
Stat. uncertainty of simulation ±0.08 ±0.08
Stat. uncertainty in data ±0.10 ±0.10

of hadronic recoil intervals where the correlation single-muon and single-electron CR

data-to-simulation agreement is poorest, accounting for O(1%) of all subcategories and

hadronic recoil intervals. These are the first H → inv limits measured in the hadronic

ttH channel using CMS data from 2017 and 2018, and the first in the resolved VH

channel using post-2015 data by either of the ATLAS or CMS Collaborations.



Chapter 8

Combination with other Higgs

boson production channels

Invisible Higgs boson decays have been analysed in multiple channels dating from the

start of LHC operations onward. Each search has a bespoke set of search regions,

kinematic properties, particle identification and tagging requirements, and systematic

uncertainties. A combined result across Higgs boson production modes requires these

to be well understood. This includes synchronising trigger requirements, mitigating

overlapping phase space, and handling the correlation between the sources of system-

atic uncertainty that arise from each analysis. A combination of the results of this

analysis, analyses also covering the years 2016–2018, and earlier published CMS com-

bination results using Run 1 and 2015 data [16] collected at
√
s = 7, 8, and 13 TeV

corresponding to integrated luminosities of 4.9, 19.7 and 140 fb−1, respectively, is per-

formed. Run results from 2015 correspond to 2.3 fb−1 data collected at
√
s = 13 TeV,

and are described separately as the analyses using this data were combined historically

with Run 1 data, and use a separate fit modelling and uncertainty correlation scheme

to later searches. A combined likelihood fit, accounting for appropriate event overlap

reduction and the correlation of systematic uncertainties across regions, is outlined.

The Higgs boson production modes VBF, VH, ttH, and ggH from various CMS anal-

yses are included, with their respective data sets detailed in Table 8.1. The Run 1

and Run 2 analysis combines results from the VBF [8] channel, the Z(ℓ+ℓ−)H [15]

channel, the combined ggH and boosted VH channels [11], the semi- and dileptonic

ttH channels [12–14] channels, and the Run 1 and 2015 combinations that include

VBF, Z(ℓ+ℓ−)H, Z(bb)H, V(jj)H, and ggH searches [16, 147, 148]. The parameters of

the individual likelihood functions are treated as independent for each analysis, unless

explicitly specified otherwise. As several analyses are discussed, the ttH and resolved
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VH search described previously is labelled as the ttH/resolved VH analysis.

Table 8.1: The data sets used in the combination, with the respective integrated lumi-
nosities for each production mode across Run 1 and Run 2.

Analysis tag Production mode Integrated luminosity (fb−1)
7 TeV 8 TeV 13 TeV

VBF-tagged VBF — 19.2 [147] 140 [16][8]

VH-tagged

Z(ℓ+ℓ−)H 4.9 [147] 19.7 [147] 140 [16][15]

Z(bb)H — 18.9 [147] —
V(jj)H — 19.7 [148] 140 [16][10]

Boosted VH — — 138 [11]

ttH-tagged
ttH (hadronic) — — 138 [10]
ttH (leptonic) — — 138 [12–14]

ggH-tagged ggH — 19.7 [148] 140 [16][11]

The VBF channel provides the most stringent limit on B(H → inv), which pro-

duces a 95% CL upper limit of B(H → inv) = 0.18 (0.10 expected) across Run 1 and

Run 2. In this channel, the signal is identified with a large hadronic recoil and two

high-pT forward jets located in opposite η hemispheres with small azimuthal separa-

tion. The VBF signal is enhanced by requirements on the dijet invariant mass, and

their angular separation, which suppress DY contributions in the Z → inv background.

Single-muon, single-electron, dimuon, di-electron, and single-photon CRs are used to

measure the dominant V + jets background in the SR by constraining the yield frac-

tions Z(ℓ+ℓ−) + jets/W(ℓν) + jets and γ + jets/Z(ℓ+ℓ−) + jets. This accounts for

the low statistical precision of the dilepton CRs, where the Z + jets production cross

section is ≈ 100 times smaller than that of γ + jets. The analysis is described in

Ref. [8], which defines a dominant missing momentum triggered region (MTR) and a

subdominant VBF jets triggered region (VTR) category, where events are selected for

the former preferentially, and orthogonality between the two is ensured by requiring a

large hadronic recoil > 250 GeV in the MTR, and 160 < recoil < 250 GeV in the VTR.

The categories are defined for 2017 and 2018 data sets, and use the same statistical

approach to combine with the 2012, 2015, and 2016 data sets as that which is taken

here. The dominant uncertainties in the analysis are the theoretical uncertainties in
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the yield fractions between the Z + jets, W + jets, and γ + jets processes. While the

ratios can lead to partial cancellations in the theoretical uncertainties, no dedicated

theory treatment exists for the highly-forward pT nature of the VBF phase space,

hence manual, conservative calculations are performed.

The next most sensitive channel to B(H → inv) is the associated ZH production, or

MonoZ, channel with a fully leptonic final state, Z(ℓ+ℓ−). As the analysis uses lepton

triggers, the pmiss
T threshold is lower than the hadronic search analogues, at 100 GeV.

The dominant background contributions are from diboson processes such as ZZ and

WZ production, where one Z boson decays to electrons or muons, and the other decays

to at least one neutrino. To constrain the diboson background, CRs with one or two

additional charged leptons are defined. The leading systematic uncertainties relate to

the theoretical uncertainties in the absolute normalisation and transfer factors between

WZ and ZZ contributions in the SR and CRs, and the experimental uncertainty in the

reconstruction of electrons and muons. The search is also statistically limited by the

data sets produced in the Run 2 era. The Run 2 MonoZ limit is described in Ref. [15],

where the likelihood function is entirely independent of the data-taking year. A 95%

CL upper limit on B(H → inv) of 0.29 (0.25 expected) is reported.

The MonoJet/MonoV analysis is similarly sensitive to B(H → inv), and is com-

posed of a search for ggH and VH production, where the latter identifies boosted V

boson decays with merged hadronic decay products, complementarily to the resolved

V(jj)H topology in the ttH/resolved VH analysis. Events are selected in fully hadronic

final states, requiring a well-identified leading jet and large hadronic recoil > 250 GeV.

Events are categorised according to substructure properties of the leading jet, firstly

by requiring a jet pT > 250 GeV and dividing boosted VH events into low or high

purity according to the DeepAK8 score, referred to as the loose and tight MonoV

category, respectively, followed by selecting ggH events for the MonoJet category with

p j
T,1 > 100 GeV having failed the boosted VH category requirements. The categories

also apply a veto on b-tagged jets, and are split according to 2017 and 2018 data sets,

with the 2016 data set analysed previously [149]. The same approach to background

estimation as the VBF analysis uses is adopted, where again the dominant background

is from V + jets processes. The yields for W + jets processes in the SR, γ + jets in the

single-photon CR, and DY + jets in the dilepton CRs are defined as transfer factors to

normalise the Z → inv contribution in the SR. Similarly, the W(ℓν) + jets backgrounds

in the single-lepton CRs are defined as transfer factors relative to the ℓlost contribution

in the SR. Subdominant backgrounds such as t quark and diboson processes are esti-

mated directly from simulation, while a dedicated estimation is used for QCD multijet
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contributions. Consequently, the largest uncertainties in the MonoJet/MonoV search

stem from the WZ normalisation uncertainty, mainly affecting the MonoV channel

where t quark and diboson processes contribute to ≈ 25% of the overall background.

A 95% CL upper limit on B(H → inv) of 0.28 (0.27 expected) is reported in Ref. [15]

using 2016–2018 data sets.

Finally, ttH analyses with leptonic final states are included, which require a reinter-

pretation of the supersymmetry (SUSY) searches in the semi- and dileptonic tt decay

channels in Refs. [12, 13] in the context of the tt + DM model studied in Ref. [14].

The reinterpretation is valid for pmiss
T searches, where the SUSY study is intended to

be sensitive to the production of SUSY partners of the t quark, stop quarks, which

decay to a t quark and the lightest SUSY particle (LSP). The final state will con-

tain t quark decay products and a large pmiss
T corresponding to the undetected LSP,

which is kinematically similar to a H → inv signature. The semi- and dileptonic ttH

final state searches both use 2016–2018 data sets, and produce a 95% CL upper limit

on B(H → inv) of 0.32 (0.38 expected), and is the only analysis to report a slightly

stronger than expected limit. The limit set by the ttH/resolved VH analysis is there-

fore similar in sensitivity to the leptonic ttH channel, at 0.54 (0.39 expected).

8.1 Selection overlap

A statistical combination between the different analysis channels necessitates removal

of any significant overlap in selected events if the results are to be statistically valid.

Analyses with hadronic final states have partially overlapping SRs amongst them-

selves. The overlap is systematically verified between each analysis by generating the

list of events in each region and identifying the fraction of events that are common to

each relative to the total number of selected events. Aside from the ttH/resolved VH

analysis, the following selections are made to reduce the overlap in each analysis after

their respective results have been published, and hence the results from the fit, includ-

ing exclusion limits, are expected to differ following the combination. However, the

selections are chosen such that these changes are small, with changes in the exclusion

limits by analysis O(0.1-1%).

The most significant overlap is observed between the MonoJet and VBF chan-

nels. As the MonoJet category requires the presence of a hard leading jet with

p j
T,1 > 100 GeV and a large hadronic recoil > 250 GeV, which is also characteris-

tic of the VBF selection but without the more refined jet selection, a subset of the

MonoJet events is selected in the VBF analysis. The relative overlap is found to be
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similar between each SR and each flavour of CR. As the VBF analysis is dominant

in sensitivity to B(H → inv), events that would otherwise pass the VBF selection

are removed from the MonoJet selection. Events containing at least two jets that

pass the tight jet identification criteria, with the leading and subleading jet requir-

ing p j
T,1 > 80 GeV and p j

T,1 > 40 GeV, respectively, and neither being highly forward

such that |ηj1,2| < 4.7, are considered for rejection. To invert the VBF selection, dis-

crimination is performed according to the dijet system requirements, where events are

rejected if the jets have a combined mass mjj > 200 GeV, are located in opposite hemi-

spheres, ηj1 · ηj2 < 0, and are well separated in η and not in ϕ, |∆η(p⃗ j
T,1, p⃗

j
T,2)| > 1.0 and

|∆ϕ(p⃗ j
T,1, p⃗

j
T,2)| < 1.5. The overlap mitigation has a greater effect at higher hadronic

recoil given events are more likely to have additional high-pT jets than the leading one.

An average of between 10% and 20% of background events are removed depending on

the hadronic recoil, as demonstrated before and after applying the overlap filter in

Fig. 8.1 in the MonoJet category (upper), loose MonoV category (middle), and tight

MonoV category (lower). The plots for this overlap study are produced by colleagues

on the combination. The ggH signal is more strongly affected by this selection, being

reduced by between 13 and 24%, than background processes, likely due to the initial

state of the gluon, where the presence of additional jets is enhanced. The VBF signal

contribution is reduced the most among all processes in the MonoJet category, by up

to 40%, although the effect of this is much less pronounced considering the far smaller

production cross section compared to ggH. The effects of the removal are generally

weaker in the MonoV categories, although as MonoV events require a boosted object

tag according to the DeepAK8 algorithm, the contamination by VBF-like topologies

is inherently minimal. The expected 95% CL upper limit for either of 2017 or 2018

worsens in the MonoJet (MonoV) category by approximately 15 (2.5)%, although as

the overall sensitivity is dominated by the MonoV channel, the exclusion limit changes

negligibly. The overlap removal in the 2016 data set is introduced in Ref. [150] and

included in Ref. [11].

The ttH/resolved VH analysis enforces orthogonality with VBF-tagged events by

inverting the kinematic selection and removing events containing forward leading and

subleading AK4 jets with |ηj| > 2.4, as detailed in Sec. 5.2 and identically for the

MonoJet category above. A non-negligible level of overlap is measured between the

SR and CRs of the ttH/resolved VH analysis and the ggH/boosted VH channels of

the MonoJet/MonoV analysis. Observations show that 1% of ggH events account for

between 30 and 40% of events in the VH 2j0b subcategory, however as any correction

would change the ggH yields O(1%), no correction is applied to the resolved VH
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Figure 8.1: The effect of reducing VBF signal overlap within the MonoJet (upper), loose
MonoV (middle), and tight MonoV (lower) categories for each data-taking year. The
relative change in yields for each signal process due to the overlap mitigation selection
is presented as a function of the hadronic recoil, with the average change given in
parentheses. This study was performed by colleagues on the combination.
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category. In the loose MonoV category, 10% of events account for 20% of events

in the same subcategory, due to the difference in choice of the DeepAK8 V boson

tagging WP, where a loose WP is used the loose MonoV category, and a medium veto

WP is employed in the resolved VH channel. To mitigate this, events in the loose

MonoV category are removed if exactly two AK4 jets are present with a dijet mass

65 < mjj < 120 GeV. The effect of this selection is presented in Table 8.2, where the

before-and-after fraction of overlap of loose MonoV events in the VH 2j0b subcategory

is given first, and vice versa second, for each region of the respective analyses. The

resulting overlap of events in the loose MonoV category is rendered to O(1%), and no

further selection is necessary for the resolved VH channel. The sensitivity of the loose

MonoV category to B(H → inv) changes negligibly, while the overall MonoV result is

dominated by the tight MonoV category.

Table 8.2: The effect of overlap mitigation between the corresponding SR and CRs in the
loose MonoV category and the VH 2j0b subcategory. The values represent the fraction
of overlap before and after the veto is applied (loose MonoV events in VH 2j0b/vice
versa).

Region Change in overlap (Loose MonoV / VH 2j0b)

SR 0.13 / 0.15 → 0.04 / 0.03
Single-lepton CR 0.06 / 0.17 → 0.02 / 0.04
Dilepton CR 0.12 / 0.19 → 0.03 / 0.04

Single-photon CR 0.12 / 0.25 → 0.03 / 0.04

8.2 Systematic uncertainties

A correlation scheme for the systematic uncertainties between analyses is designed

such that, generally, uncertainties with the same values, such as on the integrated

luminosity, or those associated with the same sources, such as common trigger paths or

centrally-provided JECs, are correlated. All systematic uncertainties between data sets

with different centre-of-mass energies are uncorrelated. An overview of the uncertainty

correlation scheme adopted for the analyses using data recorded from 2016 onward is

presented in Table 8.4, excluding the signal theory uncertainties which depend on

production mode and initial state rather than analysis channel. The uncertainty in
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the integrated luminosity is calculated independently for Run 1 analyses. For analyses

pre-dating 2016, the correlation scheme established in Ref. [16] is used.

8.2.1 Theoretical uncertainties

The most important theoretical uncertainties are those associated with the mod-

elling of leading background processes in each analysis. In the hadronic VBF, Mono-

Jet/MonoV, and ttH/resolved VH analyses, the leading background processes are from

V + jets and tt + jets events. Each analysis performs a maximum-likelihood fit in

which the SR and CR V + jets yields are estimated using RPs. In the case of the VBF

and MonoJet/MonoV analyses, these RPs propagate the background theory uncertain-

ties. In the VBF channel, focused in a highly-forward pT phase space, there is no dedi-

cated theory treatment of the Z(ℓ+ℓ−) + jets/W(ℓν) + jets and γ + jets/Z(ℓ+ℓ−) + jets

yield fractions. Therefore, the uncertainty in these ratios is calculated via conservative

manual calculations, where it is assumed there is no strong cancellation between the

different processes, which results in a typical uncertainty of O(10%) [8]. In the Mono-

Jet/MonoV analysis, the uncertainties in the yield fractions are estimated following

the prescription described in Ref. [110], which employs a splitting scheme for theory

nuisances that accounts for realistic uncertainty cancellations between the component

processes. This leads to a typical uncertainty of a few percent. The ttH/resolved

VH analysis applies the same corrections and theory uncertainties to the background

samples, however the estimation of yields between SR and CRs for these processes is

calculated using unconstrained RPs during the fit. Therefore, given the differences in

region definitions, assumptions in the uncertainty modelling, and estimation methods,

the background theory uncertainties are completely uncorrelated between the analyses.

The leading background contributions in the MonoZ analysis are from WZ and ZZ

production, which are estimated in tri- and quad-lepton CRs. Background V + jets

processes are normalised using data alone, with shape uncertainties providing addi-

tional flexibility to the pmiss
T spectra. The diboson processes contributing here are also

applicable to the VBF and MonoJet/MonoV channels, although are limited to the

overall normalisation of VV and VVV processes and not the pmiss
T spectrum, unlike the

MonoZ analysis. Given the difference in dependence of this uncertainty, independent

NPs are assigned to the MonoZ analysis and the hadronic analyses. No correlation is

introduced between the hadronic analyses either, for the same reasons discussed for

the V +jets uncertainties, and likewise for the leptonic ttH channel.

The PDF uncertainties on these background processes are minor contributions in all

analyses. The extent of cancellation of PDF uncertainties between various processes
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in the different analysis regions varies between channels, and therefore the residual

PDF uncertainty is uncorrelated between each analysis.

The uncertainties in signal modelling address higher-order QCD corrections and

PDFs. The former are estimated by varying the QCD renormalisation and factori-

sation scales, with the resulting cross section uncertainty, determined for each signal

production mode in VBF, WH, ZH, ttH, ggH, and ggZH, applied independently per

channel. The PDF uncertainties are dependent on the initial state of each signal pro-

duction mode, and are correlated into qqH and ggH states. The values for the QCD

scale and PDF uncertainties are obtained from Ref. [135], and presented in Table 8.3,

and are log-normal constrained. In some channels, additional uncertainty contribu-

tions relating to signal acceptance modelling are considered, which are treated as

uncorrelated between analyses.

Table 8.3: The log-normal-constrained uncertainties in higher-order QCD corrections,
applied independently to each process, and the PDF uncertainties associated with each
initial state qqH and ggH, correlated across the corresponding final states.

Source Process Magnitude

QCD scale uncorrelated by process

VBF 0.997 / 1.004
WH 0.993 / 1.005
ZH 0.969 / 1.038
ttH 0.918 / 1.058
ggH 0.933 / 1.046
ggZH 0.811 / 1.251

Correlated qqH PDF
VBF 1.016
WH 1.021
ZH 1.018

Correlated ggH PDF
ttH 1.036
ggH 1.032
ggZH 1.024

8.2.2 Experimental uncertainties

The largest experimental uncertainties are typically related to the identification, iso-

lation, and reconstruction criteria of physics objects, namely muons, electrons, and
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photons. In the MonoZ and leptonic ttH analyses, muons and electrons are identi-

fied for the SR within a lower pT spectrum than the leptonic CRs in the hadronic

analyses, and so are uncorrelated between analyses with hadronic and leptonic final

states. Additionally, the lepton identification and reconstruction criteria, as well as

the parametrisation of their associated uncertainties, differ sufficiently between the

MonoZ and leptonic ttH searches that the uncertainties are not correlated. Within

the hadronic analyses, a pmiss
T threshold of 250 GeV is applied to all regions in the VBF

and MonoJet/MonoV channels, meaning that the lepton and photon pT spectra are

similar. However, VBF signal extraction is performed in the mjj distribution, which is

only weakly correlated with the hadronic recoil spectrum, and so is mostly sensitive

to events just above the recoil threshold. Signal extraction in the MonoJet/MonoV

analysis is performed in the hadronic recoil distribution directly, and given the average

lepton and photon pT is dependent on the hadronic recoil interval, the dependence ex-

tends to the uncertainty in lepton and photon identification. Therefore, the systematic

uncertainties in lepton and photon identification, isolation, and reconstruction are not

correlated between the VBF and MonoJet/MonoV analyses. In the ttH/resolved VH

search, signal extraction is performed across the hadronic recoil distribution from a

lower 200 GeV threshold, and so the corresponding systematic uncertainties are not

correlated with the other analyses.

The same trigger paths are used in the VBF, MonoJet/MonoV, and ttH/resolved VH

analyses, and so the uncertainties associated with the PF pmiss
T , electron, and photon

triggers are correlated between analyses for each trigger object. The effect of these

uncertainties is dominated by events just above their respective thresholds, which has

little dependence on the average PF object pT scale, and so these uncertainties are

log-normal constrained. In the MonoZ and leptonic ttH analyses, the trigger criteria

are different, namely that a muon trigger is used in place of a PF pmiss
T HLT path. Both

analyses use single and dilepton triggers, and so the trigger efficiency selection uncer-

tainties are correlated, but are uncorrelated with the uncertainties of the hadronic

analyses.

The uncertainties in boosted object tagging using the DeepAK8 algorithm are

only applicable to the MonoJet/MonoV, ttH/resolved VH, and leptonic ttH searches.

For V boson tagging in the MonoJet/MonoV and ttH/resolved VH analyses, these

sources of uncertainty are not correlated across analyses given different WPs are

adopted in each case. Similarly, as theWPs differ for t quark tagging in the ttH/resolved VH,

and leptonic ttH analyses, the uncertainties are not correlated. In the VBF, Mono-

Jet/MonoV, and MonoZ analyses, the uncertainty in b jet tagging is separated into
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the efficiency uncertainty associated with tagging a b jet that is truly a b jet, and the

uncertainty in the rate at which light jets are misidentified as a b jet. A veto is applied

on the presence of b-tagged jets in these analyses, in order to reduce background con-

tributions from processes involving t quarks. As the same b jet identification WPs are

adopted in these analyses, the uncertainties are correlated. In the ttH/resolved VH

analysis, a single b-tagging NP combines the effect of the efficiency selection and

misidentification, and hence it is not correlated with the other analyses. There is also

no b-jet veto applied in this analysis, given hadronically decaying t quarks are tar-

geted. The leptonic ttH analysis uses different modes of b tagging, therefore is not

correlated with the other analyses.

The muon, electron, and photon vetoes used in the applicable analyses do not have

a significant effect on the overall uncertainty, and are therefore left decorrelated given

their implementations vary and are non-trivial to combine into single NPs. All searches

apply a veto on well-identified hadronically decaying tau leptons in the SR, specifically

removing W(τν) events in W + jets samples used in the hadronic analyses, and WZ

samples in the MonoZ case. Identical tau lepton identification criteria are applied in

the MonoJet/MonoV and MonoZ searches, and so the tau lepton veto uncertainty is

correlated, while the VBF analysis uses theDeepTau identification algorithm [151], so

is not correlated. The tau veto uncertainty is also independent in the ttH/resolved VH

and the leptonic ttH analyses, given their respective identification criteria vary again.

All analyses incur some level of calibration of the JES and JER, which in the

hadronic analyses are provided by the JME POG and split into the same prototype

sources of jet energy uncertainties. Consequently, all sources are correlated between

the hadronic analyses, including the uncertainty components correlated and uncor-

related between the years 2016, 2017, and 2018. The JECs in the MonoZ analysis

are represented by a single uncertainty source, which accounts for effects in the low

pmiss
T region due to experimental effects, such as jet mismeasurement in DY events,

as well as for SM events with real pmiss
T , namely ZZ∗ → 4ν events. The systematic

uncertainty in the MonoZ channel is therefore independent of those measured in the

hadronic analyses. Similarly, the leptonic ttH analysis applies NPs for JER and JES

alone, therefore it is not correlated with the uncertainties of other analyses.

The determination of the integrated luminosity is affected by a number of sources of

uncertainty, which are assumed to be correlated amongst all channels, and correlated

amongst data sets irrespective of the inclusion of those from 2015. The uncertainty

on the luminosity is largely insignificant, and therefore neither accounting for the

correlation between the 2015 and 2016 data sets, nor the 2015 data set with other Run
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2 data sets, has no measurable effect on the total uncertainty.

Table 8.4: Overview of uncertainty correlation scheme adopted for the combination of
analyses using data from 2016 onward. The correlation pattern is defined by a symbol
or colour per analysis. Analyses with the same letter and colour in a given row have
correlated NP effects for the given uncertainty source.

Analysis channel

Uncertainty group Source MonoJet MonoV VBF MonoZ ttH/res. VH Lep. ttH

Background theory
V / γ theory A A B — C D

VV norm. A B C — D E

Object identification,
isolation, and
reconstruction

Electron A A B C D E

Muon A A B C D E

Photon A A B — C D

V tagging A A — — B —

t tagging — — — — A B

b tagging A A — — B C

Trigger

pmiss
T A A A — A —

Muon — — — A — A

Electron A A A B C B

Photon A A A — A —

Veto

b tag A A A A — —

Hadronic tau A A B A C D

Muon, electron A A B C D E

JECs JER, JES A A A B A C

Luminosity A A A A A A

8.3 Limits and evaluation of results

The results from the statistical combination of all channels and data sets featured in

Table 8.1 are presented, along with a breakdown according to the respective analyses,
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the run period, and by final state. The GF test is performed by generating 1000 toy

experiments, and a p-value of 12.1% is extracted for combined Run 1 and Run 2 data

corresponding to the probability that the combined S + B model is consistent with

data from the CMS experiment.

All results are obtained from maximum-likelihood fits to the individual analyses

or Higgs boson production channels, as well as their combination. The fit accounts

for both statistical and systematic uncertainties, and therefore all results are inclusive

of both effects unless otherwise stated. The exclusion limits on B(H → inv) are cal-

culated relative to SM production cross sections, with a 95% CL upper limit of 0.16

(0.09 expected) obtained for 2016–2018 data, and 0.15 (0.08 expected) obtained on

inclusion of Run 1 and 2015 data sets. Therefore, an excess in the data of two standard

deviations is reported by the CMS combination using Run 1 and Run 2 data. The

Run 1 and 2015 data sets have corresponding exclusion limits of 0.33 (0.27) and 0.43

(0.44), respectively, as shown in Fig. 8.2 (left), so have sensitivities subdominant to

some more recent analyses. The sensitivity in the Run 2 result is dominated outright

by the VBF analysis, which for 2016–2018 data sets yields a 95% CL upper limit

of 0.18 (0.11 expected). The MonoZ and MonoJet/MonoV channels have subdom-

inant sensitivities to B(H → inv), with minor contributions in the leptonic ttH and

the ttH/resolved VH analyses, demonstrated in Fig. 8.2 (right). The values obtained

are equivalent to the published results quoted by the respective analyses within the

precision of the combination, reflecting the negligible effect the overlap removal has

on the overall results.

The combination contains all final states of the VBF, VH, ttH, and ggH channels,

therefore enables a breakdown into each Higgs boson production mode for the first time

using Run 1 and Run 2 data. The VBF, VH, ttH, and ggH channels are determined

according to the category defined in each analysis, which themselves are composed

of varying levels of signal cross contamination as is input to each fit, as discussed

in Appendix D. The 95% CL upper limits are presented in Fig. 8.3 (left) for all

Run 1 and Run 2 data sets. The final combination represents an improvement in

sensitivity of approximately 20% relative to the most sensitive single channel (VBF),

which demonstrates the predominant sensitivity of the VBF channel to B(H → inv),

as well as shows that the two standard-deviation data excess in the combined Run 1

and Run 2 limit is driven by the VBF result. All search channels show weaker than

expected limits, with the exception of ttH. A finer breakdown into the hadronic and

leptonic final states in each production mode, following the listing in Table 8.1, is

presented in Appendix D. The dependence of the profile likelihood functions on µ̂ is
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Figure 8.2: Left: Observed and expected limits at 95% CL for the combination, broken
down by data-taking period. Right: Observed and expected limits at 95% CL for the
combination, broken down by analysis.

shown in Fig. 8.3 (right), with the breakdown of the best-fit B(H → inv) values for

each channel, and corresponding 95% CL exclusion limits for reference, presented in

Table 8.5. The best-fit values of B(H → inv) for the individual production channels

are compatible with one another and with the combined value of µ̂ = 0.08+0.04
−0.04, and

the observed signal strength is compatible within two standard deviations with the

SM prediction.

Table 8.5: The observed best-fit estimates of BBB(H → inv), for each analysis channel in
the combination, and the 95% CL upper limits on BBB(H → inv).

Channel Best-fit B(H → inv) 95% CL upper limit

Combined 0.08+0.04
−0.04 0.15 (0.08 exp.)

VBF-tag 0.09+0.05
−0.05 0.18 (0.10 exp.)

VH-tag 0.07+0.09
−0.09 0.24 (0.18 exp.)

ttH-tag −0.11+0.15
−0.15 0.25 (0.30 exp.)

ggH-tag 0.22+0.16
−0.16 0.49 (0.32 exp.)

The CMS combination result is comparable to the recently-published ATLAS ana-

logue [152], which reports a combined 95% CL upper limit of 0.107 (0.077 expected) us-

ing Run 1 and Run 2 data. In the ATLAS analysis, the channels VBF, ttH, Z(ℓ+ℓ−)H,
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Figure 8.3: Left: Observed and expected limits at 95% CL for the combination, broken
down by the Higgs boson production mode. Right: The profile likelihood scan corre-
sponding to the observed limit in the fit to the individual production channels.

VBF + γ, and ggH are included, resulting in an excess of only one standard deviation

from the SM expectation.

8.4 Dark matter interpretation

The upper limit on B(H → inv) is interpreted in the context of a set of Higgs portal

models governing DM interactions, where a stable WIMP, such as a scalar, fermionic,

or vectorial singlet state has a substantial coupling to the 125 GeV Higgs boson.

For sufficiently light DM particles, with mass mDM < mH

2
, these WIMPs will appear

as invisible decay products of the Higgs boson. In direct-detection experiments, the

interaction of a WIMP with an atomic nucleus can occur via the exchange of a Higgs

boson, and the resulting nuclear recoil is measured to obtain an upper bound on

the spin-independent DM-nucleon scattering cross section, σSI
DM-nucleon. Therefore, the

interaction between WIMPs and nucleons can be probed at low energies in direct-

detection apparatus, as well as in colliders at high energies via H → inv decays.

An effective field theory (EFT) approach is considered for WIMPs of scalar and

Majorana-like fermionic nature, introduced in Ref. [153], while in the vector case two

UV-complete DM models are considered, given the EFT analogue is known to violate

unitarity. The vectorial WIMP model (Vector DMUV−comp) is introduced in Refs. [153,

154]. The UV-complete solution necessitates the existence of a VEV borne from some

new SM singlet scalar, Φ, required to guarantee the invariance of a new gauge sym-
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metry U(1)’. The corresponding Lagrangian is given a generic scalar Higgs portal

coupling, permitting mixing between the SM Higgs boson and Φ. As this is not a

unique UV completion, a radiative portal approach (Vector DMradiative
m2

) is introduced

in Ref. [155] for dark Higgs boson masses m2 = 65 and 100 GeV, and with a mix-

ing angle between the SM and dark Higgs bosons θ = 0.2. The choice of m2 values

is derived from the best and worst limits obtained in the UV-complete model when

varying m2 in the range [65,1000] GeV [156]. The radiative UV-complete model intro-

duces the Higgs portal via additional heavy fermions that interact under both U(1)’
and SM gauge symmetries. These fermions mediate Higgs boson and vectorial WIMP

interactions analogously to t quarks mediating Higgs boson production in ggH at the

one-loop level, illustrated in Fig. 1.1. The effect of the radiative portal model is a

trivial quartic correction to σSI
DM-nucleon as a function of θ and m2. The resulting for-

mulae for σSI
DM-nucleon in the EFT spin-zero and spin-1

2
models, σS-nucleon and σf-nucleon,

respectively, and the UV-complete spin-one models with and without the radiative

portal correction, σrad
V -nucleon and σUV−comp

V -nucleon , respectively, are taken from Ref. [156] and

given by

σS-nucleon =
8Γinv

H→SSm
4
Nf

2
N

m3
Hv

2βS(mS +mN)2
, (8.1)

σf-nucleon =
16Γinv

H→ffm
2
fm

4
Nf

2
N

m5
Hv

2β3
f (mf +mN)2

, (8.2)

σUV−comp
V -nucleon =

32Γinv
H→V Vm

4
Vm

4
Nf

2
N

m7
Hv

2βV (mV +mN)2
·
(
1− 4

m2
V

m2
H

+ 12
m4

V

m4
H

)−1

, (8.3)

σrad
V -nucleon = σUV−comp

V -nucleon · cos4 θ ·
(
1− m2

H

m2
2

)2

, (8.4)

where Γinv
H→χχ is the Higgs boson partial decay width to WIMP χ with mass mχ and

βχ function given by

βχ =

√
1− 4

m2
χ

mH2

, (8.5)

mN is the nucleon mass, and fN, equal to 0.308± 0.018, is the Higgs-nucleon coupling

parametrisation factor1. The value for Γinv
H→χχ is estimated using the relation to the

1The Higgs VEV v has value 246 GeV throughout this thesis, however some Higgs portal literature
use the convention v = 173 GeV, which is a factor

√
2 smaller.
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branching fraction

B(H → inv) =
Γinv
H→χχ

Γinv
SM + Γinv

H→χχ

⇔ Γinv
H→χχ =

Γinv
SM · B(H → inv)

1− B(H → inv)
, (8.6)

where Γinv
SM = 0.00407 GeV is the SM Higgs boson decay width to invisible parti-

cles [20], and Γinv
H→χχ = B(H → inv)·Γtot

H , for Γtot
H the total Higgs decay width, following

Ref. [156].

Uncertainties in σSI
DM-nucleon are obtained from extrema of fN that are derived from

lattice theory [157], given this is the dominant effect on σSI
DM-nucleon. The results

are compared with those from direct-detection searches, which are designed around

the principle that DM particles interact with the atomic nuclei of the active ma-

terials in which they specialise. The limits featured are the most recent reported

by the XENON1T-Migdal [158], DarkSide-50 [159], Panda-X 4T [160], and LUX-

ZEPLIN [161] experiments. The 90% CL upper limits on σSI
DM-nucleon as a function

of mDM in the range [0.1,1000] GeV are presented in Fig. 8.4. The observed exclu-

sion threshold using all Run 1 and Run 2 data is estimated at 0.14 at the 90% CL

for an equivalent comparison to the direct-detection results. From comparison to di-

rect detection, the Higgs portal limits are better for light DM masses but are highly

model-dependent.

The sensitivity of the Run 1 and Run 2 channels to B(H → inv) depends on

the cross sections for the different Higgs boson production modes. These can be

parametrised by the coupling strength of the Higgs boson to V bosons and fermions.

The coupling strength modifiers that scale these cross sections, κV and κF, are assumed

to be equal to 1. However, BSM scenarios can be tested by varying the parameters

κV and κF [162]. Using CMS analysis data, the observed 95% CL upper limits on

B(H → inv) are evaluated as functions of κV and κF, and presented in Fig. 8.5 along-

side best-fit estimates κ̂V and κ̂F and the respective one and two standard-deviation

contours, as taken from Ref. [163]. The 95% CL limit on B(H → inv) is found to be

0.15 at the best-fit value for κV and κF from Ref. [163], and varies between 0.13 and

0.17 inside the 95% CL contour.
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Figure 8.4: 90% CL upper limits on σSI
DM-nucleon as a function of mDM. Results are

presented for a fermion (red) and scalar (yellow) DM candidate derived from EFT
models, and two cases of a vector DM candidate derived from UV-complete approaches,
the first denoted Vector DMUV-comp [154] (burgundy), and the second a radiative portal
version denoted Vector DMradiative

m2
[155] (orange), with dark Higgs boson masses of

m2 = 65 and 100 GeV and a dark-SM Higgs boson mixing angle of θ = 0.2. Uncertainties
are derived from Refs. [157]. Results are compared to direct-detection searches from
XENON1T-Migdal [158], DarkSide-50 [159], PandaX-4T [160] and LUX-ZEPLIN [161].
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Figure 8.5: Observed 95% CL upper limit on BBB(H → inv) as a function of coupling
strength modifiers, κV and κF, for a Higgs boson of mass 125 GeV. Values for κ̂V and
κ̂F from Ref. [163] are shown as a black cross, together with 68 and 95% CL contours.
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Summary

As outlined at the start of this thesis, searches for invisible decays of the Higgs boson

are a means of putting our understanding of the standard model (SM) to the test, and

probing the universe beyond the SM (BSM). The target sector outside of the SM is

the dark sector, a hypothetical set of frameworks that are designed to describe very

real phenomena like dark matter (DM), investigating how it exists in our universe, and

how it interacts with the SM. Data from particle colliders, such as those recorded at

the CERN LHC using the CMS detector, can be analysed for H → inv events, where

the SM predicted branching fraction B(H → inv) = 0.12%.

Using 2016–2018 CMS data corresponding to 138 fb−1, the ttH and VH production

modes with fully hadronic final states are analysed. The former targets final states

rich in jet multiplicity, and includes final states containing b jets, or boosted t quarks

or W bosons. The latter focuses on resolving a dijet pair with an invariant mass

compatible with the decay of a V boson. No significant excess of events is observed

above those from SM background processes, hence a 95% confidence level (CL) upper

limit on B(H → inv) of 0.54 (0.39 expected) is set in the combined ttH and resolved VH

channels, assuming SM production cross sections.

In the ttH channel, the same exclusion threshold is set at 0.43 (0.52 expected),

which is a clear improvement on the previous CMS limit obtained using 2016 data

corresponding to 35.9 fb−1 of B(H → inv) = 0.85 (0.73 expected) [145] in the zero-

lepton channel analysed by Ref. [145]. The year-for-year comparison shows that this

result is consistent with the 95% CL upper limit of 0.81 (0.76 expected) obtained in

this analysis using the 2016 data set alone. A search by the ATLAS experiment in the

same channel measured a 95% CL upper limit on B(H → inv) of 0.49 (0.64 expected)

using full Run 2 data [146]. Therefore, the CMS result represents an improvement

in sensitivity to B(H → inv) of ≈ 20%, however a small data deficit is measured in
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the CMS case. The 95% CL upper limit in the resolved VH channel is measured at

0.74 (0.53 expected), for which there is no published comparison using post-2015 data

aside from the orthogonally-defined boosted VH topology studied in Ref. [11], which

reports a limit of 0.37 (0.31 expected), and so the excess of data in the combined VH

channel with a fully hadronic final state was anticipated.

The results are combined with previous B(H → inv) searches carried out at
√
s =

7, 8, and 13 TeV in complementary production modes with the CMS detector. Com-

bining the channels VBF, VH, ttH, and ggH in all analysed final states, a combined

95% CL upper limit on B(H → inv) of 0.15 (0.08 expected) is obtained using Run 1

(2011–2012) and Run 2 (2015–2018) data. This is a relative improvement in sensitiv-

ity of ≈ 20% compared to the most sensitive single channel, VBF [8], and a relative

improvement of ≈ 65% relative to the previous combination result using Run 1 and

2015 data [16], although in this combination no ttH channel had been established.

The ATLAS combined 95% CL upper limit using similar channels is reported at 0.107

(0.077 expected) using data from the same periods [152], and therefore both ATLAS

and CMS experiments report consistent upper limits. The CMS combination results

are interpreted in the context of Higgs portal models governing DM interactions with

the SM. Exclusion limits for scalar-, femionic-, and vector-spin DM particle models

are produced and compared to contemporary direct-detection limits. Limits from the

Higgs portal models are found to be superior for light DM masses, although are highly

model-dependent. All results of the ttH and resolved VH analysis, and the accompa-

nying combination, are reported in Ref. [10].

The outlook for future H → inv searches lies in pursuing these further at the end

of Run 3, which has already completed data taking for 2022 and is scheduled to

continue through to the end of 2025, collecting double the data taken during Run 2.

However, to achieve the precision required to truly probe a branching fractionO(0.1%),

an improvement on the order of 100× is required. In the Future Circular Collider

under the hadron-collider regime (FCC-hh), 30 ab−1 of data is anticipated, therefore

B(H → inv) can be probed to the level of 10−4 [164] with well-constrained theoretical

and experimental uncertainties and an extremely precise estimation of the Z(νν) + jets

spectrum. Alternatively, the less expensive e+e− International Linear Collider (ILC)

is also in contention for construction, operating as a Higgs boson production factory

via VBF and VH mechanisms, the most sensitive channels to B(H → inv), although

such a machine would have fewer future prospects than the FCC.
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Look-up values

The Pauli matrices, σi, i ∈ [1, 2, 3], and the identity matrix I, are given by

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
, I =

(
1 0

0 1

)
. (A.1)

The Dirac matrices, γµ, µ ∈ [0, 1, 2, 3], are given by

γ0 =

(
I 0

0 −I

)
, γ1 =

(
0 σ1

−σ1 0

)
, γ2 =

(
0 σ2

−σ2 0

)
, γ3 =

(
0 σ3

−σ3 0

)
, (A.2)

where the 2× 2 zero matrix is given by

0[2,2] =

(
0 0

0 0

)
. (A.3)

The Gell-Mann matrices, λi, i ∈ [1, 2, 3, 4, 5, 6, 7, 8], are given by

λ1 =

0 1 0

1 0 0

0 0 0

 , λ2 =

0 −i 0

i 0 0

0 0 0

 , λ3 =

1 0 0

0 −1 0

0 0 0

 , (A.4)

λ4 =

0 0 1

0 0 0

1 0 0

 , λ5 =

0 0 −i
0 0 0

i 0 0

 , (A.5)
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λ6 =

0 0 0

0 0 1

0 1 0

 , λ7 =

0 0 0

0 0 −i
0 i 0

 , λ8 =
1√
3

1 0 0

0 1 0

0 0 −2

 . (A.6)



Appendix B

Statistical analysis

The following serves as a primer to the statistical approach to general H → inv searches,

introducing the maximum-likelihood estimation and methods testing the strength of

the fit model, as means of quantifying a significance on any discovery of H → inv events

or measurements of upper limits on B(H → inv) that are obtained in these analyses.

These largely adhere to methods outlined in Refs. [131, 142] and references therein,

as recognised by the LHC experiments as the correct approach adopted in analyses.

All H → inv searches aim to discover new signal processes that are statistically dis-

tinct from the background. In such an experiment, the total number of observed events

N = µS(H → inv)+B, where µ is the signal strength relative to the expected strength

of the signal in the SM, given by

µ =
σobs(H → inv)

σSM(H → inv)
. (B.1)

The probability of some H → inv event x based on several event observations in

LHC data is encoded in a hypothesis, H, which statistical tests are designed to validate

in light of observation. The null hypothesis H0 corresponds to µ = 0, where only SM

background processes are observed. The alternative hypothesis, H1, is where µ > 0

and there is some non-zero signal contribution. A hypothesis H bears a probability

distribution f(x|H), and the probability that an observation x is compatible with H

given H is true is defined as the likelihood, denoted L(x|H) ≡ P (x|H).

A test of H0 is defined by specifying a critical region W , the boundary of which

corresponds to a probability α that the data observed in W , assuming H0 is true, is

correct. This is equivalent to P (x ∈ W |H0) < α, where if x ∈ W , H0 is rejected. The

probability α denotes the significance level (SL) of the test. In general, W is not a

unique region for a given SL, thus H1 must be included in the test of H0. A rule of
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thumb is that W is a region of low probability if H0 is true, and high probability if

H1 is true. An example of this is shown in Fig. B.1.

Figure B.1: A Gaussian distributed x with critical region W indicated either side of the
hard border corresponding to the SL α (with an x-value xc), along with the respective
f(x|H) given the hypotheses H0 (with mean µ0) and H1 (with mean µ).

In the frequentist approach adopted here, it is only the observation x that deter-

mines the probability that H is accepted or rejected assuming it (or the alternative)

is true. Rejecting H0 if proven-true is referred to as a Type-I error. The maximum

probability for this is the SL, α. Similarly, accepting H0 if proven-false (and H1 re-

jected when proven-true) is referred to as a Type-II error. This occurs with probability

P (x /∈ W |H1) = β, where the power of the test with respect to H1 is given by 1− β.

A test for H0 ought to be designed such that the power is maximised with respect to

H1, meaning to maximise the probability H0 is rejected when H1 is true. However, it

is possible that there is no single H1 for which the power is maximal over all possible

alternative H, for example in some Gaussian distributed observations x with mean µ,

uncertainty σ, and probability distribution

f(x;µ, σ)

H0 µ = µ0

H1 µ > µ0.
(B.2)

The first step is to find the critical boundary xc for which the power is maximised. This

is determined by the SL, where α = P (x ≥ xc|µ0), and is referred to as a one-tailed
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test, illustrated in Fig. B.2 (left). The test is not necessarily exclusive of the region

for which µ < µ0, which requires a two-tailed test, demonstrated in Fig. B.2 (right),

where the probability of a result in each region assuming H0 is true now has value

α/2. The result of a two-tailed test gives a reasonable power in the region for which

µ < µ0, but weakens the power in the region µ > µ0 versus the one-tailed test.

Figure B.2: Visual representations of the possible hypothesis tests, demonstrating the
one-tailed (left) and two-tailed tests (right) distributed in µ. The two-tailed test im-
proves on the statistical test of an alternative hypothesis for µ < µ0, but loses power
versus the one-tailed test in the region for which µ > µ0. This is a case where no single
test can achieve maximal power.

For H → inv searches, tests are constructed with a well-understood false rate α

that in the SM, B(H → inv) = B(H → ZZ∗ → 4ν), and a high power with respect

to H1, B(H → inv) > B(H → ZZ∗ → 4ν). This will have a formH0(SM) B(H → inv) = B(H → ZZ∗ → 4ν)

H1(BSM) B(H → inv) > B(H → ZZ∗ → 4ν).
(B.3)

The event selection divides the sample space into regions based on parameter accep-

tances dictated by H. The highest power for a given SL in a test of the SM B(H → inv)

versus a BSM B(H → inv) will give a critical region W , controlled by constant c that

gives a test of a desired size, with α = P (t(x) ≤ c). This is the Neyman-Pearson
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lemma, where the optimal test statistic t(x) is given by the likelihood ratio

t(x) =
L(x|H1)

L(x|H0)

 > c inside W

≤ c outside W,
(B.4)

The optimal boundary on W is not always calculable, given there may not be enough

information about the likelihoods L(x|H0(SM)) or L(x|H1(BSM)). Note that the BSM

case will always be categorised under some model, as there is no model-independent

test given an alternative model with a higher or lower power will always exist.

B.1 Goodness-of-fit tests

Let a prediction f(x|H) be based on a set of observations x under H. On observing

a single point, xobs, the validity of H can be tested. The validity of this result is

quantified using a p-value, which is the probability that any sample of data is of equal

or lesser compatibility with H versus the observed data, assuming H is true. The

p-value is dependent on the data, and is extracted from a goodness-of-fit (GF) test. If

this is found from some test statistic t(x) on H, then the p-value is related via

pH =

∫ ∞

t

f(t′|H)dt′, (B.5)

where the probability that p0, corresponding to H0, is less than α is given by

P (p0 ≤ α|H0) = α. (B.6)

Therefore, reformulating xobs as the scalar t(x) defines the critical region W in H0

with size α as the set of data for which p0 < α. The p-value quantifies signal-like

fluctuations only, assuming H0 is true, and neglects other statistical phenomena such

as effects sensitive to the hadronic recoil binning and the look elsewhere effect (LEE)1.

Even though here, p0 is dependent on H0, the resulting test will have a power with

respect to a given H1. Obtaining the p-value determines the significance Z, which is

the number of standard deviations σ a Gaussian distributed set of the observations x

a statistical fluctuation is in one direction that will give the same p-value as that of

1The LEE is a measure of the probability to find a signal peak at least as significant as the one
observed anywhere else in the full distribution in x.
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the experiment. This is illustrated in Fig. B.3, so-giving the relation

p =
1√
2π

∫ ∞

Z

e
−x2

2 dx = 1 − Φ(Z) ⇒ Z = Φ−1(1− p). (B.7)

Figure B.3: The relation between Z and p-value, demonstrating visually the definition
of the significance Z as the fluctuation in a Gaussian distributed set of observations x
in a single direction with the same p-value as that produced in the actual experiment.

The typical test statistic used to measure the GF based on observation x composed

of Ndof degrees of freedom to the predicted µ is Pearson’s χ2 statistic, defined as

χ2 =

Ndof∑
i=1

(xi − µi)
2

σ2
i

xi ∼ Po(µi)−−−−−−−→
Ndof∑
i=1

(xi − µi)
2

µi

, (B.8)

where the first expression represents a Gaussian distributed xi with mean µi and

standard deviation σi, and the second expression arises for Poisson distributed xi. If

in the Poissonian case the means µi ≫ 1, then their distribution can be appropriately

Gaussian modelled, and the χ2 test is invariant of the distribution. The p-value is

generally soluble from the χ2 probability distribution,

p =

∫ ∞

χ2

fχ2(χ2;N)dχ2, (B.9)

however in the event that some hadronic recoil intervals contain few events, the χ2 will

not follow the expected probability distribution, and the GF is poorly measured. The
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saturated model method is employed, outlined in Refs. [165, 166], which estimates

a quantity χ2
sat that is similar to χ2 but is calculable for arbitrary combinations of

hadronic recoil intervals with arbitrary associated constraints. The relation χ2
sat = χ2

is asymptotically valid, in the large sample limit in all bins, and only under certain

conditions. Nevertheless, the test is still a useful measure of GF, and is indicative of

the level of agreement between data and prediction.

B.2 Parameter fitting and maximum likelihood

For some probability distribution f(x;Θ) describing data based on observations x, the

parameters Θ are constants that characterise the shape of f(x;Θ), for which a test

statistic t(x) is a function of x for which all Θ are known. The general estimator θ̂i(x)

of a particular θi ∈ Θ is a test statistic that can be used to estimate some property

of f(x; θi). A good estimator will converge to the real θi in the limit of a large set

of observations. The procedure to estimate θ̂(x) given x is called parameter fitting,

where repeating the procedure yields estimates that follow a probability distribution

g(θ̂i; θi).

Formally, the parameters Θ contain a parameter of interest (POI), the signal

strength µ, and many NPs, θ, such that L(θ) = f(x;θ). The best-fit or maximum-

likelihood estimators (MLEs), θ̂MLE, correspond to the parameter values for which

L(θ) is maximised, and the probability of obtaining further observations like x is

greatest. For Gaussian distributed x with true mean µ and variance σ2, the likelihood

is given by

L(µ, σ2) =
n∏

i=1

1√
2πσ2

exp−(xi − µ)2

2σ2
, (B.10)

where the test statistics µ̂ and σ̂2 that maximise L(µ, σ2) also maximise the logarithmic

likelihood (LL) of L(µ, σ2),

ln (L(µ, σ2)) =
n∑

i=1

ln (f(xi;µ, σ
2)) =

n∑
i=1

(
ln
( 1√

2π

)
+

1

2
ln
( 1

σ2

)
− (xi − µ)2

2σ2

)
,

(B.11)

where the convention to use the LL is purely given likelihood functions can be numer-

ically very large.

Once an estimate of some θ̂ ∈ θ is obtained, the statistical error, or width of the

distribution of θ̂ on many repeats, can be quantified. Estimates of θ̂ are almost always

Gaussian distributed in the large sample limit as they become statistically unbiased.
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An information inequality sets a lower bound on the variance of a general estimator,

which in the large sample limit expanded about θ̂ yields

ln (L(θ)) ≈ ln (Lmax)−
(θ − θ̂)2

2σ̂2
θ̂

, (B.12)

where ln (L(θ̂)) = ln (Lmax) on assuming θ̂ = θ̂i,MLE. If θ is changed by ±σ̂ about the

MLE, the LL becomes

ln (L(θ)) ≈ ln (Lmax)−
1

2
(B.13)

and the LL decreases by half from its maximum value.

For two correlated parameters, α and β, the maximum of the corresponding LL,

ln (L(α, β)), is computed numerically using simulated event generation. A maximum-

likelihood fit between simulation and data using some pre-fit values for α and β results

in MLEs α̂ and β̂, and their covariance cov[α̂, β̂], which is a measure of the correlation

between the two parameters. Repeated maximum-likelihood fits will produce MLE

averages close to their true values. In the large sample limit, ln (L(α, β)) tends to a

quadratic about the maximum.

B.3 Interval estimates and limit setting

An interval for a statistical uncertainty is associated with an estimate θ̂ of the true

value θ, and an estimate of the standard deviation σθ̂. Therefore, across repeat exper-

iments, estimates of θ̂ will follow a sampling distribution g(θ̂) centred about θ ± σθ̂,

which is Gaussian distributed in the large sample limit2. However, in general g(θ̂)

is not Gaussian distributed, and instead a confidence interval (CI) is reported. The

upper and lower tail probabilities of g(θ̂; θ) are denoted as α and β, respectively. The

aim is to find the boundaries of α and β, µα(θ) and νβ(θ), respectively, where

α = P (θ̂ ≥ uα(θ)) =

∫ ∞

uα→θ̂obs

g(θ̂; θ)dθ̂, (B.14)

β = P (θ̂ ≤ vβ(θ)) =

∫ vβ→θ̂obs

−∞
g(θ̂; θ)dθ̂, (B.15)

an illustration for which is provided in Fig. B.4 (left) about θ̂. The distribution of θ̂

as a function of θ will produce a region between boundaries µα(θ) and νβ(θ) known as

2Over several parameters, g(θ̂) is a multidimensional Gaussian distribution with parameters char-
acterised by covariance matrix V .
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the confidence belt, illustrated in Fig. B.4 (right). The points where θ̂obs intersect the

confidence belt define the CI [a, b]. The CL is the probability to cover the true value

of the parameter within the CI, and is equal to 1− α− β.

Figure B.4: Left: The upper and lower tail probabilities, α and β, respectively (left), are
illustrated in the sampling distribution g(θ̂; θ). Right: The confidence belt constructed
from the region between uα and vβ, where the intersection with θobs gives the boundaries
a and b of the CI in θ.

In the context of H → inv searches, when seeking the signal S in a region W , a

histogram depicting Poisson distributed yields Ni with mean µSi+Bi across Nbins sub-

category and hadronic recoil intervals is modelled. Further subsidiary measurements,

denoted m, that are applicable to Mbins subcategory or hadronic recoil intervals, that

help constrain the background or hadronic recoil shape parameters are typically Pois-

son distributed with mean ui(θ) depending on θ. The likelihood is then given by

L(µ,θθθ) =
Nbins∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi)

M∏
j=1

u
mj

j

mj!
e−uj . (B.16)

The profile likelihood ratio (PLR) is used to test H, given by

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

, (B.17)

where L(µ̂, θ̂) is the maximised likelihood function, based on MLEs µ̂ and θ̂, and ˆ̂
θ

is the value of θ that maximises L(µ, ˆ̂θ) for a given value of µ. The presence of the

NPs leads to the broadening of L(µ, ˆ̂θ) as a function of µ compared to the maximised

likelihood, and is indicative of the loss of sensitivity to µ. Conventionally, the PLR

test statistic tµ is defined as

tµ = −2 ln (λ(µ)), (B.18)
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where higher values of tµ represent an increasing incompatibility between data and

µ. A general assumption for this is that µ, corresponding to the POI B(H → inv), is

non-negative given a negative signal contribution is non-physical in H → inv searches.

However, it is convenient to let µ̂ be an effective estimator of B(H → inv) that is

allowed to be negative in order to maximise L(µ̂, θ̂).
In discovery experiments, a special case of tµ, denoted qµ, is used, which in the

B-only H0 (µ = 0) is given by

q0 =

−2 ln (λ(0)) µ̂ ≥ 0

0 µ̂ < 0,
(B.19)

where the data is interpreted to lack agreement with H0 only if µ̂ > 0, as for any µ̂ < 0

there is only evidence against H0 due to some systematic discrepancy. In computing

exclusion limits, the test statistic is given by

qµ =

−2 ln (λ) µ̂ ≤ µ

0 µ̂ > µ,
(B.20)

where an upward fluctuation of the data, with µ̂ > µ, is not treated as having less

compatibility with H1 than the data obtained and is not reason to reject it.

The Wald approximation of the PLR demonstrates that µ̂ is approximately Gaus-

sian distributed with mean µ′ and variance σ2, and as such in the large sample limit

p-values can be derived from f(q0|0) and f(qµ|µ′), and hence their discovery or exclu-

sion significances, Z0 or Zµ, respectively, given by

p0 = 1− F (q0|0) ⇔ Z0 = Φ−1(1− p0) =
√
q0 (B.21)

pµ = 1− F (qµ|µ) ⇔ Zµ = Φ−1(1− pµ) =
√
qµ, (B.22)

where F (q0|0) and F (qµ|µ) are the cumulative distributions of f(q0|0) and f(qµ|µ),
respectively.

Therefore, to find which values are consistent with the data, a test of size α is

performed for all µ. The values not rejected constitute a CI for µ at the 1 − α CL.

If formulated in terms of a p-value pµ, then the CI represents the µ values for which

pµ > α. To set an upper limit, the test statistic qµ defined in Eq. B.20 is used, with

p-value

pµ =

∫ ∞

qµ,obs

f(qµ|µ)dqµ ≈ 1 − Φ(
√
qµ), (B.23)
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where the approximation is valid in the large sample limit. Therefore, the 95% CL on

µ is the highest µ value possible for which pµ ≥ 0.05.

It is possible that the effect of the hypothesised µ is very small in comparison

with the B-only hypothesis. As such, f(qµ|0) and f(qµ|µ) will appear very similar,

illustrated in Fig. B.5 (left), where the probability distributions closely overlap. In

contrast, sensitivity to µ would imply that the distributions are highly separated, and

the power (probability to reject µ if µ = 0) is substantially higher than α, as shown

by Fig. B.5 (right). By construction, for low sensitivity the probability to reject µ

assuming µ is true is α, while the probability to reject µ for µ = 0, the power, is

slightly greater than α. This means, for probability α = 5%, any hypotheses with no

sensitivity are excluded. This is referred to as ‘spurious exclusion’.

Figure B.5: Left: The probability distributions for f(qµ|0) and f(qµ|µ) closely over-
lapping, indicative of the hypothesised µ having a small impact relative to H0 (µ = 0).
Right: The probability distributions for f(qµ|0) and f(qµ|µ) when the power is much
higher than α and the distributions are highly separated.

A technique designed to handle this is the CLS procedure, where H0 (µ = 0) and

H1 (µ > 0) are tested together with the same test statistic

Q = −2 ln
(LS+B

LB

)
, (B.24)

where distributions are illustrated in Fig. B.6 for reasonable (left) and low sensitivities

(right). The CLs solution divides the p-value by CLB, equal to 1− p0, such that

CLS =
CLS+B

CLB

=
pS+B

1− pB
≡ pµ

1− p0
, (B.25)

where S + B is rejected if CLS ≤ α. This increases the effective p-value when the

distributions are close, so prevents exclusion in the event of low sensitivity. The CLS

procedure can be performed on the parameter µ = σobs(H→inv)
σSM(H→inv)

, yielding an upper limit
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on B(H → inv).

Figure B.6: Left: The CLS technique applied to H0 and H1 distributed in the test
statistic Q, where a reasonable sensitivity under Q gives well separated distributions.
Right: The CLS technique for low sensitivity under Q, leading to a large overlap and
hence a small p0 in the B-only hypothesis.

B.4 Nuisance parameters and systematic uncertainty

Uncertainties propagate in an experiment in two ways: randomly (statistically) and

systematically. In the former, large statistical fluctuation is due to a limited number

of observations or limited accuracy in each observation, resulting in a large spread of

estimates about the true value. Systematic errors are harder to handle, and result

in imprecise end values that can require corrections to account for the source of the

errors. These can appear during observations, or when comparing data from different

experimental sources. In some cases parameters are correlated across data sets, for

which it is common practice to combine these variables to minimise their uncertainties.

In this case, µ has a common value across all channels, and the likelihood abstractly

takes the form

L(x|µ,θ) =
∏
i

Li(xi|µ,θcorr,θi), (B.26)

where θ is the complete set of NPs, for which θcorr are NPs correlated across certain

regions, and θi are calculated independent of the region i.

Sometimes the best-fit estimates of parameters can lie outside the range of individ-

ual parameter values. This is more likely to occur if the uncertainty estimate depends

on the parameter being estimated, which motivates the use of the likelihood method.

This procedure estimates the probability distribution as a function of the data for

fixed parameters, P (x|θ), and constructs the likelihood in the opposite sense, so that

L(θ|x) is a function of the parameters for given data. The LL is parabolic in the large
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sample limit, for which the standard deviation is determined by

ln (L(µ0 ± σ)) = ln (L(µ0))−
1

2
. (B.27)

In general, a model of the data is not perfect. Models can be improved by includ-

ing additional adjustable parameters in the model, with L(x|θ) → L(x|θ, ν). However,
this incorporates additional systematic uncertainty that increases the parameter space,

which decreases the sensitivity to B(H → inv), and increases the variance of the esti-

mate. For statistic qθ used to test a hypothetical value of NP θ, such that its p-value

pθ =

∫ ∞

qθ,obs

f(qθ|θ, ν)dqθ, (B.28)

the value ν must satisfy that θ is rejected only if pθ < α ∀ ν if the exact CI is to be

obtained. For test statistics based on the PLR, f(qθ|θ, ν) becomes independent of any

NPs in the large sample limit. In general, for finite data samples, this is not true, and

some θ cannot possibly be rejected for certain ν, which leads to overestimates of the

CI in θ. This is combated by profiling, which by construction rejects θ if pθ ≤ α, where

the p-value is computed assuming the MLE value for a given θ, ˆ̂ν(θ). The resulting CI

will give the correct coverage of θ and ˆ̂ν(θ). The Hybrid Frequentist-Bayesian method

assumes ν adheres to a prior distribution Π(ν) with likelihood

LHybrid(x|θ) =
∫
L(x|θ, ν)Π(ν)dν (B.29)

models the data. The p-values are then computed, and the model being tested is

effectively a weighted average of possible models.

To guarantee that NPs are not over- or under-constrained by the fit, the pulls for

each θi is measured, given by

pull =
θ̂i − θi,0
σi,0

, (B.30)

where θi,0 and θ̂i are the pre-fit and MLE values of θi, respectively, and σi,0 is the

pre-fit uncertainty. Another measure of the effect of NPs on µ is to compute their

impacts. The impact of NP θi, ∆µ
±, on µ is obtained for each systematic uncertainty

by performing the fit when the MLE θ̂i is fixed to ±σθ̂i of its value, and measuring the

magnitude of the shift in each direction from the MLE µ̂. Other NPs are allowed to

vary to account for correlations amongst themselves. A detailed outline of this method

is introduced in Ref. [167].
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The test statistic as defined in Eq. B.20 can be scanned over a range of values for

the effective estimator µ, formulated as

qµ = −2 ln
L(x|µ, ˆ̂θ)
L(x|µ̂, θ̂)

, (B.31)

where the NPs θ are profiled for the best-fit µ̂ and a range over µ about µ̂, and

L(x|µ̂, θ̂) is the maximum likelihood. Likelihood scans are a good measure of how the

PLRs compare between the ttH and VH categories according to the defined models,

and how certain individual and sets of systematic uncertainties affect the width of the

PLR. Along with the exclusion limits, the profile likelihood scans are performed both

in light of the data, known as observed results, and fitting to data when the signal

strength µ̂ is fixed to zero, which corresponds to the expected results in the presence

of purely SM background processes.



Appendix C

Supporting material for the ttH

and VH analysis

The following is a set of supporting material used to produce and verify the results

and conclusions presented in Sec. 7. The pre-fit ℓlost, Z → inv, QCD multijet, and

signal event yields for each subcategory and hadronic recoil interval summed across

2016–2018 are tabulated along with observation in Table C.1. The uncertainties are

inclusive of statistical and systematic contributions. The corresponding post-fit event

yields predicted in a CR only, B-only fit, a CR+SR, B-only fit, and a CR+SR, S+B

fit are presented in Tables 7.1, C.2, and 7.2, respectively.

Toy distributions are generated to recreate a model that accurately represents the

model developed in Ch. 6, but under slightly different constraints for comparison.

For each constrained NP in the fit, there exists a corresponding Gaussian probability

distribution that multiplies the likelihood function. This Gaussian distribution has

a nuisance term and a constraint term, where the former affects the functional form

of the likelihood function, while the latter is independent of it. The constraint term

can be considered as an observed measurement of the NP, following the Model and

Likelihood pages of Ref. [96]. Therefore, randomising the value of the constraint

term while preserving the best-fit values for the nuisance term (and hence the NP

values) will not affect the maximum-likelihood result but will change the underlying

parametrisation. The distribution of χ2
sat for these toy experiments is compared to the

test statistic χ2
sat measured for each year and across all years for the ttH, VH, and

combined categories. The toy distributions shown in Fig. C.1 correspond to the results

in Table 7.4, and show the effect of statistical fluctuations as a result of disagreements

between data and simulation in certain regions that share the same RP, and the

worsening effect this can have on the resulting p-value.
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Table C.1: Total pre-fit SR yields for each subcategory and recoil interval across 2016–
2018, inclusive of statistical and systematic uncertainties, and the observed data for
reference.
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Table C.2: Total post-fit SR yields for each subcategory and recoil interval across 2016–
2018, obtained from a B-only fit using CR+SR predictions inclusive of statistical and
systematic uncertainties, and the observed data for reference.
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A series of likelihood scans were performed with groups of systematic uncertainties

frozen during the fit, to obtain post-fit profile likelihood parabolas for varying ˆ̂µ values

corresponding to B(H → inv). Observed likelihood fits from a CR+SR S + B fit are

presented in Fig. C.2, which are used as input for Table 7.5. The statistical uncertainty

in the data is classed as other uncertainties in the figure, which is conventionally

consistent with other H → inv analyses that contain NPs not classified into a particular

group of systematic uncertainties. All NPs are grouped into systematic uncertainty

groups for the ttH/resolved VH analysis. The statistical uncertainty in simulated

samples, labelled MC, is classed as a systematic uncertainty given it scales with LI.

The largest pulls due to statistical and systematic uncertainties are also presented

in Figs. C.3 and C.4, respectively, where those that feature have pulls of at least ±0.6

in the statistical case, and at least ±0.2 in the systematic case. The statistical uncer-

tainties are those associated with simulated events, where the RPs are unconstrained

and have no effect on the fit. The largest pulls on statistical uncertainties are in

the VH 2j2b subcategory for 2017 and 2018 data sets, associated with the non-QCD

background in the photon CR. These are split by process where in this particular

subcategory and hadronic recoil interval, the total yield neff
tot ≤ nthreshold. This is also

true for neff
tot calculated using the non-QCD background alone, and as such the NPs

are Poisson-constrained, and sensitive to low numbers of simulated events in this case

if the pre-fit statistical uncertainty is underestimated. The largest pulls on systematic

uncertainties include observed in the jet flavour uncertainty within the JES, which are

observed to have the largest impact on the B(H → inv) measurement, and the photon-

to-Z → inv mapping uncertainty in the VH 2j2b subcategory for 2017 and 2018, which

appears fairly constrained outside of one standard deviation of the pre-fit value. The

behaviour is not unique to this particular photon-to-Z → inv uncertainty, and is ex-

pected given how conservative the assigned 40% value is, and therefore post-fit this

uncertainty should be largely constrained about some point that is still consistent with

the pre-fit input, although the discrepancy between the pre- and post-fit value can be

due to the disagreement between the ratio of data-to-simulation in the dielectron and

dimuon CRs.
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Figure C.1: The toy distributions generated to calculate the GF p-values presented
in Table 7.4, ordered by (left-to-right) ttH, VH, combined ttH and VH, and (top-to-
bottom) 2016, 2017, 2018, and all years.
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Figure C.2: The profile likelihood scans as obtained to measure the impacts of each
systematic group on the best fit BBB(H → inv) value, µ̂, in the observed case.
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Figure C.3: A selection of the largest pulls on statistical uncertainties during the fit to both the ttH and VH categories.
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Figure C.4: A selection of the largest pulls on systematic uncertainties during the fit to both the ttH and VH categories.
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The pulls on the systematic uncertainties for the ttH and VH category individually,

obtained from a CR+SR S + B fit, are presented in Fig. C.5, where the correlations

between the categories are easily identified. The pull value defined in Eq. 3.11 for

AutoDQM is measured in this case, which is the difference in the pulls divided by the

quadrature sum of the errors. Pulls lying along a given axis correspond to systematic

uncertainties applicable to only the ttH or VH category. NPs with pull values greater

than 0.45 are labelled, namely the uncertainty in b jet tagging and in the lepton veto

for 2017, which are just under one standard deviation from their prefit value and are

pulled in opposite directions for each category.

Figure C.5: The pull values as defined in Eq. 3.11 using the pulls on each NP in either
the ttH and VH category following a CR+SR S + B fit, with the correlation between
the systematic uncertainties indicated by their presence in each quadrant. NPs with pull
values greater than 0.45 are labelled, and those lying on a particular axis are applicable
to only one category.



Appendix D

Supporting material for the

combination

maximum-likelihood fits are performed for each Higgs boson production mode consid-

ered in the combination. In some cases, due to the data-taking era from which the

likelihood functions were first defined, not all other production modes are considered

in the fit, namely in analyses targeting the ggH channel, where the ttH topology is

not accounted for at all as the analysis pre-dates any of the ttH searches. The relative

contamination of the VBF, VH, ttH, and ggH signal samples in each of the VBF,

VH, ttH, and ggH categories as defined by each analysis targeting these topologies is

presented in Table D.1.

Table D.1: The relative signal contributions within each tagged channel by production
mode. Note that not all production modes are considered for some analyses, for example
the ttH topology is not considered in analyses for which ggH is the target channel.

Process VH-tagged ggH-tagged VBF-tagged ttH-tagged

VH signal 0.563 0.111 0.101 0.095
ggH signal 0.398 0.678 0.703 0.164
VBF signal 0.035 0.211 0.194 0.020
ttH signal 0.004 — 0.001 0.721

The 95% CL upper limits across all Run 1 and Run 2 data sets analysed by the

CMS experiment are broken down finely into the various hadronic and leptonic final

states listed in the second column of Table 8.1, and presented in Fig. D.1. The VBF
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final state provides the greatest sensitivity to B(H → inv), as well as is the largest

driver of the data excess of two standard deviations in the combined exclusion limit.
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Figure D.1: Left: Observed and expected limits at 95% CL for the combination, broken
down by final state according to the listing in Table 8.1.
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