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Abstract: 

This thesis argues that contemporary epistemology faces a challenge that has seldom been explicitly 

recognized, and even less often seriously confronted. I call this the problem of possibilities. It is the 

problem that epistemic evaluations and norms, as well as the arguments or principles that define 

them, are possibility sensitive. By this I mean that arbitrary decisions in how possibility spaces are 

modelled affect the outcomes of these arguments and principles. Sometimes it is the epistemic 

agent whose model of possibility space has this effect, and sometimes it is that of the epistemic 

evaluator (or, epistemologist).  

The thesis demonstrates that possibility sensitivity shows up in many aspects of contemporary 

epistemology, attempts to unite its differing incarnations into a single theme, and argues that there 

is no easy escape from the problem. I also argue that the solution to these problems lies in finding 

formal methods to epistemically evaluate possibility spaces.  

The thesis also explores two ways of incorporating the epistemic value of conceiving the possible 

into our evaluations and normative assessments of epistemic agents. The first way is to directly 

measure the epistemic value of a set of concepts or a possibility space with a utility scoring rule. The 

second way is to adapt accuracy-based scoring rules for credences to enable comparisons between 

credence functions on distinct domains. Relatively little previous work has been done on either 

approach, and I conclude find that existing methods have serious flaws. I also argue that the inability 

of accuracy scores to handle comparisons between credence functions defined on distinct domains, 

may amount to a refutation of veritism. 
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Introduction to the Thesis 

This thesis argues that contemporary epistemology faces a challenge that has seldom been explicitly 

recognized, and even less often seriously confronted. I call this the problem of possibilities. It is the 

problem that epistemic evaluations and norms, as well as the arguments or principles that define 

them, are possibility sensitive. By this I mean that arbitrary decisions in how possibility spaces are 

modelled affect the outcomes of these arguments and principles. Sometimes it is the epistemic 

agent whose model of possibility space has this effect, and sometimes it is that of the epistemic 

evaluator (or, epistemologist).  

The thesis demonstrates that possibility sensitivity shows up in many aspects of contemporary 

epistemology, attempts to unite its differing incarnations into a single theme, and argues that there 

is no easy escape from the problem. I also argue that the solution to these problems lies in finding 

formal methods to epistemically evaluate possibility spaces.  

The thesis also explores two ways of incorporating the epistemic value of conceptions of the 

possible into our evaluations and normative assessments of epistemic agents. The first way is to 

directly measure the epistemic value of a set of concepts or a possibility space with a utility scoring 

rule. The second way is to adapt accuracy-based scoring rules for credences to enable comparisons 

between credence functions on distinct domains. Relatively little previous work has been done on 

either approach, and I find that existing methods have serious flaws. I also argue that the inability of 

accuracy scores to handle comparisons between credence functions defined on distinct domains, 

may amount to a refutation of veritism. 

The first two chapters of the thesis discuss the ways in which epistemic norms and evaluations have 

become sensitive to arbitrary choices in how we represent the space of the possible. Chapter 1 takes 

a birds-eye view of traditional epistemology, and argues that our (justifiably) diminishing 

epistemological optimism leads to the need for evaluations to be made in the space of the possible 

instead of the actual. Chapter 1 also begins to motive Bayesian epistemology. Chapter 2 picks up 
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where Chapter 1 leaves off, by continue to motivate and introduce Bayesian epistemology. The main 

object of the chapter, however, is to show how some of the challenges in, and objections to, 

Bayesian epistemology can be tied together under the heading of possibility sensitivity – the fact that 

epistemic principles and arguments are sensitive to representations of the possible. This, I argue, 

leads to a possibility problem – the problem of establishing ways to evaluate the epistemic value of 

conceptions of the possible, whether those of the agent or of the epistemologist. 

Chapter 3 takes on this project by examining the only existing account of an epistemic utility 

measure for conceptualizations of the space of possibility. This is the measure of “concept utility” 

put forward by (Égré & O’Madagain, 2019). Unfortunately, the chapter finds that the only viable 

interpretation of their justification for their measure (a kind of instrumental value argument) has 

serious flaws. Additionally, I examine an alternative interpretation of their utility measure, which, 

though apparently not what they had in mind, shows more potential. This reinterprets there scoring 

rule as a method for identifying the best class to project a predicate onto. Unfortunately, this 

“inference optimizer” account has its own problems, and is difficult to generalize from an technique 

for making single inferences to a theory of the general epistemic utility of a conceptual scheme. 

Chapter 4 takes a different tack, by looking at the prospect of incorporating the contribution to 

epistemic utility of a conceptualization of possibility space into an epistemic utility scoring rule for 

credence functions. This might be achieved by identifying measures of epistemic utility for credences 

that allow comparisons between credence functions defined on distinct domains. The chapter 

examines problems that have been identified in the literature with defining any such measure, 

especially under the assumption that epistemic utility is accuracy. The chapter arrives at two 

conclusions. First, veritist (accuracy) scoring rules that allow comparisons between credence 

functions defined on distinct domains, whilst satisfying certain other desiderata, will be sensitive to a 

wider framing of the space of both distinct domains, that must be chosen by the epistemologist 

evaluating them. This is a form of possibility sensitivity. Second, if such possibility sensitive accuracy 
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scoring rules are rejected, then accuracy comparisons between credence functions defined on 

distinct domains are impossible (given some desirable restrictions on scoring rules). I argue that this 

strongly shows against veritism – accuracy is unable to capture a great part of epistemic value. 
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Chapter 1 – The Possibility Problem in the Evaluative Concepts of Traditional Epistemology 

This chapter can be considered a precursor to the main body of the thesis. It makes the case that 

traditional epistemology faces a version of the “possibility problem”, due to the sensitivity of its 

evaluative conceptual toolkit to facts about the space of possibility. The more philosophers have 

investigated our epistemic predicament, the more certainty has given way to proportionality, as an 

epistemic ideal. This movement is nothing but a move from the ideal of contact with the actual, 

toward a, seemingly more achievable, contact with the possible. At the same time, this means the 

epistemologist must go from evaluating the agent with respect to the actual, to evaluating them 

with respect to the possible, and these judgements are sensitive to claims about, and sometimes 

arbitrary modelling choices regarding, the space of possibility. Moreover, it is hard to ground these 

claims and models in a principled and non-undercutting way. 

Part 1 – The Twilight of Epistemology 

How good can our epistemic justification for a doxastic state ever be? What is the highest epistemic 

ideal we can actually achieve? The pressing urgency of these questions is perhaps the most 

prominent and influence of Descartes’ Meditations on First Philosophy (2017 (1639)) on subsequent 

philosophical discourse. By engaging a kind of extreme methodological skepticism, Descartes 

searched for a cognitions that met a correspondingly extremely high epistemic standard – that of 

complete certainty.1 

Descartes’ skeptical imagination, of course, has had a more lasting influence than his constructive 

project. Any reader of his Meditations who has never contemplated these questions before will most 

likely come away with a fresh belief that knowledge, or at least, knowledge with certainty, is 

impossible or vanishingly rare. No experience or perception is beyond dispute – an evil demon (or, in 

the modern day imagination, a mad scientist) might be deceiving you (Descartes, 2017 (1639), p. 23). 

 
1 By certainty we do not mean mere conviction, but a kind of indubitable infallibility. 
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And if some certain foundation could be found, no inference could take you from that foundation to 

more knowledge of any substance. Deductive logic alone guarantees the preservation of truth, and 

thus also certainty, but deductive inference is not ampliative, you do not get out of it what was not 

implicit in the premises.  

Yet epistemology, and indeed, epistemology centered around the concept of knowledge, has 

proliferated in the centuries after Descartes, and skepticism has not prevailed. One reason for this 

may be the irony that a good paradox or problem attracts more attention to an issue than a good 

theory. Descartes effectively breathed new life into the problem of skepticism, and epistemologists 

have framed their work against Descartes’ project, and against skepticism more generally, ever 

since. But I think another way to explain how epistemology has carried on (or even developed, 

epistemology as a word is a new coinage on a history of philosophy timescale) is seen by 

understanding Robert Pasnau’s idea of epistemic ideals, as conveyed in (Pasnau, 2017). 

Epistemology, according to Pasnau, should be (and, through history, predominantly has been) 

understood as idealized.  

“[A]n idealized epistemology aspires, first, to describe the epistemic ideal that human beings 

might hope to achieve and then, second, to chart the various ways in which we commonly 

fall off from that ideal.”  

(Pasnau, 2017, p. 3)  

Taken this way, we can interpret Descartes’ project as an investigation into a very demanding ideal. 

Over time, changes in the way we conceive of the epistemic ideal, which may be precipitated by 

changes in our expectations of what we are capable of, have given rise to different analyses. In 

particular, less exacting standards might correspond to more chance of epistemic success. 

Inadvertently, then, Descartes’ Meditations give us one very good reason to relax the epistemic ideal 

that implies good epistemic cognition involves something close to absolute certainty. 
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Hume’s “problem of induction” (Hume, 2007 (1648), pp. 18-29 (Part IV)), can also be seen as 

resulting from applying pressure to the same, or similar, assumptions about epistemic ideals. But the 

pressure-point that Hume finds is quite distinct. Instead of doubting immediate perception, he 

doubts the ability to make inferences from past conjunctions to future conjunctions of the same 

kind. Whilst there are significant differences in interpretation of the problem of induction, we might 

be so bold as to sum up the problem by saying “we have no reason to suppose the future will 

resemble the past.” This statement, itself, must be defended in two parts.  

First, nothing about causes necessitates their effects. At least, nothing that we have epistemic access 

to. And no general principle to the effect that future will resemble past can be deductively proved, 

either. Second, the only reason to suppose that future will resemble past is that it has hitherto done 

so. But this reasoning is itself of the kind that we are seeking to justify. The a defense of the claim 

that the future shall resemble the past because in the past the future has resembled that past, 

seems question begging. Some philosophers (see (Goodman, 1983, pp. 62-66)) have thought this 

apparent circularity is acceptable after all. Whether they are wrong or right will, in part, depend on 

the epistemic ideal they have in mind. If we view the problem of induction from the point of view of 

the high epistemic standard of that Descartes’ skeptical method implies, we will take it that this 

circularity is a problem. 

Both Descartes and Hume, in their own way, seem to represent, or have come to represent, 

moments of disillusionment with the high epistemic standard; the acknowledgement that necessity 

and certainty are highly limiting, and that contingent and uncertain propositions (inaccessible as 

matters of certain knowledge) are epistemically interesting, too. Pasnau characterizes this as a 

change in epistemic ideals. We witness a move from the ideal of “certainty” to the ideal of 

“proportionality” (Pasnau, 2017, pp. 40-45). Having given up on the aspiration of achieving absolute 

certainty (or even “moral” certainty) we can aspire now only to proportioning our confidence to the 



 

7 
 

evidence, or to true likelihoods, or, at least, to some other justification for our belief that falls short 

of certainty. 

And so we must enter the epistemological twilight.2 We must sacrifice the goal of certainty, and be 

content to live in the half-light of proportionate confidence, justified belief, and well calibrated 

guesses. And evaluating such belief-states, understanding when an agent does well, and how they 

could do better, is the job of the epistemologist in these latter-days. The rest of this chapter shows 

how this development, and certain other factors, have led to a kind of reliance, on the part of the 

epistemologist, on possibility, and the ways in which this has become a problem in need of research. 

Part 2 – “Traditional” Epistemology and Possibility Sensitivity 

In the latter half of the 20th-century, Edmund Gettier’s short paper, Is Justified True Belief 

Knowledge? (Gettier, 1963), became the centerpiece of epistemology in the analytic tradition. For 

decades, philosophers responded to the question of the title, either affirmatively, by coming up with 

new analyses of “justification”, or negatively, usually by adding further conditions to the analysis of 

“knowledge”. 3 Both strategies, however, attempt to save the essentials of the account of knowledge 

suggested by the question (call this the JTB account, or JTB+ account), and the threat they attempt 

to save it from is, on the one hand, global skepticism, the view that knowledge is impossible or 

vanishingly rare, and, on the other hand, a class of problems presented in Gettier’s paper, now 

known as Gettier problems.  

There is no need to give examples Gettier problems here (but there is no dearth of information 

available, and the original paper is commendably short). But we shall have to say something about 

 
2 This term originates with Locke, and is quoted by (Pasnau, 2017, pp. 152, 214). The quote is quite poignant, 
though perhaps in part because of the shifted meaning of the word “probability” in the intervening centuries: 
“in the greatest part of our concernments, he [God] has afforded us only the twilight, as I may so say, of 
probability.” (Locke, 1999 (1690), p. 647 (Book IV. Chapter XIV)) 
3 We shall see some examples of both, shortly. In more recent decades, there has been no shortage of papers 
questioning the importance of this area of epistemology, and either presenting a new approach to the 
understanding of “knowledge” (e.g. (Williamson T. , 2000) or performing a kind of meta-analysis of the 
literature (see, e.g., (Rysiew, 2018), (Spicer, 2008)). 
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the structure of the problems. In essence, they are hypothetical scenarios where a belief seems to 

be justified and true, but where one balks at calling it knowledge. Hence, a Gettier problem is a 

counterexample, at least to common intuition, to the JTB thesis.  

An excellent paper ( (Zagzebski, 1994), but see also (Kyle, 2013) and (Floridi, 2004)), gives us a quick 

way into understanding the structure of Gettier problems, as well as a recipe for constructing them. 

She argues that Gettier problems are unavoidable given any account of “knowledge that 𝑃” that (1) 

makes “𝑃 is true” a necessary condition, but where (2) the remaining necessary conditions fall short 

of entailing the truth of 𝑃. For the reasons sketched in Part 1, few philosophers in these twilight 

years would contend that justification must entail truth, so this rules out any plausible JTB account 

and throws down the gauntlet for any JTB+ account.  

In order to see why Zagzebski’s claim is convincing, imagine, first, a scenario in which a belief is 

justified but false – since justification need not entail truth, this must be possible in some cases. 

According to the standard JTB account, the belief fails to be knowledge only because it lacks the 

necessary condition of truth. But we can now tweak the scenario so that the belief is true, but not 

for any reason that relates to the justification. The justification still rests on some unlucky but 

reasonable misapprehension, meanwhile, for some unrelated, coincidental, reason, the belief 

actually is true. This last scenario has the structure of a Gettier case. The agent’s belief, in these 

kinds of cases, satisfies all three JTB conditions for knowledge, but does not seem to constitute 

knowledge. I take Zagzebski’s analysis to reveal the real reason for this tension in our intuitions. 

The reason why philosophers in this period were so concerned with “knowledge” and its analysis is 

itself a topic of scholarly debate.4 A part of the answer surely is the linguistic turn in philosophy in 

the 20th-century. Another part of the answer may be that Gettier presented too good a puzzle to 

pass up.5 But another, hard to deny, element is that “knowledge” can been taken to be playing an 

 
4 See previous footnote. 
5 This proposal has certainly been toyed with in the pages of reputable journals. For one (Plantinga, 1990, p. 
45) 
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evaluative or normative role as a term of epistemic approval. Just as epistēmē in the hands of 

Aristotle, and scientia in the hands of Descartes, has represented a certain standard of epistemic 

excellence, so in the hands of these 20th-century thinkers, “knowledge” acted as a standard of 

epistemic success. Of course, the standard was lower, now that epistemological twilight had fallen. It 

had, indeed, lowered to an everyday standard. The question was not, “what high-minded ideal might 

philosophers and scientists aspire to?”, but, “what is this apparently worthwhile thing that we call 

knowledge, day to day? How can we get it? When do we have it?”.  

As far as we can see “knowledge” as playing this evaluative role, we can see attempts to “fix” 

knowledge in the light of skepticism and Gettier problems as attempts at epistemic evaluation, in a 

philosophical climate that accepts that our epistemic means and abilities are fundamentally limited. 

And, in such a climate, we see that epistemic evaluation tends to rely on possibilities.  

Attempts to make “knowledge” work as an evaluative term must be able to tell the difference 

between cases of mere true belief, that is, propositions that are coincidentally both true and 

believed, and those propositions whose belief and truth are connected in some epistemically 

approvable way. Justification, as such, is not up to the job, unless only certain belief qualifies for our 

positive evaluative concept, “knowledge”. 

All kinds of connections between truth and belief might potentially do the job, and make the 

difference between mere justified true belief and knowledge. The literature is full of suggestions, 

and, more often than not, these solutions are either explicitly made-out in terms of, or implicitly 

entail, modal facts.  

One obvious example is sensitivity, (originating in (Dretske, 1970) and famously advocated in 

(Nozick, 1983, pp. 172-178)). Nozick’s basic account of sensitivity starts with the familiar conditions 

that “(1) [𝑃] is true [and] (2) 𝑆 believes that [𝑃]” (Nozick, 1983, p. 172). But then he adds two 

subjunctive conditionals, “(3) If [𝑃] weren’t true, 𝑆 wouldn’t believe that [𝑃]” (p. 172), and (4) “if 𝑃 
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were true, [𝑆] would believe it” (p. 176).6 But, of course, such subjunctive conditionals can be most 

easily understood as stating facts about similar (or “nearby”) non-actual possible worlds. That is, (3) 

says something like “in nearby possible worlds where 𝑃 is not true, 𝑆 does not believe 𝑃.” And, 

correspondingly, (4) says “in nearby possible worlds where 𝑃 is true, 𝑆 believes 𝑃.” Of course, we 

need the “nearby” qualifier, because otherwise the conditions will be too strong, implying that 𝑆 

only has knowledge where their belief infallibly tracks the truth of 𝑃. And this would lead us back to 

the problems of Part 1.7 

(Pritchard, 2005) states sensitivity explicitly in these modal terms, 

[W]orlds are to be understood, in the standard way, as ordered in terms of their similarity to 

the actual world (i.e. so that 'distant' possible worlds are very unlike the actual world, whilst 

'nearby' possible worlds are very alike the actual world): 

The sensitivity principle 

For all agents…if an agent knows a contingent proposition φ, then the agent does not 

believe that φ in the nearest possible world or worlds in which ¬φ. 

(Pritchard, 2005, p. 48. Original italics.) 

Meanwhile, Pritchard himself endorses “safety”8, an equally modal approach to the knowledge 

conditions: 

The safety principle 

For all agents…if an agent knows a contingent proposition φ, then, in most nearby possible 

worlds, that agent only believes that φ when φ is true. 

 
6 This last condition, of course, is an unnatural locution. 
7 This may not be the only way to interpret counterfactuals or subjunctive conditionals of this kind. But it is 
perhaps the most expressive model of such conditionals, and it is hard to imagine an account of these kinds of 
conditionals that does not at least imply a modal profile of this kind, even if we choose not to define or analyze 
its meaning in this way. 
8 See also (Sosa, 1999) 



 

11 
 

(Pritchard, 2005, p. 71. Original italics.) 

We need not be too concerned for the precise nuances of either sensitivity or safety. Both of these 

accounts, but especially safety, can be seen as attempts to get around Zagzebski’s Gettier-recipe. 

According to the way of creating Gettier cases that I relayed above, there is an intuitively nearby 

possible world in which 𝑃 is false but where the belief still obtains. So, that method of creating 

Gettier problems, at least, seems to be defended against. But, of course, to fully mount that 

defense, we would need an account of what a “nearby” or “nearest” possible world is, which is no 

trivial thing.  

Not all suggestions for the identity of the extra condition on knowledge are so explicitly modal. But 

they are likely to still have modal implications, if not, indeed, to ultimately find precise expression in 

a modal framework. Suppose we posit a causal connection such as, “the truth-maker of 𝑃 is the 

cause of 𝑆’s belief that 𝑃.” This does not explicitly say anything about counterfactuals or modality, 

but the notion of cause seems to at least imply some counterfactuals – if it should not, indeed, be 

reduced to a set of modal facts. If 𝐴 is the cause of 𝐵, it seems, that, something like the following 

will hold: in nearby worlds where 𝐴 obtains, 𝐵 will obtain, and in nearby worlds where 𝐴 does not 

obtain, 𝐵 will not obtain. So we have only moved the modal claim one step away by inserting the 

causal relation. 

Another possibility would be to take the presence of a reliable belief-forming process as the extra 

condition.9 This notion not only involves an implicit appeal to causation, but has an interesting 

further relationship to modal space. The reliability of a process is naturally cashed out by looking at 

the space of its outcomes, for example, to see how many are successful. Now, this outcome space 

might be modal (the space of all the outcomes that might come, or might have come from this 

“trial”; or it might be the space of “past trial outcomes” in the actual world. Even if we pick the latter 

option, the formal similarities between these spaces might vindicate my claim: the tools that I 

 
9 See (Goldman, 1979) 
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suggest we need to develop in order to epistemically evaluate possibility spaces might be applicable 

in both cases. Furthermore, it seems to me that the philosophical justification for using the space of 

past trial outcomes as a guide to reliability must conceal the assumption that past frequencies are a 

guide to present proclivities. But this proclivity itself, may, in the end, be best understood in terms of 

the proportion of (nearby) possible worlds in which it gives rise to property the proclivity is towards. 

Besides these considerations, one reason to be confident that all these solutions will have a modal 

interpretation or modal consequences, is simply that, otherwise, they would not get around 

Zagzebski’s Gettier-recipe. That recipe itself can be thought of as a navigation through possible 

worlds. We start in a world where 𝑃 is not true, but 𝑆’s belief that 𝑃 is justified. We then move to a 

world where 𝑃 is true, but where 𝑆’s justification is the same (this can usually be achieved by moving 

to the nearest world where 𝑃 is true). So, it makes sense that any way of blocking this route to a 

Gettier case will have to pick out worlds wherein 𝑆 is justified in believing that 𝑃 and 𝑃 is true, and 

no relevant (whatever we take that to mean) nearby world differs only in that 𝑃 is false.   

So, “knowledge”, among other things, is an evaluative tool in the contemporary philosopher’s 

toolkit. And our judgement of when knowledge obtains is sensitive to our analysis of, and beliefs 

about the space of possibilities. Call this a form of possibility sensitivity.  

Before moving on from “knowledge”, I must admit that I have so far only looked at one half of the 

puzzle. Zagzebski’s recipe for Gettier problems only works for accounts of knowledge where 

knowledge that 𝑃 entails the truth of 𝑃. So, another, much simpler, way out of the puzzle is by 

abandoning the truth condition on knowledge. In my own opinion, this is a perfectly reasonable 

approach - but this is not a battle I am concerned with fighting, still less a hill I would die on.10 

Rather, to keep more in line with the general academic trend, if we are to abandon the truth 

 
10 No doubt, by saying, “𝑆 knows that 𝑃,” we generally imply that 𝑃 is true. But I do not think that it follows 
that knowledge that 𝑃 entails the truth of 𝑃. Perhaps one way of cashing this out would be to say that the 
truth of 𝑃 is an assertability condition for “𝑆 knows that 𝑃,” but not a truth-condition. But, again, this is not my 
fight. 
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condition we may as well abandon knowledge, too. For it is not the only normative or evaluative 

concept at the epistemologist’s disposal.11 

Part 3 – Justification and Possibility Sensitivity 

Justification is also a concept that we can use to evaluate belief, and justification does not, by itself, 

fall into the Gettier problem. After all, we can accept that justification need not imply truth, and 

justified beliefs need not be true.  Still, the problem of determining when a belief is justified, where 

justification falls short of certainty, remains a difficult one. The accounts of justification or additional 

conditions on knowledge that I mentioned above, are all viable candidates for justified belief in 

general, and not just in the context of knowledge. They are all, also, broadly, externalist theories of 

justification. That is, they determine justification by factors in the world that fall outside of the 

agent’s awareness or doxastic life. 

By contrast, we have not really considered internalist justification, in the context of uncertain 

justification. Internalist theories of justification insist that justification depends on something (either 

in principle, or actually) internal to the agent’s mental life. This internality may be attached to the 

justifier itself, or to the kind of access the agent has to their justification. For simplicity, we shall 

assume some version of access internalism characterizes the general thesis: 𝑆’s belief is justified only 

if the justification is “accessible” to S.12 

This definition does not really do much to explicate internal justification, other than replacing the 

difficult word “internal” with the equally difficult, “accessible”. Indeed, discussions of internalism are 

hampered by the many readily available and familiar terms that can be used to explain it, but which 

 
11 (see (Kaplan, 2003)). 
12 (Alston, 1986, pp. 179-180) suggests there are two distinct kind of internalist conditions:  
(1) “to confer justification something must be within the subject's ‘perspective’ or ‘viewpoint’…must be 
something that falls within the subject's ken,” (pp. 179-180).  
(2) “to confer justification something must be accessible to the subject in some special way, e.g., directly 
accessible or infallibly inaccessible [sic].” (pp. 180, presumably, he meant to write “infallibly accessible”!). The 
difference here seems to me to be slim, and may rest on the difference between “accessed” and “accessible”. 
But this distinction does not seem clearcut to me in the context of philosophy of mind. 
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turn out imprecise or contentious concepts. Examples include “belief”, “mentality”, “awareness”, 

“consciousness”, “perception”, and even “self”. To fully understand internalism would require, not 

only a good knowledge of philosophy of mind, but probably an era-defining breakthrough in our 

understanding of the mind.13 

We must resist this detour. Thankfully, I think, most people’s imaginations will readily accept the 

internal/external distinction even if their reason struggles to make it precise. Two examples may 

help. The quality of the journalist whose article I am reading gives me no internalist justification for 

believing its content, unless, that is, I somehow perceive, or know, that the journalist is trustworthy 

– in which case it is this perception or knowledge, and not the journalist’s quality directly, that 

justifies me. Conversely, if I look out of the window and perceive rain,14 I am justified, (by some form 

of internalism), on this basis of this perception, in concluding that it is raining. And this will be the 

case even if it is not raining, and somebody has rigged a sprinkler system to make it look like rain in a 

deliberate attempt to fool me. (The externalist might also think I am justified in such a case, but their 

reason would be different.)15 For the internalist, I remain justified because I formed my belief on the 

basis of the evidence I had internal access to – my perception (apparently) of rain.16 

The question before us is whether a form of internalist justification that falls short of requiring 

certainty, may give us a meaningful evaluative tool, without being sensitive to the a space of 

possibility. 

At first, it seems the answer may well be positive. I think there are two obvious strategies. The first is 

what we might call “granted foundationalism”. By this, I mean a theory of justification that finds 𝑆 

justified in believing 𝑃 only if 𝑃 follows deductively from 𝑆’s foundational or “given” evidence. Since 

 
13 This might seem flippant, but I do find that, in practice, the literature takes for granted a kind of agent-world 
relationship which I, for one, do not understand. 
14 Or seem to perceive rain! 
15 E.g., they might think I am justified if I am generally reliable at telling real rain from non-rain, even though I 
am mistaken on this occasion. 
16 I am probably over-confident in giving these examples. They are intended to illustrate the general point, and 
not to give all the necessary nuance of any particular theory of justification. 
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this condition references deductive inference, we shall have to think of this foundational evidence as 

propositional – perhaps protocol sentences,17 or similar, representing direct experience, or innate 

knowledge, or perhaps something else). We do not assume these foundational propositions are true 

or infallible – only that they are in some way properly taken to be true by the agent, so that 

justification can be assessed relative to them.  That is, whatever 𝑆 believes on the basis of a proof 

from their foundations, we say is justified – if there is error at the foundational level, we do not hold 

the agent “culpable” in terms of their epistemic justification. 

This way of proceeding may avoid any recourse to the space of possibility, but it does so at the cost 

of being unsatisfying. It is unsatisfying as an evaluative concept because, first, the tracking between 

justification and truth is pretty loose. Justification will track radically different belief sets, with 

radically different truth-values, limited only to the range in foundational evidence that people have. 

Second, this way of proceeding really admits of only two categories: the justified belief which is a 

deductive consequence of evidence or foundations, and the unjustified belief, that are not. And the 

former set will also tend to be rather small, or at least, not that much larger than the set of “protocol 

sentences”, or whatever it is, from which they are derived, since deductive inference cannot take 

you very far. This limitation is very similar to the limitation we encountered with the idea of certain 

knowledge, but now we do not even get to say the justified beliefs are certain or true, as a trade-off 

for that limitation. 

A second strategy for internalist justification, then, would be to keep the “granted foundations” but 

turn to non-deductive inference, to determine how justified beliefs are. In one way or another, we 

say a person’s beliefs are justified if they follow probabilistically from evidence. This has several 

potential advantages. First, it may track truth better than the previous suggestion. At the very least, 

it is less vulnerable to a single or a small alteration in foundations. Second, it allows more than one 

level of justification, corresponding to how strongly a belief is non-deductively confirmed. Thirdly, it 

 
17 See (Quine, 1993) for discussion. 
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allows a much wider and larger set of beliefs that we can say something interesting about, since we 

are not dealing only with that which can be deductively derived. 

As an aside, must be admitted, that not enough work has been done on degrees of justification. 

These might naturally be assumed to follow the degree of probability inferred on a proposition by a 

believer’s evidence (given certain caveats and conditions). Yet, often, justification is tacitly assumed 

to be a state that either obtains or does not. Perhaps this oversight is connected with the hold that 

“knowledge” and its analysis has held, and still holds, over epistemology as practiced.18 But perhaps 

there are conceptual and linguistic difficulties that deserve more attention. For a recent 

investigation of this, from a linguistic perspective, see (Hawthorne & Logins, 2021) 

One way to think about these non-deductive inferences would be to take advantage of a possible-

worlds, or epistemically possible worlds, framework. Another, perhaps more natural, approach 

would be to resort to probability theory or Bayesian epistemology to understand non-deductive 

inference. But these kinds of approaches, as we shall see in much detail in the next chapter, certainly 

involve possibility sensitivity.  

Our considerations have led us either to evaluative or normative epistemological concepts that are 

sensitive to possibility, or, at the least, to a probabilistic analysis of justification. In the final part of 

Chapter 1, I want to give some reasons that take us from possibility sensitivity, to the possibility 

problem. That is, I want to begin to explain the need for methods of epistemic evaluation of 

possibility spaces. 

Part 4 – Possibility Sensitivity and the Possibility Problem 

 
18 Although I think I detect a change in academic interests (see footnote 3, this chapter), the JTB account, at 
least in my experience, in the last decade, has remained a central element of university lectures in 
epistemology. 
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So far, I have made the case that traditional epistemology finds itself pushed to an analysis of 

possibility in order to evaluate belief and people who have beliefs.19 I have not yet explained why 

this is a problem. 

As epistemology comes to terms with lowering the epistemic ideal away from certainty, and 

becomes more concerned with ideals that are reachable in the case of everyday, contingent, 

propositions, it reaches instead for the ideal of proportionality. To reach that ideal, or even to assess 

it, we need to see the actual in the context of the possible.  

This may mean looking at counterfactuals or relations between possible worlds, or looking toward 

probability theory and Bayesian epistemology. Whatever method we chose, it is easy to see that our 

epistemic judgement will be sensitive to our beliefs about the relevant spaces of possibility. 

Sometimes, indeed, our judgement will be sensitive to choices in how we express or formulate that 

space, rather than our pre-formal understanding of it.  

Given this, it is important that we either find a new theory that avoids possibility sensitivity, or, that 

we have the tools to check that our representations of possibility – whether those of the agent or 

the epistemologist – are doing their job well, by accurately reflecting the epistemically relevant 

elements of the space of possibility. We need methodological tools, therefore, for the 

epistemological evaluation of these representations of possibility. The situation that calls for these 

tools, is what I call the possibility problem. 

The next chapter follows on from this one in two ways. It argues for the same conclusions, possibility 

sensitivity and, consequently, the possibility problem, in the context of Bayesian epistemology. But it 

also follows the line of thinking that I have (inspired by Pasnau and Locke) called the epistemological 

twilight – the lowering of our epistemological ideal towards and emergence of new, less lofty, but 

 
19 Sometimes the relevant space of possibility might be the logically possible worlds. Sometimes it may be a set 
of worlds constrained by other notions of possibility, or a subset thereof representing those worlds that the 
epistemologist knows to be possible, or that are epistemically possible to the agent. 
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more widely applicable, ideals. In that way, this chapter has also begun to articulate a case for the 

adoption of Bayesian epistemology, an account that the early parts of the next chapter continue, 

whilst the rest of the chapter explores the possibility problem in that Bayesian context.



 

19 
 

Chapter 2 – The Possibility Problem in Bayesian Epistemology 

This chapter has a minor goal and a major goal. The minor goal is to show, following on from Chapter 

1, why traditional epistemology, and the pursuit of evaluative epistemic concepts that are satisfying, 

should lead us to broadly Bayesian epistemological methods. The major goal is to describe how the 

normative or evaluative concepts of Bayesian epistemology are possibility sensitive, and that this 

leads to the possibility problem – the problem of epistemically evaluating possibility spaces. Because 

their evaluative tools are, in one way or another, sensitive to the space of possibility, no popular 

branch of Bayesian epistemology avoids the possibility problem, and the problem cannot be 

brushed-aside or easily solved. 

Part 1 – From Full Belief to Credence 

In the last chapter, we pictured the dialectic that led to contemporary epistemology as a decline in 

our epistemological expectations. We abandoned, first, necessity or certainty in favor of a less 

demanding standard of knowledge, and then knowledge itself (along with its truth condition) in 

favor of justification, and we even played with dropping an all-or-nothing concept of justification in 

favor of some kind of degree of justification. We ended up, perhaps, with the preliminaries to a 

nuanced picture of epistemic justification. A picture where belief is justified to a greater or lesser 

degree, depending on how far it is confirmed by evidence (whether internal or external), which itself 

depends on our analysis of the space of possibilities. 

But there is one piece of conceptual apparatus that we have allowed to linger, long past its 

usefulness. Indeed, it may be the concept that best defines the distinction between traditional and 

Bayesian epistemology. And that is belief itself, or, at least, “full belief”.  

The assumption that the appropriate subject of epistemic evaluation is full belief might have been 

harmless when we were interested primarily in whether our epistemic state attained a particular 

high standard. It is plausible, for instance, that knowledge entails belief. But if we lower our 
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epistemic standards, our evaluative tools shall have to become subtler, and apply to subtler subjects. 

By allowing graded justification, or differential strengths of justification, we can say things like “𝑆’s 

belief in 𝑃 is somewhat justified”. But we do not yet have the conceptual tools to talk about 𝑆’s 

epistemic status regarding some doxastic attitude to 𝑃 other than belief, disbelief or agnosticism. 

Yet, some other attitude might well be the most justified. For instance, where 𝑆 is somewhat 

justified in believing 𝑃, it may well be that they are highly justified, or completely justified, in having 

a middling confidence that 𝑃.  

Having a justified middling confidence may be less inspiring than a justified belief, and certainly is of 

little interest to those concerned only with knowledge or other more elevated epistemic states, but 

it is nevertheless important for those who are concerned with evaluating varying degrees of 

epistemic goodness in wider contexts.1 Full belief and full justification creates a threshold, 

surpassing which is necessary for our epistemological concepts to apply. We have seen some 

reasons, in Chapter 1, why this may be a bad idea. We can overcome it, in part, by allowing 

justification to come in degrees, but it seems a system that allows belief to come in degrees allows 

for more natural and expressive evaluations. 

It might be added that modelling degrees of belief also has the advantage of representing a more 

accurate, or at least more detailed, picture of what belief is actually like. Perhaps this idea is 

obscured by the numerous accounts of what a credence is (we shall have occasion to meet a few 

later in the thesis), but, fundamentally, credences do a better job at representing our inner doxastic 

lives. That is, at least some of our experiences of, and conversations about, belief, represent belief as 

coming in varying strengths. We believe 𝑃 more strongly than 𝑄, and half as strongly as 𝑅. We are 

quite certain of 𝑇 but could scarcely believe 𝑈. Belief does not always come with a sense of its 

strength, I think, but, through careful introspection, or perhaps further consideration, we are usually 

 
1 Any discomfort with using “justification” as a graded concept (see Chapter 1, Part 3) represents another 
reason for gradable belief. 
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able to bring a sense of the strength of our beliefs to our conscious minds. And, it seems, we are 

generally right to do so: if we take an largely unconscious belief, consider it, and assign it a (not 

necessarily precise or numerical) strength, we seem to be doing good epistemic work, refining our 

belief an proportioning it to our evidence. 

To help us model these strengths of belief, then, we shall turn to Bayesian epistemology. I use the 

term “Bayesian epistemology” to refer a particular subfield, or tradition, in epistemology, 

characterized by:  

(1) The idea that beliefs (or opinions) comes in degrees of strength, sometimes called degrees 

of confidence or credences.  

(2) The use of numbers (typically, with 1 representing maximal confidence, and 0 representing 

minimal confidence) to represent these credences. 

It might be argued I am stretching terminology, or at least using a misnomer, since I do not take the 

use of, or consistency with, Bayes’ theorem2 to be a necessary condition on Bayesian epistemology. 

Yet, Bayes and Bayes’ Theorem are inarguably significant to the field identifiable from (1) and (2), 

taken as a whole. So, I think the name is justifiable as well as conventional. 

This model gives us something to work with when evaluating doxastic states wherein the degree of 

confidence matters for that evaluation. Perhaps one can say that these models are over-precise, or 

unjustifiably imply a complete ordering of our beliefs by strength. At the same time, perhaps this 

model is still under-expressive. Perhaps there is more color and nuance to our belief attitudes, than 

a numerical representation of belief strength can hope to represent.3 But the model of the agent 

here does not need to be comprehensive. Perhaps not all of our epistemic life is characterized well 

by the credential model. But the formalism earns its keep if it helps us answer some questions. And 

in so far as we are interested in questions about the rational strengths of beliefs, we might think it 

 
2 We shall meet Bayes’ theorem in Part 8. 
3 Conditional credences might be thought of as an example of such, for one. We shall meet them in Part 8. 



 

22 
 

has some use. At any rate the primary aim of the first two chapters of this thesis is to problematize, 

not to justify, the approach. So long as there is motivation for the approach, and so long as they do 

not prove fatal, any additional problems are not of immediate importance.  

We must turn our minds, then, to how to evaluate credences. One concept, that is predominate in 

the literature, is “rationality”. In some ways, “rationality” represents a conceptual step back from my 

suggestion, above, that we could employ a notion of justification that comes in varying strengths. 

Rationality is usually taken as something that obtains or does not obtain. Yet, it is an important 

evaluative term in the literature, and so we shall default to using it in much of the rest of this thesis. 

In the end, I think, Bayesian epistemology shall have to think about degrees of rationality – and 

some recent work has begun to do so (e.g., (Staffel, 2020)), but I do not think these theories 

represent a way out of possibility sensitivity and the possibility problem, and for the time being, I will 

concentrate on rationality as an absolute property, as it is more fully developed in Bayesian 

epistemology. 

Rationality for credences is usually characterized by norms that can be divided into synchronic and 

diachronic varieties. Synchronic norms represent necessary conditions on rationality that concern 

qualities of credences at a particular time. Diachronic norms represent necessary conditions that 

concern how credences should change over time, especially in response to new evidence or learning 

experiences. Full rationality, of course, consists in following both sets of norms.4 

For the rest of this chapter, we shall examine both kinds of norms, starting with the synchronic 

before moving on to the diachronic. Our purpose for doing so is twofold. First, to introduce Bayesian 

epistemology and methods for evaluating agents in that framework. Second, to show that 

rationality, rational norms, and by extension other evaluative epistemic concepts, are possibility 

 
4 We shall see later, in Chapter 4, that these norms do not necessarily fully characterize rational credences. 
Although, in theory, all norms could be described as synchronic or diachronic, the standard norms of each type 
fail to determine rationality in cases where an agent’s awareness might change, or might have been different.  
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sensitive, and, therefore, that Bayesian epistemologist must face up to the problem of epistemically 

evaluating possibility spaces. 

Part 2 – Synchronic Norms on Rationality 

One putative synchronic norm, which does an awful lot of helpful work for the epistemologist, is 

probabilism. In order to appreciate this norm, and others, it will be helpful to internalize the 

following intuition. The ideal (or “vindicated” (Pettigrew R. , 2016, p. 94)) credence in proposition 𝑃, 

at a world where 𝑃 is true, is 1. The ideal or vindicated credence in 𝑃, at a world where 𝑃 is false, is 

0. But, usually, we cannot be certain of the truth-value of 𝑃. So, an important epistemic question is, 

what value, between 0 and 1, should our credence in an uncertain 𝑃 take? And in what ways should 

the values of our other credences affect the answer?  

Probabilism says that the rational person’s credences will conform to the standard three probability 

axioms (originally given in (Kolmogorov, 2018 (1956), p. 2)). I list them here for convenience: 

𝐹𝑜𝑟 𝑎𝑛𝑦 𝑐𝑟𝑒𝑑𝑒𝑛𝑐𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑐 ∶ ℱ → ℝ 𝑎𝑛𝑑 𝑎𝑛𝑦 𝑝𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠, 𝑃1, 𝑃2: 

(𝑁𝑜𝑛−𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦) 𝑐(𝑃1) ≥ 0 

(𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛) 𝐼𝑓 𝑃1 𝑖𝑠 𝑎 𝑡𝑎𝑢𝑡𝑜𝑙𝑜𝑔𝑦 𝑡ℎ𝑒𝑛 𝑐(𝑃1) = 1 

(𝐹𝑖𝑛𝑖𝑡𝑒 Additivty) 𝐼𝑓 𝑃1 𝑎𝑛𝑑 𝑃2 𝑎𝑟𝑒 𝑚𝑢𝑡𝑢𝑎𝑙𝑙𝑦 𝑒𝑥𝑐𝑙𝑢𝑠𝑖𝑣𝑒 𝑡ℎ𝑒𝑛 𝑐(𝑃1 ∨ 𝑃2) = 𝑐(𝑃1) + 𝑐(𝑃2) 

Where 𝑐(𝑃) means the value of the credence assigned to proposition 𝑃 by credence function 𝑐, and 

∨ is the operator for inclusive disjunction. Technically, since we do not assume that an agent has a 

full algebra of propositions as the domain of their credence function, we must define probabilism as 

the norm that one’s credences are extendable to function that satisfies these axioms. I make this 

precise in this footnote.5 If the probably axioms hold of a rational person, so too, of course, will any 

theorems derivable from them. Here are a few theorems that may prove useful later: 

 
5 Let ℱ be any finite set of propositions (sometimes called an opinion set and, notably, we do not insist it is 
closed under any operations), and let 𝑐 ∶ ℱ → ℝ be a credence function on ℱ. Then 𝑐 is a probability function 
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(𝑡ℎ1) 𝐼𝑓 𝑃1 𝑒𝑛𝑡𝑎𝑖𝑙𝑠 𝑃2 𝑡ℎ𝑒𝑛 𝑐(𝑃1) ≤ 𝑐(𝑃2) 

(𝑡ℎ2) 𝑐(¬𝑃1) = 1 − 𝑐(𝑃1) 

(𝑡ℎ3) 𝑐(𝑃1) ≤ 1 

Where “¬” is the negation operator. 

Much of Bayesian epistemology takes it that probabilism is a constraint on rational credences. It is, 

indeed, an incredibly important norm. It is, in various ways, rather difficult to work with non-

probabilistic credences, and many arguments for further rational norms presuppose probabilism. 

The next two parts explore two different kinds of justification for the norm, and also begin to 

explore how both the norm and its justification imply possibility sensitivity. 

Part 3 – Dutch Book Arguments 

One kind of argument for probabilism, as well as for other norms, is the Dutch book arguments, 

which originate in (Ramsey F. P., 2016 (1926)) and are developed in (Finetti, 1992 (1937)), and see 

also (Pettigrew R. , Dutch Book Arguments, 2020b) for more contemporary discussion). We must 

consider Dutch book arguments because, on the face of it, they look like they might offer a way out 

of the possibility problem. They seem to establish some norms (we shall concentrate on probabilism) 

without suffering from possibility sensitivity. Instead of evaluating credences directly against a 

possibility space, Dutch book arguments show single credences or sets of credences to be irrational 

by showing that they lead to irrational betting behavior. In this part I argue that Dutch book 

arguments do not succeed – at least not whilst avoiding possibility sensitivity. In outline, this is 

because the derivation of irrational betting behaviour relies on a rule for deriving (normative or 

 
if and only if there is some set of propositions ℱ′ that is closed under negation and countable disjunction (i.e., 
is a 𝜎-complete Boolean algebra of propositions) and some function 𝑐′ ∶ ℱ′ → ℝ, such that (1) ℱ ⊆ ℱ′, (2) 𝑐′ 
satisfies the probability axioms, and (3) 𝑐′(𝑃) = 𝑐(𝑃) for every 𝑃 in ℱ. Note, that this makes out the domain of 
a credence function to be propositions, which is the default assumption throughout the thesis, although other 
possibilities exist. 
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descriptive) betting behaviours from credences. But the rules used are either unjustifiable, or end up 

being justified in possibility sensitive ways, or fail to yield plausible epistemic norms. 

This will lead to an examination of an alternative style of argument in Part 4 – but Part 4 will also 

develop some critiques that apply to Dutch book arguments too, but are mostly passed over in this 

part. 

Suppose you are offered the chance to buy or sell a bet on the proposition “all bachelors are 

unmarried”. The bet costs 50p and pays out £1 if and only if all bachelors are unmarried. (For 

convenience, all the bets we will consider shall be called bets “on” or “that” some proposition, and 

will payout £1 to the buyer if and only if that proposition is true.)6 If you sell the bet, of course, the 

payments are flipped, so that you are paid 50p no matter what, and have to pay up £1 if and only if 

all bachelors are unmarried. Since you are, presumably, maximally sure (credence 1)  that all 

bachelors are unmarried,7 you can make an easy 50p by buying the bet. 

Suppose, instead, you were offered the same terms on a bet that a coin lands heads, and suppose 

you are satisfied that the coin is fair, so that you have 𝑐(ℎ𝑒𝑎𝑑𝑠) = 0.5. Perhaps you would buy this 

bet, perhaps you would sell it, perhaps you would do neither. But if you were shrewd, you might 

adopt the following strategy: if the bet is discounted by any amount – e.g., if the price of the bet is 

dropped to 49p or less, you will buy the bet, but if the price is increased at all – e.g., if it is 51p or 

more, you will sell the bet. This way, over a long enough run of repeated bets, you would expect to 

accumulate money. In the literature, the price at which any discount or increase would (or, perhaps, 

should) make you buy or sell is called the “betting quotient”.8 

 
6 There are 100 pence to a pound, be thankful for decimalisation! 
7 This is a canonical example of a tautology – bachelors are unmarried by definition. 
8 More generally, Pettigrew calls the betting quotient the “real number 𝑞 such that, for any stake 𝑆, you’ll pay 
£𝑞𝑆 for a £𝑆 bet on that proposition.” (Pettigrew R. , 2020b, p. 7) Since we will generally be assuming a fixed 
“stake” (or payout) we can go ahead and identify the betting quotient with the price you would pay in absolute 
terms. 
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The same reasoning seems to apply to further cases. Suppose you are asked to bet on a dice9 landing 

on a 6, and you are confident the dice is fair. If the price of the bet is 16.7p,10 (and the payout is £1, 

you would have no particular reason to buy or sell it. You would, intuitively, expect to break exactly 

even on the long run. But if the price of the bet were discounted or increased, you would do well to 

buy or sell, respectively. 

This kind of reasoning can be exploited wherever an agent has non-probabilistic credences. For 

example, let us return to the coin toss example, and consider an agent who has 𝑐(ℎ𝑒𝑎𝑑𝑠) =

𝑐(𝑡𝑎𝑖𝑙𝑠) = 0.8, which offends against (Finite Additivity). By the reasoning we used above, this agent 

would buy a bet on heads for anything less than 80p. After all, if they were to repeat this bet 1,000 

times, they would expect to win roughly 800 times, winning £1 × 800 = £800. If they had paid 80p 

per bet, they would lose 80p × 1,000 = £800, breaking even. So any discount to the deal, and they 

would expect to profit.  

The problem is that, by their own credences, and the reasoning we have been following, the agent 

would also buy the equivalent bet on tails at the same price. After all, they would expect it to make 

them money in the long run. However, since heads and tails are mutually exclusive, buying both bets 

at once cannot increase their winnings at all, though it does increase their costs. If the two bets are 

only slightly discounted from their break-even “betting quotients”, then, it is easy to see that the 

agent would lose money. In fact, they would lose money no matter what the outcome is (assuming 

the two outcomes are mutually exclusive!), since they will pay both prices and win exactly one bet 

each time the coin is tossed (i.e., £1 − 79p − 79p = −58p). 

A Dutch book is any set of bets that an agent will buy or sell (perhaps buying some and selling 

others) and that are guaranteed to lose them money (i.e., a set of bets at a sure loss). If a Dutch 

book can be provided for every agent whose credences have some property (such as non-additivity, 

 
9 It is a misconception that “dice” cannot be singular, though some prefer the form “die”. 
10 Obviously not an amount of money that can be made up out of coins – although maybe it was 
predecimalisation! 
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or non-probabilism), it is argued that that credences with that property are irrational. As Pettigrew 

puts it, “it was [their] credences that made [them] do it! And thus… the Dutch Book argument 

concludes that [their] credences must be irrational” (Pettigrew R. , Dutch Book Arguments, 2020b, p. 

10). Probabilism can therefore be argued for by showing that violations of probabilism are “Dutch 

bookable” whilst probabilistic credences are not necessarily “Dutch bookable”. 

In this discussion we shall focus on (Finite Additivity). I start by setting out an example of the Dutch 

book argument form, and possible alterations for it. This helps in setting out a critique of the 

argument form.  

P1: People bet according to rule 𝑅 

P2: People whose credences have property 𝑥, and who bet according to 𝑅, are Dutch 

bookable 

P3: People who are Dutch bookable are irrational 

 C:  People whose credences have property 𝑥 are irrational11 

Note that the argument stated here does not conclude that property 𝑥, or that credences with 

property 𝑥 are irrational. Rather, it says that an agent is irrational, and this on the basis of their 

Dutch bookability, which is a consequence of both 𝑥 and 𝑅. As a matter of fact, by (P1), people will 

bet according to 𝑅, and so will be irrational if their credences are 𝑥. We blame 𝑥 and not 𝑅 however, 

because, given P1, we would otherwise have to impugn all people for being irrational. We might 

think that 𝐶 is a strong enough conclusion, or we might try to “fix” the argument by swapping P1 for 

P1’, a normative premise: 

 P1’: Betting according to rule 𝑅 is rational 

 
11 Compare (Pettigrew R. , 2021b, p. 26) and (Hedden, 2013, p. 483). 
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With this premise, we no longer take it that people with credences that have property 𝑥 will be 

Dutch bookable, only that, if they were to bet according to 𝑅, they would be. But, by P1’, betting 

according to 𝑅 cannot be impugned as irrational. So it is property 𝑥 that makes the person irrational. 

Unfortunately, P1 and P1’ are both of uncertain plausibility, though for different reasons. In a 

nutshell, P1 is a very strong descriptive claim, whilst P1’ is less plausible than it looks, considering 

that, whilst 𝑅 and 𝑥 together may be Dutch bookable,12 there may be an 𝑥′ for 𝑅 such that 𝑅 and 𝑥′ 

together are not Dutch bookable, and an 𝑅′ for 𝑥 such that 𝑅′ and 𝑥 are not Dutch bookable. In 

other words, showing that 𝑅 and 𝑥 in combination leads to irrationality is a far cry from showing that 

either is individually irrational.   

We shall critique both versions of the first premise shortly. But first, let us set out the various ways 

we might resist the argument. P1 and P2 are descriptive premises, so we shall look at those first. The 

former is rather contentious, whereas the latter can be proved within the model of credences (but 

we might still quibble about applicability to real life agents).13 Meanwhile P1’ and P3 are both 

normative claims.  To deny P1’ is to deny a certain connection between rationality and betting 

proclivities. To deny P3 is to deny a connection between Dutch bookability (or, perhaps, sure losses) 

and rationality.  

Lastly, there are ways of attacking the argument that do not undermine any particular premise. One 

such way, is to suggest that the norms that result from the argument are uninteresting or 

unsatisfying. This does not exactly deny P3, since the contention is not about the conditions on 

rationality, but on the significance of “rationality” anyway. We shall not consider this here, but 

consider it in a more general setting in Part 4. Another way, is to argue that the concept of 

 
12 To state that more precisely, I mean: “it may be that an agent who bets according to 𝑅 and whose credences 
have property 𝑥 is Dutch bookable.” 
13 See (Pettigrew R. , 2020b) for presentation and discussion of many relevant theorems. 
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rationality here is possibility sensitive, and, despite initial appearances, is as much beholden to 

possibility space as any other justification for Bayesian norms. 

Let us start, then, with P1. Everyday experience teaches us that professed belief and betting 

behavior are, at best, imperfectly correlated. Thus, it might appear at first that P1 cannot get off the 

ground. On the other hand, credences and professed belief are not the same thing either, and it is 

via the latter that we most often get epistemic access to the former. Moreover, philosophers who 

like Dutch book arguments might be operationalists about credences, so that credences are actually 

“read-off” of betting behavior. Representation theorems exist14 that show it is possible to determine 

unique credences and utilities for an agent, given sufficiently rich information about their betting 

behavior.  

That this is possible is a tremendous boon for this way of proceeding, but the relationship between 

these “read-off” credences and the kinds of credences we are interested in is unclear (but see 

(Meacham & Weisberg, 2011)). So the precise link between betting proclivities and credences – 

considered as the kind of doxastic state that we introspect, report on, and theorize about in 

epistemology more generally – is not established.  

P1’ is the normative version of P1. We must be careful not to fall into a mistake here. If we have an 

account of what rationality looks like in terms of Dutch bookability or sure losses (P3), together with 

an account of rational and irrational credences (P2), we can work out which 𝑅 rule will give us 

rational betting behavior. Likewise, if we have an account of what rationality looks like in terms of 

Dutch bookability or sure losses, and hold fixed 𝑅, we can determine the credences that will give us 

that behavior. But this may not uniquely determine 𝑅 and 𝑥. As mentioned above, there may be 

alternative pairs that would give us the same end behavior.  

 
14 Originally due to (Ramsey F. P., 2016 (1931)) and see (Jeffrey R. , 1965, pp. 31-47 (Chapter 3)) 



 

30 
 

With this thought in mind, let us examine what the rule 𝑅 should look like. Importantly, we want an 

𝑅 such that, where 𝑥 is the negation of whatever property we want to affirm, P2 holds. For simplicity 

we will concentrate on (Finite Additivity). 

The examples I relayed above carefully introduced each bet without revealing too much about the 

agent’s credences, beyond their credence about the relevant proposition. This made certain 

intuitions about how they (should) bet seem very plausible. But if we flesh that out, I think we will 

begin to question it. One interpretation of the implicit principle behind those examples would be 

what I will call 𝑅1: 

𝑅1(𝑏𝑒𝑡𝑃, 𝑐)  = {

𝑏𝑢𝑦                 𝑖𝑓 𝑃𝑎𝑦𝑜𝑢𝑡(𝑏𝑒𝑡𝑃) ⋅ 𝑐(𝑃) > 𝑃𝑟𝑖𝑐𝑒(𝑏𝑒𝑡𝑃)
(𝑛)𝑒𝑖𝑡ℎ𝑒𝑟     𝑖𝑓𝑃𝑎𝑦𝑜𝑢𝑡(𝑏𝑒𝑡𝑃) ⋅ 𝑐(𝑃) = 𝑃𝑟𝑖𝑐𝑒(𝑏𝑒𝑡𝑃)

𝑠𝑒𝑙𝑙                 𝑖𝑓𝑃𝑎𝑦𝑜𝑢𝑡(𝑏𝑒𝑡𝑃) ⋅ 𝑐(𝑃) < 𝑃𝑟𝑖𝑐𝑒(𝑏𝑒𝑡𝑃)

 

Where 𝑏𝑒𝑡𝑃 refers to a particular bet on 𝑃, and where 𝑃𝑎𝑦𝑜𝑢𝑡(𝑏𝑒𝑡𝑃) and 𝑃𝑟𝑖𝑐𝑒(𝑏𝑒𝑡𝑃) gives you 

that bet’s payout and price, respectively. (𝑛)𝑒𝑖𝑡ℎ𝑒𝑟 indicates that the rule does not give any 

determinate instruction in this case. This is more or less what Pettigrew calls Ramsey’s thesis 

(Pettigrew R. , 2021b, p. 26). We assume the payout is £1, but the rule generalizes for any value of 

𝑃𝑎𝑦𝑜𝑢𝑡(𝑏𝑒𝑡𝑃),  even negative values. As we illustrated above (for (Finite Additivity)),15 non-

probabilistic credences are Dutch bookable, given 𝑅1, but probabilistic credences are not. 

The crux of this rule is that it is sensitive only to the agent’s credence in the proposition by which the 

bet is described. This is what enables us to use a bet on (say) 𝑃 along with a bet on its negation, to 

draw out a kind of inconsistent behavior, wherever an agent has non-additive credences. However, 

we must ask if we are really justified in saying that it is rational to bet in this way. Allow me a 

thought experiment to try to pump the intuition that the rule 𝑅1 is not rational.  

 
15 See (Pettigrew R. , 2020b) for presentation and discussion of many relevant theorems. 
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Suppose you were asked to bet on a matter on which you felt you had no well-evidenced opinion, 

and suppose that bet is expressed as a bet on the proposition, “there is alien life (in the universe).”16  

You consult with two experts, and the first tells you they are 90% sure there is alien life, whilst the 

second tells you they are 40% sure there is no alien life. Assuming you update your credences in 

alien life and no alien life to defer to these expert opinions, 𝑅1 condones a bet that there is alien life 

at any price below 90p.17 I think you will agree that this betting behavior would be silly, however, 

because it fails to take into account your credence that no alien life, which is just as well informed by 

expert opinion, and, in actual fact, bears just as strongly on the possible outcomes of the bet.  

Rather, your betting behavior should take into account both your expert-informed credence in alien 

life and your expert-informed credence in no alien life. Indeed, had you only consulted the latter 

expert, and maintained a completely uninformed credence in the positive proposition, you would do 

better to use your credence in the negated proposition in deciding how to bet, even though it is in a 

distinct proposition. So it seems 𝑅1 cannot be right. 

Now, perhaps the reply will be that the reason we feel the credence in the negative proposition is 

relevant is because we assume that the expert who informed it had probabilistic, or approximately 

probabilistic, opinions. As such, you can infer that the second expert had 60% credence in alien life, 

and your credence function should have been updated to reflect this in some way. 

That premise about the expert is probably true, although if our reason for thinking so is based on the 

assumption that the expert is rational, it may be question-begging to invoke the premise.18 I think, 

anyway, the premise is unnecessary. A better reply would be that the world itself is “probabilistic” in 

the sense that either objective probabilities or compossible sets of truth-values on propositions obey 

 
16 I do not really wish to be dismissive about my own, or the reader’s, opinion on this matter, any more than to 
imply that there really are experts with well-evidence opinions on the matter. But it will do as an example. 
17 For a £1 bet, of course. 
18 Or maybe not: if the claim that the expert will be probabilistic rests on the premise that they are rational, 
then our argument is circular. We would be using the claim that probabilism is a necessary condition on 
rationality in an argument for the same! 
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the probability axioms. 19 Because of this, it is rational to update your credence in alien life on 

learning an expert’s opinion about no alien life. Since, by this fact about the world, you can infer 

between the two propositions. 

The reply might go on: the question before us is how to rationally bet given the credences that you 

have. If your credences are non-additive there may be a sense in which both credences in 𝑃 and ¬𝑃 

should be influencing your proclivity to bet on 𝑃, but only indirectly, and insofar as, you rationally 

ought to have adjusted your credence in 𝑃 to reflect your credence in ¬𝑃, along with your belief 

that “the world” is “probabilistic”. Given that you have not changed your credences in this way, 

however, there is no reason to think that both credences are relevant to the decision on whether or 

not to bet on 𝑃. 

This is too quick, however. The argument seems to tacitly assume that credence functions ought to 

be probabilistic,20 in order to show that 𝑅1 is rationally admissible, and then to use 𝑅1 to establish 

that credences ought to be probabilistic. Even if this does not turn out to be question-begging, it 

only establishes that 𝑅1 is admissible when credences are probabilistic. But to impugn non-

probabilistic credences, we need to establish that 𝑅1 is admissible when credences are not 

probabilistic. 

Another way to frame this argument is to point out that both credences in 𝑃 and ¬𝑃 bear on the 

subjective probability of the outcomes of a bet on 𝑃. Indeed, the same bet, described in terms of 

possible outcomes and their utilities, can be framed as a bet on 𝑃 or on ¬𝑃. To see this, take any 

𝑏𝑒𝑡𝑃, on some proposition 𝑃, with payout 𝛼 and at price 𝛽, and define 𝑏𝑒𝑡¬𝑃 to be a bet on ¬𝑃 with 

payout 𝛼′ = −𝛼 and price 𝛽′ = −𝛼 + 𝛽). Where 𝑃 is true, 𝑏𝑒𝑡𝑃 and 𝑏𝑒𝑡¬𝑃 return the same net 

values (that is, the same payout minus price) – and likewise when ¬𝑃 is true.21 But, because 𝑏𝑒𝑡𝑃 is 

 
19 To make sense of this for truth-values, it is easiest to think of 1 as true and 0 as false.  
20 Or, at least, be somewhat responsive to the quasi-probabilistic structure of the world. 
21 For example, let a bet on 𝑃 for £1 cost 80p. Then the corresponding bet on ¬𝑃 pays out −£1 and costs 
−£1 + 80p = −20p. So, where 𝑃 is true, the net-payout of the bet on 𝑃 is 20p, and the cost of the bet on ¬𝑃 
is −20p (this is also a net value, since there are no winnings for a losing bet). So, assuming negative cost is 
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formulated in terms of 𝑃, our credence in 𝑃 will determine our rational betting behavior for 𝑏𝑒𝑡𝑃 (by 

𝑅1). Whereas our rational betting proclivity regarding 𝑏𝑒𝑡¬𝑃, formulated in terms of ¬𝑃, will depend 

on our credences in ¬𝑃. This means that if our credences in 𝑃 and ¬𝑃 are non-additive, and we 

follow 𝑅1, we will have different betting behavior in the two cases, despite their assigning identical 

utilities to each outcome. 

Let us call two bets like this “outcome-equivalent”. The way 𝑅1 treats such outcome-equivalent bets 

suggests to me it is not a rational rule. Indeed, that it is not a coherent rule. It condones and 

condemns outcome-equivalent bets for a single agent, depending on how you frame the bet. I think 

there are two possible responses, however. One would be to object to something in my way of 

presenting bets, and the other would be to argue that it is legitimate to distinguish between bets on 

𝑃 and on ¬𝑃, even when their outcomes and utilities are the same. 

The first response seems to me to be unpersuasive. It is, of course, true that my framing of bets is 

very different: I build the price of the bet into the specification of the bet, for example. But, I cannot 

see why it would be illegitimate to do so. The problem of what price to buy a bet at can, 

theoretically at least, be reframed as the question of which bet to take from a set of bets which 

differ only in their price. The formalism is less neat, but no less valid. 

The latter response, I think, is closer to the mark. But the idea that it is legitimate to distinguish 

between outcome-identical bets on 𝑃 and ¬𝑃 seems to presuppose that there are situations (at the 

least, bets) in which an agent would consider whether 𝑃 without realizing that whether ¬𝑃 bears on 

the matter. Moreover, that a rational betting rule might advise you to bet on 𝑃 but not take the 

outcome-identical bet on ¬𝑃, suggests an agent is rational for failing to see that whether ¬𝑃 bears 

on whether 𝑃. This is beginning to run very contrary our normal beliefs about rationality.  

 
equivalent to positive winnings, the bet on 𝑃 and on ¬𝑃 are identical when 𝑃 is true. Similarly, if ¬𝑃 is true, 
the bet on 𝑃 costs (net) 80p, and the bet on ¬𝑃 has a net-payout of −£1 − 20p = −80p. Again, assuming 
negative winnings are equivalent to positive costs, the two bets are outcome-equivalent.  
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In particular, it seems to contradict one of the consequences of the norm we are trying to establish. 

It is a criticism that has been brought22 against probabilism as a rational norm that it implies logical 

omniscience: since probabilities are defined on an algebra of propositions, and the probability 

axioms reference deductive relations between propositions, in order to be probabilistic, an agent 

must (at least implicitly) know the deductive relations between the propositions in their credence 

function. But if the rational agent is aware of these relations, then it hardly makes sense that their 

rational betting behavior is described by a rule that does not take into account deductive relations 

between propositions.23  

Of course, the response might be that for the agent with rational credences (that is, probabilistic 

credences) the betting rule 𝑅1 does not give different betting behaviors to bets that that are 

outcome-identical. So the betting rule cannot be said to be irrational. I accept this. The problem is 

that neither is the 𝑅1 proved to be rational, and therefore neither can credences with any particular 

properties be proved rational or irrational on the basis of 𝑅1. 

The situation, in outline, is one where we have two variables, 𝑅 and 𝑥, and a function of them that 

only sometimes returns the value we are after. It could be that only one combination of 𝑅 and 𝑥 

returns the correct value, as though rationality were a point on a map, and 𝑅 and 𝑥 were 

coordinates. In which case, the only way to show that one is rational is to show that both are 

rational. The problem is that we do not know this to be the case. It may be that there are many 

values of 𝑅 and 𝑥, that is, many betting rules and many distinct properties of credences, that in 

some combination yield rationality. But if we are in this situation, we cannot prove the irrationality 

of some value for one variable by showing that it is incompatible with some value of the other 

variable. That latter value is not rational simpliciter, but a rational value given certain values of the 

other variable.  

 
22 See (Pettigrew R. , 2021) for recent discussion of this issue. 
23 In particular, (Finite Additivity), an axiom of probability, is sensitive to mutually exclusive propositions, such 
as 𝑃 and ¬𝑃. 
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By P3, irrationality can be equated with Dutch bookability. But more than one combination of 

betting rule and property of credence function are compatible with not being Dutch bookable. 

Trivially, all betting rules that license no bets whatever avoid Dutch books no matter the 

corresponding credence function properties. And we can also make various transformations of 

probabilistic credence functions along with the betting rule. For example, credence functions that 

would be probabilistic if you subtracted 0.1 from each credence, and betting rules that license 

buying £1 bets on 𝑃 at any price less than £1 ⋅ (𝑐(𝑃) − 0.1). 

So, it seems we cannot easily leverage either our rational 𝑅 or our rational 𝑥 to define the other. And 

this is because there seems to be no such thing at the rational 𝑅 or 𝑥. But this does not rule out 

finding the rational betting rule in a way that does not assume anything about rational credences 

and then leveraging that 𝑅 to help define rational credences. Let us try, then, to see if we can find a 

rational 𝑅. 

The natural place to look, given the discussion above, is for a rule that takes into account both 𝑃 and 

¬𝑃. And the natural way to do this, would be to use expected utility. That is, our rule should take 

account of the all-things-considered utility of each possible outcome, weighted by our credence in 

that outcome. The expected net pound sterling value of a bet is, 

𝐸𝑥𝑝£(𝑏𝑒𝑡𝑃) = (𝛼 − 𝛽) ⋅ 𝑐(𝑃) + (−𝛽) ⋅ 𝑐(¬𝑃) 

Where, again, 𝛼 is the payout, and 𝛽 is the price. We take the expected net pound sterling value of 

not betting to be £0. We can now use the decision theoretic principle of expected utility 

maximization to determine betting behavior. Or, we can use this statistic but express our new rule in 

the same manner as the old rule: 

𝑅2(𝑏𝑒𝑡𝑃, 𝑐)  = {

𝑏𝑢𝑦              𝑖𝑓 𝐸𝑥𝑝£(𝑏𝑒𝑡𝑃) > £0
(𝑛)𝑒𝑖𝑡ℎ𝑒𝑟   𝑖𝑓 𝐸𝑥𝑝£(𝑏𝑒𝑡𝑃) = £0

𝑠𝑒𝑙𝑙               𝑖𝑓 𝐸𝑥𝑝£(𝑏𝑒𝑡𝑃) < £0
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Natural though this rule may be, it unfortunately does not play nicely with the Dutch book 

argument. We can illustrate this by returning to the example above where an agent has non-

probabilistic credences in the outcome of a coin toss, 𝑐(ℎ𝑒𝑎𝑑𝑠) = 𝑐(𝑡𝑎𝑖𝑙𝑠) = 0.8.24 The expected 

net pound sterling of a £1 bet is, 

𝐸𝑥𝑝£(𝑏𝑒𝑡ℎ𝑒𝑎𝑑𝑠) = 𝐸𝑥𝑝£(𝑏𝑒𝑡𝑡𝑎𝑖𝑙𝑠) = (£1 − 𝛽) ⋅ 0.8 + (−𝛽) ⋅ 0.8 

So that 𝐸𝑥𝑝£(𝑏𝑒𝑡ℎ𝑒𝑎𝑑𝑠) = £0 where 𝛽 = 50p. Thus, in contrast to 𝑅1, 𝑅2 does not recommend a 

sure loss by condoning buying a bets on at prices on both 𝑏𝑒𝑡ℎ𝑒𝑎𝑑𝑠 and 𝑏𝑒𝑡𝑡𝑎𝑖𝑙𝑠 at once. Pleasingly, 

in this case, the betting behavior 𝑅2 condones, reflects the fact that the agent thinks both outcomes 

equally likely – even though their credences in both are higher than 0.5! Importantly, we cannot 

Dutch book the agent for these credences, even though they are non-probabilistic.25 

The naturalness of 𝑅2 compared to 𝑅1 (or at any rate, compared to Ramsey’s thesis), along with the 

fact that 𝑅2 fails to make all non-probabilistic credences Dutch bookable, is the basis for what 

Pettigrew calls the expected utility objection (Pettigrew R. , 2021b). He attributes this objection to 

(Hedden, 2013). 

One response from Pettigrew is to allow that Ramsey’s thesis is at the least permissible (Pettigrew R. 

, 2021b, pp. 28-30). This would seem to work, at first, since P1’ does not say, and does not need to 

say, that violating 𝑅1 is irrational. Rather, so long as betting in accordance with 𝑅1 is rationally 

permissible, the Dutch book argument can work (we show that, given credences with property 𝑥 and 

a permissible betting behavior, the agent is Dutch bookable, and therefore irrational. But it is not 

their betting behavior that is at fault, since it is rationally permissible).  

Unfortunately, the mere permissibility of 𝑅1 is not as logically weak a proposition as you might 

mistake it for. For the argument to go through, the betting rule must be permissible in at least one 

situation where, (a) the agent’s credences do not have property 𝑥, and (b) the agent is Dutch 

 
24 We assume here that 𝑡𝑎𝑖𝑙𝑠 is equivalent to ¬ℎ𝑒𝑎𝑑𝑠. 
25 For a more general demonstration of this, see (Hedden, 2013, pp. 87-88). 
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bookable. For, unless this is the case, we have no reason to think that failing to have property 𝑥 is 

irrational. In fact we may need something stronger, to show that for any credence function without 

property 𝑥, there is some permissible betting score 𝑅 that renders the agent Dutch bookable. But 

this seems to me to be a very strong way of construing the permissibility of 𝑅1 – a long way from the 

very plausible idea that betting in accordance with 𝑅1 is sometimes permissible. 

P1’, then, like P1, has its problems. I do not know them to be insurmountable, however. But let us 

turn our attention now to P3.  

To deny P3 would be to deny the irrationality of being Dutch bookable – or open to a sure loss. It is 

not obvious that it is irrational to be Dutch bookable. First off, there is presumably nothing irrational 

about failing to increase your money, or losing a bet, on the basis of a mistaken opinion. To be 

wrong is not to be irrational. But to be Dutch bookable is to be vulnerable to a sure loss. If you are 

Dutch bookable and unlucky enough to be presented with a Dutch book, you are guaranteed to lose 

money.26 It is this certainty of losing money that is supposed to take us from mere mistakenness to 

irrationality. To make the case simply and intuitively, there is something we can do to prevent sure 

losses without having to find out anything more about the world; we can make our credences non-

Dutch bookable without discovering the actual truth-values of any propositions. Since a similar claim 

about rationality is crucial to the argument of Part 4 I shall not investigate this idea any further here. 

For the sake of argument, then, let us concede there is something irrational about being open to a 

sure loss. But we must still ask what kind of irrationality that is. It may be a practical irrationality, 

relating as it does the accumulation of currency.27 No doubt there is some connection between 

practical and epistemic rationality, but it is often held that they are distinct kinds of goods. It is not 

always the case, after all, that accurate opinions lead to good decisions or good outcomes. In some 

 
26 Or at least, if you were to lose money, the irrationality would not be due to your betting behavior rule. 
27 This articulation actually reveals a few more weak points in the argument. First: we are only guaranteed to 
lose money if the right set of bets are put to us. This is not necessarily going to happen naturally, but by a 
malicious bookmaker. Second: does exploitability by malicious bookmakers entail irrationality? 
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cases, perhaps, systematically wrong opinions can serve someone better than accurate opinions.28 

Clearly, the Dutch book arguments are arguments about the practical utility of belief – how much 

they might win you or lose you.29 For this reason, starting with (Joyce J. M., 1998) philosophers have 

sought a specifically epistemic utility argument for credential norms. We shall look at this in the next 

part. 

The major goal of this chapter, however, is to look at norms for rational credences, and see whether 

they, or the arguments for them, run into the possibility problem. We have seen one way in which 

the Dutch book arguments are possibility sensitive: they expect the agent to avoid a sure loss, and a 

sure loss is a loss in every outcome in an outcome space. Of course, we can identify this space of 

outcomes with the possible truth-values of the propositions the agent is considering, so perhaps this 

is not problematic. But at the very least, we assume that the agent’s propositions line up well with 

the world, so that it is meaningful to think of them as having a credence in the same 𝑃 (and perhaps 

¬𝑃) as the 𝑃 specified in the bet they are offered. But this sensitivity is fairly minor in the case of 

single bets on propositions. Fundamentally, the Dutch book arguments revolve around picking apart 

the discrepancy between the possibility space that the agent is modeled with – the propositions they 

have credences in and take bets on  – and the credences they assign to those propositions. For it is 

assumed that credences attach to propositions, and that propositions have certain deductive 

relationships that are respected by the compossible truth-values they can take. We can say 

something about how the world will turn out, and how an agent’s credences will serve them in a 

world, only because we assume the propositional part of their opinions is right – their opinions 

attach onto real possibilities, with a known (to us) deductive structure. So, in some sense, at least, 

the conception of the possibility space is necessary, and the assignment of propositions with (at 

 
28 One example, but far from the only, is the case of living in a cult or otherwise doctrinally mistaken 
community. An ardent belief in non-trivial false doctrines may lead to all kinds of success, where true belief 
might lead to ostracization or worse. 
29 Actually, perhaps they are about economic rationality, or the rationality of money-maximisers. That is a far 
cry from a general rationality. 
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least) determinate relations to some other propositions, and determinate truth-values at a world, is 

necessary. Where the agent reflects this structure in their credences, moreover, they do well, and 

where they fail, they do badly, with respect to rationality. 

Now, of course, it does not matter which actual propositions the agent has their credences in. 

Hence, we can just use 𝑃 or 𝑋. But it does matter that they have some meaning; that the agent’s 

credences really attach to propositions, that the terms of those propositions have potential 

referents, and so on. If this is not held to be the case it is not clear what could be irrational about 

credences failing to respect the deductive structure.  

That said, the problems caused by these assumption are largely nascent in the Dutch book 

arguments. They only raise their heads if we start to wonder what it means to have a credence in a 

proposition in the first place. They become more problematic as we move to epistemic utility 

arguments, and they also become more problematic when we try to argue for more norms (so far 

we have only really looked at (Finite Additivity)).  

The Dutch book arguments, however, have other problems, that we have already discussed. In 

particular, there is no very plausible version of the first premise, at least for the kinds of credences 

that we are interested in from a broad epistemic perspective. In addition P3, as we have also seen, 

raises two massive challenges for the Dutch book argument. First, why hold an agent “rationally 

accountable” for sure loss but not for mere actual loss? Second, can we really equate epistemic 

utility and practical utility? We tackle both of these questions in the next part, or their analogues for 

epistemic utility arguments, whilst focusing on a different kind of argument for epistemic norms. 

Part 4 – Epistemic Utility or Accuracy Arguments 

Let us turn, then, to another popular justification for permissive constraints, namely, epistemic 

utility arguments, and, particularly, accuracy arguments. Accuracy arguments for epistemic norms 

were originally developed by Joyce (see (Joyce J. M., 1998)) although, by his own attribution building 
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on work by De Finetti and Savage (he cites (De Finetti, 2017 (1970)) and (Savage, 1971)). This 

discussion, however, draws largely on (Pettigrew R. , 2016). In particular, we shall look at Pettigrew’s 

accuracy dominance argument for probabilism (discussed in part one of (Pettigrew R. , 2016) and 

presented finally in (pp. 80-96)). We shall again focus particularly on (Finite Additivity). 

One way into thinking about accuracy arguments is by contrast to the Dutch book argument. In the 

case of Dutch book arguments, we thought about the rationality of credences in terms of the money 

they would make or lose given certain bets. One criticism of this approach was that it, in effect, 

equated monetary value, or perhaps practical utility, with epistemic value. The central idea with 

arguments from epistemic utility, therefore, is to define a notion and measure of the specifically 

epistemic utility of a credence or credence function, and employ it in arguments for epistemic 

norms.  

One particular approach identifies epistemic value with accuracy. The idea of accuracy comes out of 

applying “veritism” to the credential framework. It is the view that truth is the sole or primary 

epistemic good. It is certainly a traditional view, perhaps the received opinion until recent times, 30 

but is usually interpreted as a norm for belief, whereas Pettigrew’s veritism applies to credences. 

There are various ways that a full-belief veritism could be imported to the credential set-up, but the 

approach Pettigrew takes is to say that it is not truth per se that is the epistemic good, but closeness 

to truth. That is, accuracy. As he puts it, 

My proposal is that the accuracy of a credence function for a particular agent in a particular 

situation is given by its proximity to the credence function that is ideal or perfect or 

vindicated in that situation. If a proposition is true in a situation, I claim, the ideal credence 

for an agent in that situation is the maximal credence, which is represented as 1. On the 

 
30 (Pritchard, "Intellectual virtues and the epistemic value of truth.", 2021 ) certainly claims this has long been 
the received view, and defends it. But see e.g. (Kelly T. , 2003) for a dissenting view). 
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other hand, if a proposition is false, the ideal credence in it is the minimal credence, which is 

represented as 0.  

(Pettigrew R. , 2016, p. 3. Original emphasis.) 

Intuitively, accuracy is something like how well a credence function does at representing actual 

truth-values, or, how close a credence function comes to the ideal or vindicated credence function. 

One popular scoring rule for measuring accuracy is the Brier score: 

𝐵𝑤(𝑐) = ∑(𝑤(𝑃) − 𝑐(𝑃))2

𝑃∈ℱ

 

Which states that the inaccuracy of a credence function 𝑐, at a world 𝑤 is the sum of the squared 

differences between the truth-value of (or vindicated credence in)31 𝑃 at 𝑤, and the credence in 𝑃, 

for every proposition 𝑃 in the domain (ℱ) of 𝑐. Because the only world-dependent statistic that 

affects the score is the truth-value of each 𝑃 in ℱ at world 𝑤, we can identify a world with a unique, 

logically consistent, assignment of truth-values to each proposition in ℱ. And we use 𝑤(𝑃) to 

represent the truth-value of 𝑃 at 𝑤. 

We shall have more to say about justifying scoring rules in Chapter 4. In the meantime, let us note 

that, equipped with a numerical value representing the epistemic utility of a credence function at a 

world, we can apply principles from decision theory to derive our norms on rationality.  

One example of this are accuracy dominance arguments. To understand dominance, I start first by 

coining the notion of defeat, 

𝑐 defeats 𝑐′ at world 𝑤 if and only if 𝐵𝑤(𝑐) > 𝐵𝑤(𝑐′)  

 
31 We can either think of truth-values as 1 = 𝑡𝑟𝑢𝑒 and 0 = 𝑓𝑎𝑙𝑠𝑒, or we can use vindicated credences, which 
are 1 where 𝑃 is true, and 0 where 𝑃 is false. 
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Clearly, then, you should prefer an undefeated credence function, at least if you know which world 

you are in. But suppose you do not know which world you are in, what credence function should you 

prefer then? Dominance provides one kind of answer.  

𝑐 strongly dominates 𝑐′ if and only if:  

(1) 𝐵𝑤(𝑐) ≥ 𝐵𝑤(𝑐
′) for every 𝑤 ∈ 𝑊 

 and 

(2) 𝐵𝑤(𝑐) > 𝐵𝑤(𝑐′) for some 𝑤 ∈ 𝑊 

Where 𝑊 is the set of possible worlds – usually identified with the set of all logically consistent 

truth-value assignments to the propositions in ℱ, where ℱ is the domain of both 𝑐 and 𝑐′. We shall 

take “strongly dominates” and “dominates” to be synonymous. Meanwhile 𝑐 “weakly dominates” 𝑐′ 

if and only if (1), regardless of (2). 

It is intuitive, then, that we should prefer undominated credence functions. It is also apparent that 

being undominated is not relative to a particular world. Hence, we might think the dominance 

principle can guide us even when we do not know which world we are at.  

Let us examine, then an accuracy dominance argument for probabilism. The argument would go like 

so: it is proved that credence functions that are non-probabilistic are dominated (according to a 

legitimate measure of epistemic value, e.g. Brier inaccuracy). It is then asserted that dominated 

credence functions are irrational, and so it is concluded that non-probabilistic credence functions are 

irrational. 

That is: 

P1: All non-probabilistic credence distributions are (undominatedly) dominated 

 P2: All (undominatedly) dominated credence distributions are irrational 

 C: All non-probabilistic credence distributions are irrational 
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(We shall ignore the “undominatedly” caveat for the time being.)32 The first premise states that 

certain credence distributions are “accuracy dominated”. This can be proved by a mathematical 

theorem, for example, “De Finetti’s Theorem”, for which the reader can consult (Pettigrew R. , 2016, 

pp. 19-20). As Pettigrew writes,  

De Finetti’s Dominance Theorem shows that any non-probabilistic credence function is 

strongly Brier-dominated [i.e., dominated according to the Brier inaccuracy measure] by a 

probabilistic credence function, and that no probabilistic credence function is even weakly 

Brier-dominated.  

(Pettigrew R. , 2016, p. 27) 

Let us turn, then, to the second premise of our accuracy argument. This second premise, and similar 

premises in other arguments, will sometimes be called a bridge principle – bridging between 

descriptive facts about the credences and utilities on the one hand, and normative prescriptions or 

prohibitions on the other hand.   

What reason do we have, then, to think that dominated credence functions are irrational? We have 

already seen a sketch of the reason. Dominated credence functions can be avoided, even where 

truth-values are unknown. But if we try to get more precise about that thought, the argument 

becomes foggy. In order for an agent to consciously comply with an anti-dominance norm, an agent 

would need to know what their credences are, know whether or not they are dominated (which 

would plausibly require knowledge of the accuracy of their credences at each possible world, and of 

the accuracy of every other possible credence function), and, finally, be capable of changing their 

credences. 

Cleary this expects a lot of an agent, and a theory of rationality that relies on these expectations 

would be absurdly demanding. (Arguably, indeed, more demanding than any theory of knowledge – 

 
32 This is one of a few refinements to the argument that Pettigrew makes but that we need not get side-
tracked on. See (Pettigrew R. , 2016). 
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requiring knowledge many possible worlds and of one’s own beliefs, rather than mere knowledge of 

actual states of affairs.)  

In particular, let us focus on the idea that the agent knows (has epistemic access to) all the possible 

worlds. This is not actually as far-fetched as it first seems. The possible worlds need only be defined 

as sets of truth-value assignments to the propositions in the agent’s opinion set (the domain of the 

credence functions). So it is plausible, on some level, that an agent will have knowledge of every 

relevant possible world. But, even so, this implies that they have a form of logical omniscience – that 

they are aware of all the deductive relations between propositions in ℱ (the domain of their 

credence function). For without at least an implicit knowledge of such, they could not know which 

assignments of truth-values to the propositions in ℱ are logically possible. At the same time, the 

idea that an agent can measure the accuracy of their credence function at a world (especially given 

theorists do not universally agree on a measure) and then calculate which credence functions are 

dominated, is rather farfetched. Clearly, then, our first pass at the justification of the second premise 

will not do: we cannot say that dominated credences are irrational because the agent knows enough 

to avoid them. Let us take a step back.  

Let us call a credence function extreme or extremal if it assigns either 1 or 0 to every proposition in 

ℱ. Consider the following fact: every non-extremal credence function is defeated by some extremal 

credence function at every world. The scopes of the terms in claim are important – it is not the same 

credence function that defeats non-extremal credence functions at every world – if it were, non-

extremal credence functions would be dominated. After all, the perfect, or vindicated, credence 

function at a world defeats every non-extreme credence function (as well as every non-identical 

credence function) at that world. And since this is true at every world, it is also true at the actual 

world. So that every non-extremal credence function is actually defeated.  

Should we employ a bridge principle that says that you should not be defeated, and thereby infer 

that you should have extremal credences? In a way, we do. We acknowledge that some extremal 



 

45 
 

credence function is the ideal. But we do not use this to say that agents who fail to have extremal 

credences are irrational. The question is, why? What makes the distinction between defeat and 

dominance normatively or evaluatively important? Why is rationality sensitive to the modal facts 

about truth-values across a possibility space but not to facts about actual truth-values? 

Again, some part of the reason, no doubt, is that there is no extremal credence function that is 

guaranteed to do just as well as whatever credence function the agent has (that is, it is not the case 

that, for every non-extremal credence function, there is a dominating extremal credence function). 

But this is just a restatement of the idea of dominance. What makes this feature epistemically 

significant? We know that reason is not to do with what the agent is actually capable of. But perhaps 

there is some other reason.33 

One answer might be that there are substantial internalist assumptions at play.34 Another might be 

that the choice of normative concept ensures the significance of the distinction. Perhaps it is 

rationality as such, that is responsive to dominance but not actual defeat, because rationality as 

such is taken to be closely related to consistency, and not to epistemic virtue more generally. This 

possibility, however, would be unwelcome to the veritist, or, at least, to the strong accuracy monist. 

After all, their claim is that accuracy exhausts epistemic value, and, as a consequence, any valid 

epistemic norms should “fall out” of the pursuit of accuracy. But here we are suggesting that 

something about rationality other than utility is dictating its meaning. There is some inbuilt 

consistency condition, and not mere concern for accuracy, that is doing the work. We shall come 

back to this theme in Chapter 4. 

 
33 Alternatively, if we want to weaken the normative language – there must be some reason why the agent’s 
options evaluated relative to the space of possibility are (evaluatively) significant in a way that their options 
evaluated against actuality are not. 
34 The thought here is that the internalist holds that an agent is justified not when their evidence is good, but 
when they respond well to the information available to them. In this case, the agent’s ability to reflect logical 
relationships with their credence function trumps their ability to reflect that actual world with their credence 
function – since the latter would require not just the right kind of internal activity, but the right kind of 
connection to truth. 
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It is not clear, then, what the normative or rational significance of dominance is. But, though I 

cannot reconstruct a rational argument for P2, I think I can provide a kind of error theory. For, 

although it is farfetched to suppose that an agent has perfect access to their possibility space, and 

accuracy their at every world (whilst failing to have access to knowledge of which world they are in), 

it is not at all farfetched to suppose that the epistemologist has this knowledge. After all, the 

epistemologist can set these things out however they like, and spend however long they want 

proving theorems about credences and propositions. Indeed, very often, the epistemologist will be 

working with sets of propositions whose logical structure is explicitly defined, but whose meaning, 

and thereby truth-values at the actual world, are not defined.  

So, the epistemologist really is in a position of being able to tell which credence functions dominate 

which, but not which credence functions actually defeat which.35 They mistakenly impute normative 

or evaluative significance to facts that emerge only from the strange perspective from which they 

examine the notional agent. 

Let us set aside this critique, however, for I think there is another way to find weakness in the 

dominance argument that is not easily characterized as a critique of either premise.36 First, let us 

note that, although formally we only use the one domain ℱ, epistemic utility arguments (and Dutch 

book arguments too) actually appeal to two possibility spaces. One is the space of opinions, 

representing the agent’s doxastic state, and the other is the space of possible outcomes in terms of 

utility.  

Now we might think that this does not matter, for our outcome space can be populated by 

consistent truth-values to the set of propositions the agent does in fact entertain. One problem with 

 
35 A dominated credence function is necessarily equaled and possibly defeated by some credence function. A 
defeated credence function is defeated by some credence function (in the actual world), but that credence 
function need not necessarily (i.e., at every world) defeat it, or even equal it. 
36 It can be a critique of either. 
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this, is that it assumes that the agent’s credences latch perfectly onto propositions. Another is that it 

ends up with some version of the problem of “logical omniscience” that we see elsewhere. 

The real problem happens, however, when we introduce a third possibility space, in the form of a 

second agent, or a representation of the same agent at another time or under a certain 

counterfactual. If we can imagine agents that have, or even might have, credences over different 

sets of possibilities, then we face a dilemma. One the one hand, we could treat the two agents like 

they have different outcome spaces – there are simply more ways the world could be – not merely 

more ways they can distinguish – for one agent than the other. On the other hand, we could treat 

abandon the attempt to derive our outcome space from the agent’s opinion set. In this case we now 

need to decide what the relevant outcome space is. 

If this is not all entirely clear to the reader – especially, if it is not clear why either option would pose 

a problem – then they will be glad to know that we have touched on the major concern of Chapter 4 

of this thesis. For that reason, I will not go much into it here. It will suffice to say that in my opinion, 

the dilemma is fatal for accuracy arguments between agent’s that have, or might have, different sets 

of opinions. And the reasons why will become clear in Chapter 4.  

Both Dutch book arguments, and accuracy arguments, for epistemic norms have some problems 

that I have illustrated in this part and the last. They show some of the marks of possibility sensitivity, 

but they have other problems too. In particular, Dutch book arguments may fail to conclude 

anything about the epistemic rationality of agents, meanwhile accuracy arguments rely on an 

understanding that an agent’s rationality has a special but not necessarily justified relationship to 

the space of possibility – whether that is the space as their credence function sees it, or as the 

epistemologist sees it. But, even worse, accuracy arguments fail where the possibility space is not 

fixed. And this we will explore further in Chapter 4. 

Part 5 – The Principle of Indifference 
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Another significant putative principle of synchronic rationality is the principle of indifference (also 

called the principle of insufficient reason). The principle, in usual form, presupposes probabilism, but 

it is worth treating separately here because of its intuitive appeal as an epistemic norm, and because 

of the particular possibility sensitivity it highlights – that is, however one justifies it, and however 

useful and sensible it seems – it will run into the possibility problem. It also turns out to combine 

with certain diachronic principles to quite significant effect (as we shall see in Part 8).  

The principle of indifference can be glossed as saying that a person should divide their credence 

equally among possibilities wherever they have no evidence to tell between them. We can make this 

point formally, in two ways, one which deals with the case of a finite partition of possibilities, and 

the other that deals with continuous variables.  

By a partition, I mean a set of mutually exclusive and jointly exhaustive propositions.37 For a 

partition38 𝒫 = {𝑃1, … , 𝑃𝑛}, where applicable, the principle of indifference says that for every 𝑃 ∈ 𝒫, 

𝑐(𝑃) = 𝑐(𝑃1). Where we also assume probabilism, the credences will also sum to one. Hence, we 

can also say that, for each 𝑃 ∈ 𝒫, 𝑐(𝑃) =
1

|𝒫|
. In the case of a continuous variable, we say that our 

credences must form a uniform distribution over the possible values of the variable.  

An intuitive justification for the principle of indifference is not hard to imagine. We should, in 

general, respond proportionately to evidence, and, in the special case where the evidence fails to 

support one possibility over another, it is argued, proportionality means suspension of credential 

 
37 This means, that, as a matter of logic, one and only one proposition will be true. This differs from a set-
theoretic definition of “partition”. 
38 It may be worth taking a moment to see the relationship between an opinion set ℱ, which we used in a 
footnote in Part 1, to define probabilism, and the partition that we use to define the principle of indifference. 
Since ℱ can contain any propositions, there is no guarantee we can form a partition from it. And indeed, there 
may be more than one partition that can be made from ℱ. For example, if ℱ = {𝑃, 𝑄, ¬𝑃, 𝑃&𝑄,¬(𝑃&𝑄)} then 
we could have the partitions 𝒫1 = {𝑃,¬𝑃} and 𝒫2 = {𝑃&𝑄,¬(𝑃&𝑄)}, but since ℱ is not closed under 
negation, we rule out other natural partitions. We might, in some circumstances, allow the addition of a 
“catch-all” proposition to any set of mutually exclusive propositions within ℱ. A catch-all can be defined as a 
the negation of the disjunction of every element in the set of mutually exclusive propositions, thus allowing us 
to form a partition. For example, if we allowed this, we could have 𝒫3 = {𝑄,¬𝑄}, and 𝒫4 =
{¬𝑃, 𝑃&𝑄,¬((¬𝑃) ∨ (𝑃&𝑄))}. Renaming the propositions (we are fundamentally dealing with propositions 
not sentences), this is 𝒫4′ = {¬𝑃, 𝑃&𝑄, 𝑃&¬𝑄)}. 
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preference. Another factor in favor of principle of indifference is that, where it applies, it is 

impermissive, that is, it permits only one rational credence distribution, given the partition, (and also 

assuming probabilism).39  Additionally, as we shall see later in this chapter, we can also use the 

principle of indifference along with some diachronic principles, to generate impermissive constraints 

on credences given, and relative to, any set of evidence. Why would we want that? Well, for one 

thing, it implies that our evaluative concept, rationality, is entirely general. We can evaluate any 

agent’s credences40 and determine whether or not they are rational.  

The problem, however, with this proposal, is another example of possibility sensitivity. And it is a 

problem that has been known for perhaps as long as the principle of indifference itself. Namely, that 

the recommendations of the principle recommends are sensitive to the choice of partition. 

Incidentally, this is true also other equivocation methods. By “other equivocation methods”, I mean 

other sets of rules intended to govern credential response to a lack of relevant evidence. We shall 

briefly meet one more, later in the chapter. 

This sensitivity can be shown, in the case of the principle of indifference, by an adapted example 

from (Keynes J. M., 1921, pp. 47-48). Suppose you are visiting a friend; you know they live in Great 

Britain, but you do not know where on that landmass they live. What credence should you have that 

they live in England, in Wales, or in Scotland? 

𝒫 = {𝐸𝑛𝑔𝑙𝑎𝑛𝑑,𝑊𝑎𝑙𝑒𝑠, 𝑆𝑐𝑜𝑡𝑙𝑎𝑛𝑑} 

So, by the principle of indifference: 

𝑐(𝐸𝑛𝑔𝑙𝑎𝑛𝑑) = 𝑐(𝑊𝑎𝑙𝑒𝑠) = 𝑐(𝑆𝑐𝑜𝑡𝑙𝑎𝑛𝑑) =
1

|𝒫|
= 0.333 

 
39 Why is this a good thing? Well, it means our theory is giving us a lot more information than a theory of 
rationality where a great many different credences are permissible. 
40 So long as they can be modelled as having only credences, and updating those credences only after certain 
kinds of learning experience. So full generality is really still a long way away! 
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But what justification do we have for using this partition? Indeed, we might think it is a bad partition 

because of the disproportionate sizes of the three countries. Perhaps we should use a partition 

composed of all the counties of England, along with each county of Wales and council area of 

Scotland. This, to my knowledge, comes to a total of 102 regions, made up of 48 in England, 22 in 

Wales and 32 in Scotland. Call the corresponding partition 𝒫′. Your credence that your friend lives in 

any one of those regions should be: 

𝑐(𝐶𝑜𝑟𝑛𝑤𝑎𝑙𝑙) =. . . = 𝑐(𝑆ℎ𝑒𝑡𝑙𝑎𝑛𝑑) =
1

|𝒫′|
=

1

102
= 0.010 

By (Finite Additivity),41 your credence that your friend lives in England should be the sum of your 

credences for each county of England, hence: 

𝑐(𝐸𝑛𝑔𝑙𝑎𝑛𝑑) = 𝑐(𝐶𝑜𝑟𝑛𝑤𝑎𝑙𝑙) + … + 𝑐(𝑁𝑜𝑟𝑡ℎ𝑢𝑚𝑏𝑒𝑟𝑙𝑎𝑛𝑑) =
1

102
× 48 = 0.471 

Notably, 0.471 ≠ 0.333, and, importantly, the two values are not even close.42 So, we get different 

credences depending on how we choose the partition.  

The problem is even more severe where we have less information to restrict the space of possibility. 

By way of example, suppose we are drawing objects at random from a bag whose contents we do 

not know.43 We want to assign a credence to drawing a marble. What should we put in our partition 

besides “marble”? If we made the partition, {𝑚𝑎𝑟𝑏𝑙𝑒, ¬𝑚𝑎𝑟𝑏𝑙𝑒}, we would end up with credence 

0.5 in “marble”. But if we threw in some more objects, we would reduce our credence in “marble”. 

For example, {𝑚𝑎𝑟𝑏𝑙𝑒, 𝑏𝑎𝑙𝑙, 𝑜𝑙𝑑 𝑏𝑜𝑜𝑡, 𝑏𝑎𝑛𝑎𝑛𝑎, 𝑎𝑛𝑦𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒}. It seems as though merely 

spending time imagining what might be in the bag decreases the rational credence that we draw a 

marble. And adding to the partition need not take the form of adding exotic objects, either. We can 

have the same effect simply by becoming more specific within a certain category, for example: 

 
41 Plus the assumption that 𝐸𝑛𝑔𝑙𝑎𝑛𝑑 is logically equivalent to (𝐶𝑜𝑟𝑛𝑤𝑎𝑙𝑙 ∨ …∨ 𝑁𝑜𝑟𝑡ℎ𝑢𝑚𝑏𝑒𝑟𝑙𝑎𝑛𝑑) 
42 The importance here comes from the fact that our model might be over-precise, so perhaps we could 
tolerate distinct credences if they were approximately the same. 
43 This example adapted from (Walley, 1996), although a fairly generic set-up. 
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{𝑚𝑎𝑟𝑏𝑙𝑒, 𝑟𝑒𝑑 𝑏𝑎𝑙𝑙, 𝑔𝑟𝑒𝑒𝑛 𝑏𝑎𝑙𝑙, 𝑦𝑒𝑙𝑙𝑜𝑤 𝑏𝑎𝑙𝑙, 𝑝𝑖𝑛𝑘 𝑏𝑎𝑙𝑙, 𝑎𝑛𝑦𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒}. Either we are in the strange 

position where our credences are relative to how many objects we can think of, and how specifically 

we describe them, or we must admit that we still have no final idea what our partition should be. 

This, I think, shows that the principle of indifference makes rational credences dependent on choices 

in the specification of the possibility space. But this becomes a problem (indeed the possibility 

problem) when those choices are arbitrary. Or, perhaps more precisely, the possibility problem is the 

problem of finding ways to epistemically evaluate those choices so that they are not arbitrary. But if 

there is a simple rule for such choices, then the problem may be trivial or insignificant, after all. The 

discussion above has only begun to hint at problems with choosing the relevant partition. We must 

now look into whether we can justify any principles governing partition choice. 

Part 6 – Against Principled Partition Choice 

Let us start with an argument against principled partition choice. The principle of indifference is 

intended to be used in cases where there is no evidence to favor one possibility over another, and 

states that, in such a case, credences should not favor one possibility over another. Yet to choose 

one partition over another is to alter our credences indirectly to favor some possibilities over others. 

That is, take a partition 𝒫 = {𝐴, 𝐵} where 𝐴 and 𝐵 are propositions. Now consider that we can 

“refine” 𝐴 by defining two more propositions, 𝑎1 and 𝑎2 such that, (𝑎1 ∨ 𝑎2) is equivalent to 𝐴. Now 

we might derive the partition, 𝒫𝐴 = {𝑎1, 𝑎2, 𝐵}, which favors 𝐴, since, by the principle of 

indifference, 𝑐(𝑎1) = 𝑐(𝑎2) = 𝑐(𝐵) = 1/3, and, by probabilism, 𝑐(𝐴) = 𝑐(𝑎1) + 𝑐(𝑎2) = 0.667, so 

that 𝑐(𝐴) > 𝑐(𝐵). But, in an exactly equivalent way, we could form a partition from 𝐴 and a 

“refined” 𝐵. 𝒫𝐵 = {𝐴, 𝑏1, 𝑏2} which would give us 𝑐(𝐵) > 𝑐(𝐴). 

From this, we may conclude that any reason for favoring 𝒫𝐴 over 𝒫𝐵 (or vice versa), is automatically, 

and indirectly, a reason for favoring 𝐴 over 𝐵 (or vice versa). And this seems to generalize for any 

case of partition choice.  
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One might be tempted to conclude, then, that principled partition choice for the principle of 

indifference is impossible. A partition must be chosen before the principle can be applied, but to 

choose a partition is either to admit that there is reason to prefer some proposition over another, so 

that the principle of indifference does not come into play, or to favor some proposition over another, 

and so to contravene the principle of indifference. 

I think there are three “outs” from this argument. The first out is to think of the principle of 

indifference as applying strictly to the partition that is chosen. I call this approach partition relativism 

(or, alternatively, possibility space relativism or language relativism). In a way, this approach takes 

issue with my use of the word “indirectly” in the argument above. To Indirectly favor a possibility via 

the choice of partition is not to contravene the principle of indifference, since the principle of 

indifference applies to whatever partition is used, and not to any pre-partition space. I shall discuss 

this in the idea in the Part 7. 

The second “out” is perhaps the most obvious and natural. It is that there may be some positive 

evidential reason for treating some partition as the right partition. That is, for thinking that a 

particular partition represents the true evidential symmetries of the possibilities in question. Hence, 

to return to the example of the friend living in Great Britain, you might look up the population data, 

and spread your credence over the landmass according to population density. Even more 

convincingly, if you were playing a dice game, you might, quite naturally, split your credences over a 

partition of possible outcomes, since you are convinced of the symmetries of a dice and its 

outcomes. But situations like this are surprisingly rare, and require a great deal of prior knowledge. 

Not only would you have to know the population-spread in Great Britain, but you would have to 

have reason to think that your friend’s probability of living in a place corresponds to the population 

density at that place. In the dice roll example, you need to know (or, perhaps trust) that the dice is 

fair – that is, specifically designed to land on each side at a near equal frequency. 
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I am not sure if one can quite say that this approach trivializes the principle of indifference. But it 

does seem to reduce it to something like a principle of deference to known chances, or to long-run 

frequencies – albeit that the choice of class from which to draw these probabilities is chosen in 

response to prior knowledge or evidence and expressed through partition choice. And it also seems 

to make the principle useless for determining hypothetical priors (which we will discuss later in the 

chapter) since these, at least, must be determined before there is positive knowledge to justify the 

application of the principle.44 

The third “out” is already hinted at by an equivocation I make in the argument above. My statement 

of the principle of indifference talks of there being no evidence to favor one possibility over another, 

but later I talk about reasons to favor a partition, and thus to indirectly favor a possibility. But there 

is logical space here for reasons for partition choice that are non-evidential, and thus, that may not 

come under the restrictions of the principle of indifference, conceived of this way. 

Caution must be exercised in taking this route, however. If our reasons for partition choice are not 

evidential, can they still be epistemically driven? If they are not, then it is hard to see how we have 

avoided the possibility problem, since the principle of indifference will tell us that distinct credences 

are rational, depending only on non-epistemic reasons for partition choice.45 So, we are looking for 

non-evidential, but still epistemically driven, principles for partition choice. We might fear that not 

much can exist in that narrow window, but, on the plus side, we know exactly where to look.    

One suggestion, to return to our example, might be that the partition into local regions is to be 

preferred over the partition into countries because the former is more fine-grained. The hope is 

that, since this partition carves up possibility space as finely as possible, the resulting credence 

distribution will not have any disproportionate “lumps”. And there is also a sense of stability here: 

 
44 Note that language relativism can be thought of as a deference principle, specifically a principle of deference 
to the evidence encoded in a language. This is a connection between my first and second “out”. The difference 
is that for this second out, the evidence deferred to is from outside the language, acting on the credences in 
some other way. 
45 This would be fine, of course, if we were partition relativists (see Part 7). 
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once you get to the bottom, there is no place left to go, so at the very least, the principle of 

indifference would give us determinate credences, no longer sensitive to arbitrary choices in 

specifying the possibility space. The justification here might also be plausibly thought to be an 

epistemic reason, if equivocation itself can be epistemically justified, and if we can think of applying 

the principle of indifference specifically to the most fine-grained partition possible as the best way to 

equivocate.  

However, there is a problem. It is sometimes impossible to find the most fine-grained partition. One 

demonstration of this focuses on the case where two or more continuous variables covary, but 

where their relationship is exponential. I shall adapt an example of this found in the literature, called 

the square plate factory (see (White, 2008) and (Novack, 2010), and see (van Fraassen, 1989, pp. 

293-317) for related but distinct puzzles).  

A factory outputs plates of between 0-2cm in length, but we have no evidence about the frequencies 

of these outcomes. So, by the principle of indifference, we spread our credence in the length of the 

next plate evenly across the interval. By the principle of indifference we can derive: 

𝑐(𝑙𝑒𝑛𝑔𝑡ℎ:  0– 1𝑐𝑚) = 𝑐(𝑙𝑒𝑛𝑔𝑡ℎ: 1– 2𝑐𝑚) = 1/2 

But we also know that the plates are always square. Given this, we know that the area of a plate will 

be between 0cm2 and 4cm2. If apply the principle of indifference to this quantity, we can derive the 

following credences: 

𝑐(𝑎𝑟𝑒𝑎: 0– 1𝑐𝑚2) = 𝑐(𝑎𝑟𝑒𝑎: 1– 2𝑐𝑚2) = 𝑐(𝑎𝑟𝑒𝑎: 2– 3𝑐𝑚2) = 𝑐(𝑎𝑟𝑒𝑎: 3– 4𝑐𝑚2) 

= 1/4 

Since we know that the plates are square, we can consider “𝑙𝑒𝑛𝑔𝑡ℎ: 0– 1𝑐𝑚” and “𝑎𝑟𝑒𝑎: 0–1𝑐𝑚2” 

to be equivalent. But they nonetheless receive radically different credences (0.5 versus 0.25), 
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depending on which description we use. Unless we can allow these mutually entailing46 propositions 

to have distinct credences (which would contradict theorem (𝑡ℎ1) above) we have conflicting 

prescriptions from the principle of indifference. 

It is not clear that we can find the same kind of proof for a discrete, propositional case. But if we 

accept reasonable limits on the size of our opinion set, perhaps we can make a similar argument. 

(Norton, 2021, pp. 435-467), in a somewhat different context, shows that adding more fine-grained 

propositions to our partition will always change our credences, favoring one possibility of interest 

over another, or vice versa. To adapt his example (p. 452), he asks us to consider whether a thief is 

hiding in Boston or New York. We might reasonably start with the partition implied by the framing of 

the question, 𝒫 = {𝐵𝑜𝑠𝑡𝑜𝑛,𝑁𝑒𝑤 𝑌𝑜𝑟𝑘}, and so assign credence 0.5 to each possibility.  

However, there is nothing principled about this partition, and we can always refine our partition by 

adding other considerations. For example, we could consider the number of hideouts in each city. 

We would then have to replace 𝒫 with the much larger 𝒫′ = {𝐵𝑜𝑠𝑡𝑜𝑛 ℎ𝑖𝑑𝑒𝑜𝑢𝑡1  ∨ …∨

𝐵𝑜𝑠𝑡𝑜𝑛 ℎ𝑖𝑑𝑒𝑜𝑢𝑡𝑛 ∨ 𝑁𝑒𝑤 𝑌𝑜𝑟𝑘 ℎ𝑖𝑑𝑒𝑜𝑢𝑡1 ∨ …∨ 𝑁𝑒𝑤 𝑌𝑜𝑟𝑘 ℎ𝑖𝑑𝑒𝑜𝑢𝑡𝑚}, where we can recover our 

initial propositions as disjunctions of the hideouts in each city. It is highly likely, however, that there 

will be more hideouts in Boston than in New York, or vice versa, so that, by 𝒫′, we would end up 

favoring one of our original propositions over the other.  

Factoring-in further details will again change the partition so that the proportion of propositions that 

entail New York as opposed to Boston will continue to change, so changing our credence in each. We 

can probably keep going a long way, if not infinitely, before we stop seeing a change in the ratio of 

credences between Boston and New York. At any rate, as human agents, we will have to stop 

somewhere, and at that point, as ever, the credences we end up with will be a product of how we 

refined, rather than reaching some neutral fine-grained point. 

 
46 That is, mutually entailing given the background assumption that all plates are squares, and that the area of 
a square is its length squared. 
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Both the continuous variable and the propositional problems suffer from the same central issue – 

we cannot practically find the most fine-grained partition, and, as we continue to refine our 

partitions, the values that our credences would converge to, if any, differ depending on our method 

of refinement – the distributions are sensitive to the method by which we refine.  

The solution that suggests itself, then, is to search for the optimal method for refinement. But what 

answer can we find to that question that will not reduce the principle of indifference to a principle of 

deference to positive evidence? It seems any method for correct refinement method will have to be 

specific to the situation, and responsive to information, or evidence, that bears on the particular 

properties and events we are dealing with. 

So, by all accounts, it seems, we are not likely to find a simple principled way of finding a principled 

partition. Of course, I do not want to rule out the possibility completely. I think, in the end, we need 

ways of evaluating possibility spaces for their epistemic value. But there is no quick solution here. 

Part 7 – Against Possibility Space Relativism 

The only remaining way to avoid the possibility problem, whilst still maintaining some kind of 

equivocation method, such as the principle of indifference, might be what I call partition relativism 

(or possibility space, or language, relativism). To see how this might work, let us examine Jon 

Williamson’s formulation of “objective Bayesianism”, of which this relativism is a crucial part.  

J. Williamson (2010) attempts to save the idea that there are determinate (“objective”) credences 

that a rational person will have in (almost)47 any given context. His system differs from what we have 

so far seen in three crucial respects. First, it allows a version of equivocation to be applied even 

when there is some evidence available to tell between propositions. It does this by first letting the 

evidence constrain credences, and only afterward letting the equivocation rule choose between the 

credence distributions that are not ruled out.48 Second, but relatedly, the equivocation rule, though 

 
47 He allows that there is not always a uniquely determined credence function. 
48 Of some note here, but of no direct importance, J. Williamson also rejects conditionalization (see Part 8). 
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highly related to the principle of indifference, is distinct. J. Williamson employs a maximum 

informational entropy principle (Williamson J. , 2010, pp. 29-30). One advantage of this is that it 

allows equivocating credences to be determined even after certain evidential constraints are 

applied. However, for our purposes, the differences are not significant. As J. Williamson admits, 

The Maximum Entropy Principle makes the same recommendation in the presence of 

evidence that is symmetric with respect to the indivisible outcomes and so inherits any 

language [we might read, partition] dependence of the Principle of Indifference. 

(Williamson J. , 2010, p. 155) 

J. Williamson’s third distinctive move is the most significant for our purposes. Although his system, 

just like the one we considered above, specifies credences in a way that is sensitive to how the 

partition is specified, he “bites the bullet”, by claiming that it is quite rational that an agent’s 

credences depend on the partition derived from the terms by which they are able to frame the 

problem.49  

[A]n objective Bayesian interpretation…carries with it a natural partition over which to 

equivocate, namely the finest-grained partition of possibilities describable within an agent’s 

language.  

 (Williamson J. , 2010, p. 21) 

So, the picture is that an agent has a language, perhaps a set of constants, connectives and 

predicates, from which they build the sentences that form their possibility space. Their partition is 

the “finest-grained partition of possibilities describable within an agent’s language.” (Williamson J. , 

2010, p. 21). And this is the partition that the agent ought to equivocate over. 

 
49 It is worth flagging, however, that I have set things out, above, in terms of propositions, whereas J. 
Williamson, in his book (Williamson J. , 2010) considers several kinds of formal language. 
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On the surface, this approach solves the possibility problem. Simply by biting the bullet and saying 

that equivocation should be applied to whatever language somebody uses, we remove the need for 

a privileged partition. And we still have what we were seeking: an answer as to whether somebody’s 

credences are rational. Of course, that answer now depends not only at their credences and their 

evidence, but also on their language or possibility space. 

Beneath the surface, however, comes the problem of justifying this approach. That is, justifying the 

idea that “rational” credences can properly depend on the language you are working with. This 

involves both defining the role we want “rationality” to play and then querying where a J. 

Williamson-esque agent would stand according to a sense of rationality that plays that role.  

We could grant (at least for argument’s sake) that the principle of indifference or the maximum 

entropy principle gives us the right credences conditional on the language or partition being 

optimal.50 But the claim being made is stronger. The claim is that credences are rational if they 

follow the equivocation rule, no matter what language the person uses. This implies that having 

credences that reflect your language, even where that language is misleading, is rational, while 

having credences that fail to reflect your language, even if the credences are actually rational 

according to a different, perhaps epistemically better, language, is irrational.  

To justify this position, J. Williamson claims that a person’s language is a form of, or part of, their 

evidence. 

[S]ince an agent’s language says something about the world in which she lives—it embodies 

implicit evidence  

(Williamson J. , 2010, p. 9) 

and, 

 
50 In a way this might be a trivial claim, or at least a weaker claim than it sounds – at least if the optimal 
partition is just the one that will give you rational credences if you follow the correct equivocation rule. 
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there is a sense in which an agent’s language constitutes empirical evidence. Language 

evolves to better latch onto the world. Hence, that an agent adopts a particular language ℒ 

rather than an arbitrary language ℒ′ is evidence that the important and natural properties in 

the agent’s environment are better captured by predicates in ℒ than by those in ℒ′ 

(Williamson J. , 2010, p. 156) 

The central idea here is cogent enough. Language comes to be evidential because it “conceptualizes 

the salient features of [a person’s] world” (p. 2). Meanwhile, evidence, where we have it, ought to 

influence our credences. Therefore, it is not a bug but a feature that equivocation rules are sensitive 

to partition choice.  

But fleshing-out the account remains challenging. Whilst it is easy enough to propose that language 

can have evidential value, because the terms that a person uses may reflect the way the world has 

appeared to them, this does not automatically imply that all language is evidential, still less that it is 

all of equal evidential value. Indeed, it seems the evidential value of language may differ greatly 

from person to person, from topic to topic, and from linguistic element to element. The degree of 

evidential value or misleadingness may also depend on the stability of a person’s environment, and 

the responsiveness of their language acquisition process to that environment.  

In the remainder of this part, I hope to convince that this differential evidential value of language 

makes possibility space relativism evaluatively toothless. This is because judgement of rationality 

relative to language is undermined where that language may have differing evidential value. This 

suggests that we need tools to evaluate the language or possibility space itself. In other words, 

relativism cannot be maintained as a way of ignoring or circumventing the possibility problem – if I is 

viable, it still requires us to tackle the problem head-on by finding ways to measure the evidential 

value of possibility spaces. 
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To make this argument in more detail, let us first examine the idea that if a person’s credences are 

rational relative to a language, that is, if they satisfy constraints on rationality that are sensitive to a 

language or partition, then their credence are rational simpliciter. Of course, we cannot mean that 

credences rational to any language are rational simpliciter, since many distinct credence 

distributions will be rational relative to some language. Rather, the claim here would be that a 

person’s credences are rational simpliciter when they are rational relative to the language they 

actually have and use. 

This rationality simpliciter could obtain only where any influence that the language has on the 

credences, via the language-relative norms, can be said to be due to an evidential element of the 

language. Otherwise, the rational constraint is having arbitrary, or even pernicious, effect. To put 

this more formally, suppose 𝑆 and 𝑆′ have identical (perhaps zero) non-linguistic evidence. 𝑆 has 

credences given by 𝑐 which are rational relative to their language ℒ, while 𝑆′ has credences given by 

𝑐′ which are rational relative to their language ℒ′. At least in those contexts (we assume almost all 

cases), where rationality constrains credences to a unique permissible value, it follows that any 

differences between 𝑐 and 𝑐′ are due to corresponding differences between ℒ and ℒ′.51 So here is 

the condition I am proposing on rationality simpliciter for credences:   

Evidentiality condition: Where 𝑆 and 𝑆′ have the same evidence and are both rational 

relative to their languages, 𝑆 and 𝑆′ are both rational simpliciter if and only if any difference 

between 𝑐 and 𝑐′ corresponds to a difference between ℒ and ℒ′ that is evidentially 

significant.  

I can give two reasons for jettisoning from epistemology any notion of rationality simpliciter that 

does not satisfy the evidentiality condition. First, sensitivity to non-evidential elements in a language 

would cut against J. Williamson’s defense of language relativism. He defends biting the bullet of 

 
51 Except in any cases where our norms on synchronic rationality do not specify a unique credence distribution 
given evidence and language.  
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accepting that the determination of rational credences will be sensitive to the possibility space by 

saying that the possibility space (or language) is evidential. But this defense stretches only so far as 

the differences in rational credences track differences in language that are evidential. If some 

rational credences are defined relative to some non-evidential part of the language, then the 

arbitrariness of rationality assessments sneaks back in. Second, if we are interested in rationality as 

an evaluative tool, then that tool is somewhat blunted by being sensitive to non-evidential factors in 

the individual’s doxastic equipment. This problem is a slightly different form of possibility sensitivity. 

The factors our rationality judgements are sensitive to here are not arbitrary modelling choices on 

the part of the epistemologist, but facts about the language of the person whose credences we are 

evaluating. But this still means that whether or not we call someone rational will depend on their 

responsiveness to non-evidentially relevant elements of their doxastic equipment, and so seems to 

compromise the validity or usefulness of those judgements to epistemology. 

The question, then, is whether the evidentiality condition can be met – whether the changes in a 

language that rational credences are sensitive to are always evidentially significant. I think the 

condition cannot always be met. My reasoning relies on two premises, the first of which I think 

uncontroversial: whilst some differences between languages may be responses to the world that  

reflect the world, differences responsive to environment and experience, other differences between 

languages may simply reflect arbitrary structural differences, causal coincidences, or different 

practically useful features.52 The second premise, meanwhile, is that this latter kind of difference 

cannot be evidential, and that is harder to defend. 

After all, there may be a way of construing language-as-evidence that would allow all language to be 

evidence, even features of it that bear no direct relation to truth. Such an account would have 

trouble, however, at least if it tried to ground the evidentiality of language in some less direct 

 
52 Assuming the language in which beliefs are formed is the same language in which imagination, desire, 
assertions, promises, or chit-chat are conducted, there are many ways in which language may be improved 
and yet become less evidential. On the other hand, many influences on language may simply be pernicious. 
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relation to truth. The kind of picture I have in mind here would be the idea that language is 

universally evidential because it is generally truth-responsive or truth-conducive. But this kind of 

picture seems to rely on the level of category that you use to describe things. “Language” as an 

abstract entity, may be evidential, because it is, on the average, highly responsive to environment. 

But the individual terms of a language, taken on their own, might still not count as evidence. It is also 

at least conceivable that there might be someone whose entire language is non-evidential, or anti-

evidential, either because their language has been cruelly manipulated, or because, by some tragic 

series of events, they have been drastically misplaced from one environment to another completely 

different. These issues are rather analogous to the generality problem for reliabilist theory of 

justification, or to the reference class problem.53 

Perhaps an opposite, and internalist, theory of evidence would help see us past these problems. For 

here, we need not worry so much about the relation between evidence and truth. A suitably liberal 

definition of evidence might be: 𝐸 is evidence for 𝑆 if and only if 𝑆 has epistemic access to 𝐸, and 𝑆 

cannot rule out the evidential value of 𝐸. Call this the “diligence condition”54 for evidence – a 

sufficient and necessary condition. I take it that 𝐸 has evidential value if and only if 𝐸 tends a 

rational agent toward a more accurate credence (although other accounts may work as well). Thus, I 

am employing a notion of “good evidence” (or evidential value) in a condition on “evidence”. But, 

since I define “good evidence” without reference to evidence, this need not be problematic. In fact, 

this definition of evidence seems ideal for J. Williamson's purposes. It maintains a kind of connection 

with truth through the definition of evidential value, but allows that not every piece  of evidence has 

this connection, in a way that still seems to make a principled distinction between evidence and non-

evidence (in contrast to a reliability based account of evidence, which might struggle to draw 

principled lines due to the generality problem). Indeed, the distinction seems to track well with the 

 
53 For the generality problem, see (Feldman, 1998), for a generalised version of the reference class problem, 
see (Hájek, 2007). 
54 “Diligence” because it implies that anything accessible to you is evidence until you do your due diligence by 
ruling it out. 
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internalist intuition that a person is evidentially responsible to that which by their lights may be a 

guide to truth, rather than to those things that in fact are good guides to truth. 

The diligence condition might plausibly mean that all of a person’s language counts as evidence to 

them. Any part of a person’s language that they are aware of, and that they cannot rule out as 

epistemically guiding, will be evidence for them. But it is the first clause in the preceding sentence 

that now causes us trouble. For how much of a person’s language is accessible to them? It may be 

implausible to imagine a person is able to consciously dissect their language when they are assigning 

credences. And if they fail to do so, whatever elements of language escape their epistemic access fail 

to be evidential. 

An obvious solution here is to weaken or adjust the diligence condition – and, especially, our 

understanding of the term “epistemic access” therein. We could the condition so that we consider as 

evidence for a person that which they could in principle introspect, and would, were they to 

introspect, be unable to rule it out as good evidence. Another solution would be to suppose that 

there is, perhaps, a sense in which language can always, in principle, be introspected. If so, again, 

perhaps all of a person’s language is evidence. And so there is no reason to be worried about any 

sensitivity rationality has to any part of language. That is, the evidentially condition can be met. 

It is a weakness of this approach that it has now become fiddly to fully describe and defend. In 

particular, endless debates could be had about whether there is a sense of in principle epistemic 

access that people might genuinely have towards their language, and that is still plausible for the 

accessible term in the diligence condition for evidence. Similar questions are central to internalism in 

other contexts. But I think there may be a simpler reason not to like this internalist approach, which 

has to do with the distinction between the normative and the evaluative. 

However well we think the notion of rationality that we end up with after these considerations 

might help us track epistemic normativity, it will certainly lack evaluative power. To use the two 

terms in their narrow senses for a moment, we might say that normativity governs the shoulds, 
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should nots, and permissibilities of a particular realm (here, the epistemic realm), whereas 

evaluativity governs how well or poorly – in absolute, relative, intrinsic or extrinsic, ways – a person 

does with respect to that realm. The notion of rationality that we end up with, after all the preceding 

considerations, may do well for normative purposes, but poorly for evaluative purposes. This is 

because we can accept certain limits on the normative that we would not accept on the evaluative.  

For example, the diligence condition on evidence is normatively plausible – it bears some relation to 

the famous Kantian adage, “ought implies can”. It is difficult to say someone “does wrong”, 

epistemically, by following that which they think might be evidentially relevant, or for ignoring that 

which they had no access to.  

On the other hand, the principle is less convincing in the evaluative context. Perhaps it is possible to 

think about “how well somebody does” in a way that brackets certain facts about their actual 

success, and that accepts certain limitations on what a person can be expected to do. But concepts 

that leave out of account any gradable notion of how well a language does at being evidential whilst 

still evaluating credences solely in respect to whether they meet some condition defined relative to 

that language are evaluatively stunted, at best. If we want our epistemological evaluations (leaving 

aside our normative analyses) to be thorough and nuanced, we need concepts that are either 

capable of taking in a wider part of our epistemic life, or else of evaluating parts of our epistemic life 

independently of other parts. In practice, this means that if we cannot evaluate credences 

independently of the possibility space, we must find a way to also evaluate the possibility space as 

well. That is to say, we must face the possibility problem. 

That said, I think that this is not a reason to completely dismiss language relativism, even at the 

evaluative level. There is a compromise available that allows us to keep language relativism without 

making our evaluative concepts inert. The only problem with this approach is that it will fail to avoid 

the possibility problem, so while the following proposal may defend language relativism, it does so in 

a way that makes it inert for our purposes.  
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Suppose we accept the internalist-inspired diligence condition I proposed above on (language as) 

evidence. It is possible on this view for a part of a person’s language to cease to be evidence because 

the person has considered it in the light of some non-linguistic evidence, and consequently decided 

it has no evidential value. In this case, the element of the language will no longer be evidential, but 

will plausibly also no longer affect the person’s credences – because the evidence that rules against 

the evidentially of that language will also constrain their credences.  

To use a simple toy example, imagine 𝑆 with partition 𝒫 = {𝑟𝑒𝑑 𝑏𝑎𝑙𝑙, 𝑏𝑙𝑢𝑒 𝑏𝑎𝑙𝑙} and 𝑆∗ with 

partition 𝒫∗{𝑝𝑖𝑛𝑘 𝑏𝑎𝑙𝑙, 𝑟𝑒𝑑 𝑏𝑎𝑙𝑙, 𝑏𝑙𝑢𝑒 𝑏𝑎𝑙𝑙}. Assuming no other evidence, 𝑆∗’s rational credences 

will differ from 𝑆’s since their partition and language differs. But now suppose 𝑆∗receives non-

linguistic evidence that causes them to think that the pink ball/red ball distinction is not evidentially 

valuable. 𝑆∗ learns that pink and red are the same hue with different values of lightness, just as light 

blues and dark blues are the same hue in with different values of lightness.55 Further, 𝑆∗ learns that 

the reason their language makes the one distinction and not the other is not related to their 

likelihood or frequencies, but a product of the cultural significance of “pink”.  

Because of this new evidence, 𝑆∗ is able to rule out the evidentiality of this feature of their language, 

and it ceases to be evidential for them. However, due to the same evidence, 𝑆∗ constrains their 

credences so that 𝑐∗(𝑝𝑖𝑛𝑘 𝑏𝑎𝑙𝑙 ∨ 𝑟𝑒𝑑 𝑏𝑎𝑙𝑙) = 𝑐∗(𝑏𝑙𝑢𝑒 𝑏𝑎𝑙𝑙).56 After applying this constraint, the 

equivocation rule is applied, but because of the constraint, 𝑆∗’s credences are now identical to 𝑆’s. 

Thus, the part of the language that is not evidential also has no effect on the credences, satisfying 

the evidentially condition. 

This generalizes, so long as, for any consideration that would make 𝑆 rule out a feature of their 

language as non-evidential, 𝑆 will also alter their credences so that to exactly compensate for the 

 
55 In fact this may not be true – pink has some blue or purple hue to it – but it seems to be a common 
misconception and is a handy illustration. 
56 The reason for this constraint is that they have been made aware of the symmetry between these two 
terms. Perhaps a more fleshed out example could develop more on the kinds of constraints evidence like this 
might justify. 
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change in understanding of their evidence. The condition is plausible, but also cries out for inventive 

counterexamples. As stated, however, even if the thesis holds, this form of language relativism 

would not be a solution to the possibility problem. For, it solves the possibility problem by assuming 

that people are (sometimes) able to evaluate the evidential worth of their own language. That is to 

say, there is some possible non-linguistic evidence that they might receive that would cause them to 

reevaluate their language as evidence. But the question of how this evaluation process works just is 

an example of the possibility problem. Admittedly it is now a problem not merely of epistemological 

evaluation, but a problem that an agent faces directly in their epistemic lives. But it is, for this, no 

less a necessary subject matter, for the agent and for the epistemologist. If anything, the question 

becomes more urgent. By considering elements of their language, and evaluating it against available 

evidence, an agent can change their rational credences, presumably increasing epistemic value or 

fulfilling epistemic duty in doing so.  

To conclude Part 7, then, it is not clear relativism works for normative concepts, less clear that it 

works for evaluative concepts, and ultimately, any working version of it, does not seem to deny or 

circumvent the possibility problem. At the very least, there is no very convincing argument that we 

can or should avoid the problem in this way. 

Part 8 – Diachronic Norms on Rationality (Conditionalization) 

Thus far, we have concentrated on synchronic norms for rationality, and how they are sensitive to 

possibility spaces. But we also want to be able to evaluate change in credences over time. In 

particular, changes to credences in response to evidence or learning experiences is something we 

would like our concept of rationality to cover. In this part, I will consider the classic Bayesian update 

rule, conditionalization, along with the idea of hypothetical priors, and show that this system, at 

least as a way of yielding determinate rational credences, is possibility sensitive. 

In order to understand conditionalization, let us first consider the idea of conditional credences. A 

credence in 𝐴 conditional on 𝐵 (or “𝐴 given 𝐵”) can be symbolized as 𝑐(𝐴|𝐵). The ratio formula 
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(below) can be considered either definitional for conditional credences, or to be a synchronic norm57 

on rational conditional credences.58 Either way, the ratio formula says that for any propositions 𝐴 

and 𝐵: 

𝑐(𝐴|𝐵) =
𝑐(𝐴&𝐵)

𝑐(𝐵)
 𝑤ℎ𝑒𝑟𝑒𝑣𝑒𝑟 𝑐(𝐵) > 0  

I will omit the “𝑤ℎ𝑒𝑟𝑒𝑣𝑒𝑟 𝑐(𝐵) > 0” condition in future. From the ratio formula (and probabilism), 

we can also derive Bayes’ theorem, 

𝑐(𝐴|𝐵) =
𝑐(𝐵|𝐴) ⋅ 𝑐(𝐴)

𝑐(𝐵)
 

As well as the law of total probability, 

𝑐(𝐴) = 𝑐(𝐴|𝑃1) ⋅ 𝑐(𝑃1) + ⋯+ 𝑐(𝐴|𝑃𝑛) ⋅ 𝑐(𝑃𝑛) 

Wherever propositions 𝑃1…𝑃𝑛 form a (finite) partition. We shall have use for these later. 

The standard Bayesian account of updating in response to evidence goes like this: first, we assume 

that any learning experience or reception of evidence can be represented, in the first instance, as 

credence in some proposition going to 1. This is the logically strongest learned proposition. (It is, 

perhaps, a problem for the theory that it implies certainty in the learned proposition, I discus this 

briefly in this footnote59). Next, the person should update their credences in every other proposition 

so that their updated credence in those propositions is equal to their prior conditional  credences in 

each proposition given the now learned proposition. To put this in symbols, let’s assume the logically 

 
57 Although it is a synchronic norm, I introduce it here among the diachronic norms, because of its significance 
to conditionalization. 
58 There is disagreement about whether to treat this formula as descriptive or normative. In some ways the 
distinction does not matter. A norm that references conditional credences taken to be defined by the ratio 
formula can be written to reference the normative ideal of a conditional credence instead. Or we can take 
rationality to be an all-or-nothing thing, so the rational agent will have conditional credences in line with the 
ratio formula and update by conditionalization. 
59 We may require a theory of foundational indubitable evidential inputs, such as sense data or basic 
experiential propositions, or protocol sentences, to alleviate this worry. On the other hand, alternative 
systems, such as Jeffrey conditionalisation, that do not assume a learned proposition goes to credence 1, have 
been proposed (Jeffrey conditionalization was first introduced by (Jeffrey R. C., 1990 (1965), pp. 164-183)). 
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strongest proposition we learn is 𝐴, and so we update from prior credences 𝑐 to posterior credences 

𝑐′. Then for every proposition 𝑃 in our possibility space, conditionalization:60 

𝑐′(𝑃) = 𝑐(𝑃|𝐴) =
𝑐(𝐴&𝑃)

𝑐(𝑃)
=
𝑐(𝑃|𝐴) ⋅ 𝑐(𝐴)

𝑐(𝑃)
 

One way to think about this is to conceive of the prior unconditional credence in 𝑃 as the proportion 

of possible worlds in which 𝑃 is true, relative to the total number of possible worlds. Taking the 

conditional credence, 𝑐(𝑃|𝐴), then, is a bit like restricting our attention to worlds where 𝐴 is true, 

and then taking the proportion of such worlds where 𝑃 is also true. 

A promising idea for a complete theory of rational credences emerges when combine our synchronic 

and diachronic norms. We can do this by employing the notion of hypothetical priors. The 

hypothetical prior is the credence someone ought to have (or, that the supremely rational agent 

would have) before they had seen any evidence whatsoever. As such, we could use the principle of 

indifference (notwithstanding the problems, above, with selecting a partition) to determine the 

hypothetical priors. We can then use our update rule to determine how the agent ought to respond 

to their evidence. Thus (under fairly restrictive conditions about what learning experiences are like), 

we can cover rationality for the entirety of an (idealized) person’s (credential) life. 

One particular property of conditionalization makes it an ideal update rule for this project. It is 

usually referred to as commutativity, and implies that it does not matter what order your learning 

experiences come in.61 Suppose 𝑆 and 𝑆′ have identical languages and identical credences at time 𝑡1. 

At time 𝑡2, 𝑆 learns that 𝐴, and updates all their other credences according to conditionalization. At 

the same time, 𝑆′ learns that 𝐵, and updates all their credences in the same way. At 𝑡3, 𝑆 learns that 

𝐵 and 𝑆′ learns that 𝐴, and they both, again, update by conditionalization. At the end of this process, 

 
60 Philosophers sometimes distinguish between the norm that one should plan to conditionalize and the norm 
of actually conditionalizing. I slur the distinction here, though I mean to imply that rational agents actually 
update by conditionalization. For more, see (Pettigrew R. , 2020) 
61 Unfortunately, it’s generally thought that Jeffrey conditionalisation does not have this property. For more 
see (Lange, 2000) 
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𝑆 and 𝑆′ will have identical credences. This means that we can determine rational credences for any 

body of evidence, we need not worry about the order in which a particular person came to have that 

evidence. We simply work out the rational hypothetical priors, and then update on the evidence the 

agent has. 

Part 9 – The Inadequacy of Conditionalization 

One of the most important things we want our theory of rationality to do inform us about how to 

respond to evidence, and more generally, what opinions to have given any evidential circumstance. 

So, having introduced some norms, including finally a diachronic norm that concerns specifically 

responding to evidence or learning experiences, let us critique them from a different point of view. 

Let us test them to see if they are adequate for a satisfying theory of rationality. I take this question 

to come down to whether or not we think the norms give a sufficiently rich and useful 

characterization of rationality. “Rationality”, on this view, is a theoretical concept that we want to 

use to do theoretical work, not a natural property.  

In this part, then, I will first show that the norms we have so far considered do not produce 

credences that learn from experience. Hence, we do not yet have a very good theory of rationality.  

Let me start by demonstrating that the equipment and norms introduced so far is inadequate for 

inductive learning. Suppose we are inspecting specimens of a newly discovered species of bird, 

known as an o-bird. When we observe an o-bird, we discover whether or not it is feathered. Let us 

represent each o-bird, or each observation of a unique o-bird, by unique constants, symbolized 𝑜𝑛, 

and the property of being feathered by the predicate 𝐹, so that 𝐹𝑜𝑛 means our 𝑛th o-bird is 

feathered, whereas, ¬𝐹𝑜𝑛 means our 𝑛th o-bird is not feathered. If we are learning inductively, then 
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an observation that an o-bird is feathered should increase our confidence that other o-birds are 

feathered.62 

However, given our collection of norms (probabilism, the principle of indifference the ratio formula 

and conditionalization), and assuming no additional apparatus, a rational agent will not learn in this 

way. To see this, we must first build our partition. To keep things simple, we shall assume there are 

only two o-birds. A natural way to build the partition is to make sure each proportions in the 

partition is maximally specific, or at least as specific as our language allows. Hence, each proposition 

will be a conjunction that includes each combination of constant and predicate (these are called 

“atomic sentences”, either negated or unnegated). and the conjunctions they compose are called 

state descriptions. So, our partition will look like this:  

𝒫𝑠𝑡𝑎𝑡𝑒𝑠 = {𝐹𝑜1 & 𝐹𝑜2, 𝐹𝑜1 & ¬𝐹𝑜2, ¬𝐹𝑜1 & 𝐹𝑜2, ¬𝐹𝑜1 & ¬𝐹𝑜2} 

Since we are using the principle of indifference to determine our hypothetical priors, each credence 

will be ¼.  

𝑐(𝐹𝑜1 & 𝐹𝑜2) = 𝑐(𝐹𝑜1 & ¬𝐹𝑜2) = 𝑐(¬𝐹𝑜1 & 𝐹𝑜2) = 𝑐(¬𝐹𝑜1 & ¬𝐹𝑜2) 

=
1

|𝒫𝑠𝑡𝑎𝑡𝑒𝑠|
= 0.25 

And we can also derive credences for each atomic proposition, according to (Finite Additivity), by 

taking the sum of the credences for each state description in which it appears unnegated. For 

example, 

𝑐(𝐹𝑜1 ) = 𝑐(𝐹𝑜1 & 𝐹𝑜2) + 𝑐(𝐹𝑜1 & ¬𝐹𝑜2) = 0.25 + 0.25 = 0.5 

 
62 This rather simplifies the situation, since background beliefs or knowledge about o-bird populations and 
other facts might affect how we learn from instances. I suppress this for simplicity, and I also introduce o-birds 
as a new species so as to, as far as possible, make background beliefs unobtrusive.  
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The problem is that, with these priors, we will not learn from experience in an inductive manner. 

Suppose we learn that 𝐹𝑜1. If we were inductive learners, we would then increase our credence in 

𝐹𝑜2. However, by conditionalization, 

𝑐′(𝐹𝑜2) = 𝑐(𝐹𝑜2|𝐹𝑜1) =
𝑐(𝐹𝑜1 & 𝐹𝑜2)

𝑐(𝐹𝑜1)
=
0.25

0.5
=
1

2
= 𝑐(𝐹𝑜2) 

Our credence does not change at all!63 

We will now look at a way to fix this. This method is from (Carnap R. , 1945), but see also (Carnap R. , 

1952), (Zabell, 2007) and (Zabell, 2011). One way to think about their solution is to ask how we can 

respect the spirit of equivocation, whilst still allowing our conditional prior credences to lead us to 

learn from experience. We can represent the spirit of an equivocation principle with the principle 

called the “permutation postulate”, or “exchangeability” by (Zabell, "Carnap on probability and 

induction", 2007, p. 282). The idea can be expressed as saying that, whereas the distribution of 

previous outcomes or observations is relevant to future ones, the order of those outcomes or 

observations is not.  In our context, this can be achieved by making sure each atomic sentence has 

the same prior credence, since it is these prior credences that shall in the end determine how we 

update in response to learning that those atomic sentences are true. Given this restriction, what 

resources do we have left for making our priors induction supporting? If we look at the ratio 

formula, we can see that our updated (posterior) credences depend on two values: prior credence in 

an atomic sentence (assuming an atomic sentence is learned) and the prior credence in the 

conjunction of the learned proposition with the to-be-updated proposition. Given we are committed 

to the permutation postulate, it is these conjunctive propositions that we must alter to make our 

priors induction supporting. 

Indeed, the larger the numerator is (in the ratio of the our ratio formula), the larger the updated 

credence will be. And the numerator is just the credence assigned to the conjunction of the learned 

 
63 I assume that (A&B) and (B&A) are equivalent and have identical credence. 
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and the to-be-updated proposition. So, as long as conjunctions involving the same predicate have 

higher credence than conjunctions involving distinct predicates, our priors will lead us to learn from 

experience when we update by conditionalisation.  

There is a pleasingly mechanical way to ensure that this happens. First, we group our state 

descriptions together into structure descriptions. A structure description is a disjunction of state 

descriptions, such that each disjunct ascribes each property to the same number of objects. 

Effectively, a structure description tells us how many objects have a property, but not which objects. 

Using structure descriptions, we build an alternative partition: 

𝒫𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠 = {𝐹𝑜1 & 𝐹𝑜2, (𝐹𝑜1 & ¬𝐹𝑜2) ∨ (¬𝐹𝑜1 & 𝐹𝑜2), ¬𝐹𝑜1 & ¬𝐹𝑜2} 

(Note, since there is only one way for all atomic propositions to be true “𝐹𝑜1 & 𝐹𝑜2” is both a state 

description and a structure description. The same goes for ¬𝐹𝑜1 & ¬𝐹𝑜2.) As a first step, we 

distribute our prior credences over this partition using the principle of indifference.  

𝑐(𝐹𝑜1 & 𝐹𝑜2) = 𝑐((𝐹𝑜1 & ¬𝐹𝑜2) ∨ (¬𝐹𝑜1 & 𝐹𝑜2)) = 𝑐(¬𝐹𝑜1 & ¬𝐹𝑜2) 

=
1

|𝒫𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠|
= 0.333 

Next, we take the credence assigned to each structure description, and distribute it evenly among its 

disjuncts. Hence, state descriptions which are disjuncts of the same structure description receive 

lower credence than state descriptions with fewer possible permutations. So that, 

𝑐(𝐹𝑜1 & 𝐹𝑜2) = 𝑐(¬𝐹𝑜1 & ¬𝐹𝑜2) = 0.333 

Whereas, 

𝑐(𝐹𝑜1 & ¬𝐹𝑜2) = 𝑐(¬𝐹𝑜1 & 𝐹𝑜2) = 0.167 

But note that, in all of this, our atomic sentences still get equal credences. Afterall, each atomic 

sentence appears in the structure in exactly symmetrical ways. In our example, each atomic 
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sentence appears in two structure descriptions, one disjunctive and the other identical to a state 

description. To illustrate: 

𝑐(𝐹𝑜1) = 𝑐(𝐹𝑜1 & 𝐹𝑜2) + 𝑐(𝐹𝑜1 & ¬𝐹𝑜2) = 0.333 + 0.167 = 0.5 

So, if we reimagine the same learning experience as before, under the assumption of these priors, 

we get, 

𝑐′(𝐹𝑜2) = 𝑐(𝐹𝑜2|𝐹𝑜1) =
𝑐(𝐹𝑜1 & 𝐹𝑜2)

𝑐(𝐹𝑜1)
=
0.333 

0.5
= 0.667 ≠ 𝑐(𝐹𝑜2) 

So one instance of a feathered o-bird now increases our confidence in another instance (and 

corresponding decreases our credence that the next o-bird will not be feathered).  

We therefore have a formal system that can model rational credences for anybody – or at least, 

relative to any body of evidence. Ignoring issues of language selection for a moment, we simply 

apply the principle of indifference to determine the hypothetical priors and then conditionalize on 

the evidence in any order. It should also be noted that the system is more generalizable than I have 

presented it. First, because, while I present constants 𝑜 as standing for objects, they could also be 

trials or observations, etc. and predicate 𝐹s can be properties or outcomes, etc. Secondly, because 

the spirit of the idea can also be adapted to more complex languages. 

Having norms for diachronic rationality thus encoded gives us a lot of information about how we 

ought to infer, and seems to imply a relation of confirmation between propositions that is in some 

sense objective and determinate. In the next chapter, I shall problematize this approach. The system 

is vulnerable to the kinds of possibility sensitivity we have already seen, and brings in a new form of 

possibility sensitivity, too. 

Part 10 – Diachronic Possibility Sensitivity 

In this part, I argue that the rational posterior credences justified by the style of system that we saw 

in the last part, are possibility sensitive, not only because they inherit all the problems we have 
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already explored (in Part 6 and Part 7), but also because of a “projectibility” problem which 

represents a distinctive form of the possibility problem. Before we get to that, however, there are a 

couple of other related criticisms of this way of deriving rational posteriors credences that should be 

mentioned. 

First, let it be reemphasized that these methods are possibility sensitive in the same way that we saw 

previously, where we considered the principle of indifference, since we are still determining 

credences relative to partitions, that themselves must somehow be determined. Since we have 

already looked at this problem, I shall not repeat any more of it here. 

Second, let us note the problem of justifying specifically the method of specifying hypothetical priors 

that favor conjunctions of like-predicates.  In particular, justifying the use of the partition into 

structure descriptions, with the particular weighting of those priors that results from doing so. We 

shall look at this problem now, before returning to the main concern of this part. 

Just as with the principle of indifference, the actual credences that result from a rule for determining 

credence distributions will depend on how the partition is selected. After all, it is the rule for 

determining credences and the possibility space together that determine the credences for a given 

proposition. For this reason, it may be possible to justify all kinds of rules, so long as we can assume 

a certain method of partition selection is adhered to. The real problem here, therefore, is the use of 

the prior setting rule and the partition setting rule taken together.64 

The historical response (see (Zabell, 2007, pp. 284-287)), has been to address the arbitrariness of any 

particular rule and partition, by the introduction of the continuum of inductive methods, that, in 

essence, allow the convergence of posterior credences to observed frequencies to happen at a 

different rate depending on how the parameters are set (Zabell, 2011, pp. 274-277). It is tempting to 

 
64 The terminology around this is difficult. By “objective” we mean there is a definite answer, to what 
credences should be, given a body of evidence (and perhaps a language). This contrasts with subjective 
accounts where the rational credences are less restrictive, and more than one credence function might be 
permissible in a given context. 
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say that this response, however, only yields to the criticism that any particular distribution cannot be 

justified, and replaces an unjustified answer with a no answer at all. More strictly, of course, it 

replaces the idea that a particular hypothetical prior distribution, given any possibility space, is 

rational, with the idea that, either all, or some, distribution from within a set of possible 

distributions, is rational. So it is not clear that this solves much – it gives us a less restrictive view of 

rationality, which may or may not have it own advantage, but it does not really free us from 

possibility sensitivity – at least, not without taking the view to an extremely permissive place, where 

almost any posterior credences are acceptable. But the kind of rationality implied in that case is 

probably not very satisfying or useful. 

Let us turn now to another problem for the system, that might be called the projectibility problem. A 

predicate is projectible to the extent that it supports inductive generalizations. In other words, if 

observed instances of a predicate are a good guide to future observations of the same predicate. We 

assume that projectibility is something that comes in degrees, and our inductive system should, at 

least roughly, track with the projectibility of a predicate in at least the sense that – if the frequency 

of a projectible predicate in past observations increases, then our credence in future occurrences of 

that predicate given those kinds of observations, should also increase – but that our credence should 

not increase if the predicate is not projectible. 

A feature of the kind of account we are looking at, is that it makes the projectibility of a predicate a 

matter of the logical structure of the possibility space. Whatever meaning we assign to the symbols 

𝐹 and 𝑜, the credences will turn out the same (given the equivalent observations!). But this feature 

may turn out to be a bug. One way of expressing this problem is by saying that there are properties 

in the world (or outcomes classes) that are not projectible (or, are less projectible than others), but 

that our diachronic norms fail to distinguish from those that we should project. This is also a form of 

possibility sensitivity, since decisions about which predicates to use in our language and possibility 
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space will determine which properties are projectible – or rather, which ones “rational” credence-

holders will treat as projectible.  

Perhaps it will be thought that non-projectible predicates are rare or obscure. Whilst this may be so, 

it is not clear that this alleviates the problem. Of all the possible predicates, there is no obvious 

reason why most of them should be projectible. As I will shortly demonstrate, we can engineer as 

many (apparently) non-projectible properties as we like. If the predicates that we use in real-life are 

mostly projectible, it must be because some force or natural epistemic talent makes them so. And it 

is the epistemologist’s job to uncover this ability, how it operates and why it works so well. On the 

other hand, I think we will find that, at the least, some predicates are more projectible than others, 

and in ways we would do well to hone our talents in detecting, so that the epistemologist’s work has 

direct epistemic value as well as theoretical value.  

To illustrate this the problem of non-projectible predicates, and add a little more detail to the 

dialectic around it, let us start by adapting Goodman’s famous example of the predicates grue and 

bleen (both mash-ups of green and blue). See (Goodman, 1946) and (Goodman, 2011 (1965)).  

Imagine we have excavated a number of emeralds, observed them, and found them to be green. 

Naturally, our confidence in further emeralds being green continues to grow with each fresh 

excavation. We can represent this formally with the predicate 𝐺, taking it to mean “is green”. As our 

observations grow, (we can represent them by the conjunction, “𝐺𝑜1&…&𝐺𝑜𝑛) our credence in 

𝐺𝑜𝑛+1 increases. At least, this is how things would work given the Carnap-style hypothetical priors, 

above, so the system seems to be working as it should. Now let us replace our ordinary predicate 

with an artificially stunted predicate which is not projectible. Suppose we reinterpret the symbol 𝐺 

to mean “is green and was excavated before time 𝑡.”  

Under this interpretation of 𝐺, we shall still, of course, at any time before 𝑡, have increasing 

credence in 𝐺𝑜𝑛+1, given the same evidence, since this is determined by the formalism. But once we 

pass time 𝑡, our high credence will be leading us astray. Assuming we are still uncovering emeralds, 
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we will find them to no longer be excavated before time 𝑡.65 Of course, we could have used two 

predicates, one meaning “is green” and the other meaning “is green and was excavated before time 

𝑡”, and in that case, things would not be so bad. We would maintain the ability to learn with 

increasing confidence that emeralds are green, and though we would also, unfortunately, grow in 

credence that an emerald will be excavated before time 𝑡, the problem will not infect our other 

credences.  

If we were relying only on our credences for 𝐺 the above problem might trouble us. But it can be 

reasonably pointed out that all we would have to do to set ourselves right would be to notice that 

time 𝑡 had passed, or that the emerald in question was excavated after time 𝑡. The observation 

would refute any instance of an emerald’s being “green and was excavated before time 𝑡”. And, 

indeed, we can model things so that, if we update by conditionalization, our credence in the 

proposition goes to 0.  

We can continue to make things worse, however, by taking 𝐺 to mean instead, “(is green and was 

excavated before 𝑡) or (is blue and was excavated after 𝑡)”. (This is the famous predicate grue.) Just 

as before, our credence in 𝐺𝑜𝑛+1 will increase with observations, and, that will mean, one presumes, 

we will be caught with a very inaccurate credence, when the 𝑛 + 1th emerald is excavated after 𝑡. 

And we cannot, this time, simply use our knowledge of the time (of excavation) to refute the 

implication, since being grue is compatible with being excavated after 𝑡 (thanks to its disjunctive 

form).  

Of course there is nothing special about grue (nor about bleen, which is derived in the same way and 

means “(blue and first excavated before 𝑡) or (green and first excavated after 𝑡).” Misleading, non-

projectible, predicates such as grue are ubiquitous. After all, we can take any two projectible 

properties and use them to create two new (seemingly) non-projectible predicates. For convenience, 

 
65 I am, perhaps, conflating “excavating” with “observing”. This helps to make the scenario feel more natural, 
though perhaps at the cost of some precision and clarity. 
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we’ll take 𝐺′ and 𝐵′ to be the “gruified” versions of 𝐺 and 𝐵 (these symbols, of course, could 

represent any predicate). Then we can say that for any (object, observation, trial) 𝑜: 

𝐺′𝑜 ⟷ ((𝐺𝑜 & 𝑜 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡) ∨ (𝐵𝑜 & 𝑜 𝑎𝑓𝑡𝑒𝑟 𝑡))  

𝐵′𝑜 ⟷ ((𝐵𝑜 & 𝑜 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡) ∨ (𝐺𝑜 & 𝑜 𝑎𝑓𝑡𝑒𝑟 𝑡)) 

Where “𝑜 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡” represents some appropriate relation such as, “𝑜 was first discovered before 𝑡”, 

and similarly for “𝑜 𝑎𝑓𝑡𝑒𝑟 𝑡”. 

Hence, if we find that predicates in our real epistemic lives are projectible, it is not because that is 

inevitable, but is due to some epistemically virtuous or valuable process, and this should be 

inspected and evaluated. Further, since it concerns how we conceptualize the possible so as to build 

our language or partitions, I take this task to be a version of – or at the least intimately related to – 

the possibility problem. 

To maintain that position, however, I must first see-off some quick dismissals of the projectibility 

problem, or the grue-problem. There are several interesting strategies for distinguishing “grue-like” 

predicates, which we might hope to use as a dividing line between projectible and non-projectible 

predicates. (I am not, by the way, suggesting we should not be seeking to sort projectible from non-

projectible properties – or less projectible from more projectible – rather, my contention is that to 

do so will require in-depth evaluation of the way we conceive of possibilities, and that no sharp 

distinction can be drawn on the basis of formal structure alone.)  

One way to quickly dismiss the idea grue-like predicates, for example, would be to say that, as far as 

the application of hypothetical priors to a partition are concerned, predicates with temporal clauses 

are illegitimate. A different strategy would be to rule out predicates that are expressed by 

disjunctions. I think a more interesting idea would be to argue that the difference between 

projectible and non-projectible predicates lies in the fact that the latter fails to respect a separation 

between, as it were, trial and outcome. If we interpreted our predicates as outcomes, and our 
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constants as trials, then it seems natural to insist that the specification of a (kind of) trial must not 

include reference to kinds of outcome, and that a specification of an outcome should make no 

further stipulation on the trial (other than by being the outcome corresponding to a particular trial.) 

But the “outcome” grue, as I have expressed it, effectively add information to the specification of 

the “trial” by specifying when it took place. Of course, this is a little obscured when we treat the 

predicate as a property and the constant like an object.  

All of these responses, however, are, at best, hampered by the fact that predicates green and blue 

can be presented in a formally equivalent way to grue and bleen, if we take the latter two predicates 

to be basic. That is, we can derive  𝐺 and 𝐵 from 𝐺′ and 𝐵′ just as easily as the other way round. 

𝐺 ⟷ ((𝐺′ & 𝑜 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡) ∨ (𝐵′ & 𝑜 𝑎𝑓𝑡𝑒𝑟 𝑡))  

𝐵 ⟷ ((𝐵′ & 𝑜 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡) ∨ (𝐺′ & 𝑜 𝑎𝑓𝑡𝑒𝑟 𝑡)) 

This seems to show that no purely formal criteria can be used to tell grue-like predicates from 

projectible properties. Formally speaking, either green or grue can be basic, and the other derived in 

parallel ways.  

On the other hand, we must not get carried away about the implications of this. Although we can 

stipulate that grue is basic, we cannot actually express it, in natural language, without employing a 

natural language equivalent of the disjunctive form. But we can express green without any such 

trouble. 

So, it would be wrong to make nothing of the strange form that grue must take and that green need 

not. The distinctions mentioned above, may well be along the right lines – but the difference 

between grue and green is not about their formal representation, but is a pre-formal one.  

For some reason, we have access to a kind of basic property with green and other common 

predicates. We do not need to check when an object was observed to be grue or bleen to determine 

whether it is green. On the other hand, we do need to check when an object might was observed to 
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be green or blue to determine if it is grue. Something about the way grue is specified really does set 

it apart from green. But the proof is not in its being so specifiable, a characteristic shared by green, 

but in our inability, in real life, to pick it out without such a specification. This, then, is surely a 

matter of our senses or our perceptive capacities being calibrated to the property of green but not of 

grue. But can we trust that process to get things right all (or any) of the time? And even if we can, as 

epistemologists, we should like to understand how the process works, and to what extent we are 

justified in following its deliverances. 

Finally, there is one, completely opposite, way in which we might be tempted to dismiss the idea 

that grue-like predicates are a problem. And that is to deny that grue-like predicates are not 

projectible, so that our formalism gets things right after all. As (Kelley, 1971) points out, “It is not 

immediately obvious that there is a problem of distinguishing between projectible and 

nonprojectible predicates for it is not immediately obvious that there are any nonprojectible 

predicates” (p. 190). After all, the reason we balk at projecting grue is that we have independent 

reason for thinking that emeralds excavated after time 𝑡 are not – or probably not – grue. We know 

that the color properties of emeralds are very stable – or can infer such from a host of strong 

opinions we hold about their structure and nature. These independent considerations can alter our 

credence that emeralds are grue, as a countervailing force against the inductive tendency to become 

more sure the emeralds are grue. But if we knew less about emeralds, is it so absurd to say that it 

would be rational to become incrementally more confident that emeralds are grue, even those 

excavated after 𝑡?  

I think there may well be something in this line of argument, too. However, the problem with simply 

accepting that all predicates might be projectible, and relying on background knowledge to constrain 

any irrational consequences, is that real agents will not be able to update on every possible 

predicate. If we have a limited set of predicates available, we will need to be able to select the 

predicates that are projectible, or we shall end up projecting misleading predicates. And this is the 
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crux of the matter. Our concept choice will play a role in what it is we become more confident in, 

given incoming evidence, and, whilst background beliefs can constrain this, and a proliferation of 

many predicates might make the problem less egregious, we cannot always rely on those resources 

to do the job. In practice, our credences and their responsiveness to evidence are once more 

sensitive to the way we group and describe the space of possible observations with our predicate 

choice. And this is a form of possibility sensitivity. 

There is one last response to this problem that we should consider, briefly. That is, to abandon any 

specification on priors whatsoever. There are so-called “washing out” theorems that are supposed 

to imply that, if two agents are both probabilistic and update by conditionalization, they will be 

converge on the same credences over time, no matter what priors they start with. See (Hawthorne J. 

, 1994) for a summary of some of these technical results, and see also (Joyce J. M., 2011, pp. 445-

447) for discussion in the context subjective Bayesianism.  

The method, here, is to endow the agents with a partition of hypotheses about what their 

observations will be. As they take in evidence, it will confirm some hypotheses and disconfirm 

others. Unfortunately, unless you suppose the agents have the same hypotheses they may not 

converge on the same predictions for future evidence. And, if you do not assume that they have the 

true hypothesis, they will not converge on truth either. So the solution perhaps solves least when 

the problem is worst. That is, just in the case where we cannot assume the agent has infinite or 

adequate resources, but where we want to assess rationality nevertheless. 

Part 11 – Tackling the Possibility Problem (Conclusion) 

This chapter has shown how epistemic norms taken to characterize rationality are sensitive to 

possibility spaces. Dutch book arguments and epistemic utility arguments fundamentally rely on an 

the assumption that an agent’s possibility space lines up with the outcome space by which their 

credences should be assessed. This is particularly worrisome in the case of accuracy arguments, 
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which break down when we consider agents with possibility spaces defined on different domains. 

Meanwhile, Dutch book arguments fail to convincingly connect to a specifically epistemic rationality. 

Further norms, such as equivocation norms and norms on how to update credences to reflect 

inductive strengths, bring in new forms of possibility sensitivity. In particular, the way a possibility 

space or opinion set is partitioned affects what our principles deem as rational credences – and how 

our concepts split the world of possible observations and outcomes into objects and predicates will 

alter what we rationally should become confident of over time, according to methods designed to 

determine inductive support given particular observations. 

I have also explored some quick ways to patch-over possibility sensitivity, but none of the solutions 

considered were viable. This leads to the conclusion that there is a real possibility problem that can 

only be solved by interrogating methods for epistemically evaluating conceptualizations of the space 

of possibilities – whether it is the conceptualization of possibility space we attribute to the agent 

doxastic state, or the one that an epistemologist uses to evaluate the agent.  

The literature on this topic is young but the next two chapters represent investigations into two 

areas where something like this has been already been attempted. Chapter 3 investigates a “concept 

utility” metric which attempts to measure the contribution to epistemic value that a conceptual 

scheme makes. A developed theory of such could help us to investigate principled or optimal 

partitions and well as projectibility, and potentially even the problem of accuracy comparisons 

between credence functions with distinct domains. 

Chapter 4 also investigates the problem of accuracy comparisons between credence functions with 

distinct domains, but it comes at the problem from a different angle. Instead of trying to isolate the 

utility owed to conceptual schemes, it attempts to define measures of epistemic utility for credences 

that take account of, and build in, the utility owed to facts about the domain. In particular, the 

chapter concentrates on trying to save some of the standard accuracy arguments whilst moving to a 

scoring rule that allows for a wider set of comparisons. 
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Chapter 3: Epistemic Utility for Concepts 

Introduction 

This chapter investigates the possibility of a formal method for epistemic evaluation of conceptual 

spaces. In particular, it investigates a recent proposal for such a measure (Égré & O’Madagain, 

"Concept utility.", 2019).  

My discussion of their proposal comes in three parts. Since, in Chapter 1 and Chapter 2, reasons for 

desiring such measures have already been established, Part 1 of this chapter dives straight into the 

topic by introducing and explaining Égré and O’Madagain’s proposal. Part 2 offers a reconstruction 

of the justification that I argue Égré and O’Madagain intend to defend their utility measure by. It also 

debunks that justification, showing certain flaws in the justification that are hard or impossible to fix.  

Part 3 attempts to take Égré and O’Madagain’s ideas in a completely different direction I call this the 

“inference optimizer” scoring rule. Whilst the rule is an interesting idea to come out of their work, it 

cannot be easily adapted to a measure of general epistemic utility for concepts. My conclusions in 

this chapter are therefore negative.  

I conclude that there are two ways of interpreting Égré and O’Madagain’s justification for their utility 

metric. The first, I call the instrumental utility argument, is their intended defense of the formalism, 

and it is flawed. The second, which I call the inference optimizer, tracks better what their method 

actually achieves, and shows some potential. Unfortunately, it would need much development to 

function as a general theory of the epistemic utility of concepts, let alone of conceptual schemes. 

Part 1 – Égré and O’Madagain on Concept Utility 

1.1 Introduction to Égré and O’Madagain’s “Concept utility.” 

I turn now to Paul Égré and Cathan O’Madagain’s (2019) proposal for measuring the epistemic utility 

of concepts, or, as they put it, concept utility. Égré and O’Madagain take as their central case-study 
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the reclassification of Pluto in 2006 from PLANET to TRANS-NEPTUNIAN OBJECT.1,2 Their intention is 

to vindicate this conceptual change, and by extension conceptual change more broadly. 

The vindication of conceptual change, especially in a scientific case, may take many forms. We might 

think concepts should track natural kinds, for instance. But two aspects of what Égré and 

O’Madagain actually do in pursuit of their goal make their project highly relevant to this thesis. 

The first, is that they reject conceptual evaluations based on similarity, or on natural kinds, in favor 

of a purely epistemic approach, wherein,  

the value of a conceptual scheme can be understood in terms of the value of the beliefs we 

are inclined to form using that scheme...concept utility can be best understood in terms of 

epistemic utility. (Égré & O’Madagain, "Concept utility.", 2019, p. 3) 

This avoids one of the problems we found with other investigations into the utility of concepts. 

There is a literature in psychology (for example, (Rosch, 1978) (Corter & Gluck, 1992), (Tversky, 

1977) (Hajibayova, 2013)) that attempts to give utility scores to concepts. However, these are 

concerned primarily with predicting concept usage, and not with the specifically epistemic utility of 

concepts.   

The second, is in the way Égré and O’Madagain formalize concepts themselves. Égré and 

O’Madagain’s formal framework consists of a domain of objects and features (we might say 

constants and predicates), such that it is determinate (and known) which features are possessed by 

which objects. A concept is simply a set of objects. But Égré and O’Madagain are most interested in 

evaluating “conceptual schemes” which are sets of concepts that partition the domain of objects 

(such that each object belongs to one and only one concept3). This, then, bears some similarity to 

 
1 Often reported as DWARF PLANET, of which TRANS-NEPTUNIAN OBJECT appears to be a subset which Pluto 
exemplifies. See (IAU, 2006). 
2 Due to the frequent talk of specific concepts in this chapter, I follow Égré and O’Madagain, and convention, 
by indicating concepts by capitals. 
3 This is the set-theoretic definition of partition, distinct from the definition used in Chapter 2, which was 
applied to propositions. 
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the kinds of formal languages we have been defining credences for, so hope is high that Égré and 

O’Madagain’s work could be made applicable to our project.4  

1.2 The “concept utility” metric 

As already intimated, Égré and O’Madagain proceed by identifying a concept with its extension (Égré 

& O’Madagain, "Concept utility.", 2019, p. 24 (appendix 1))5 – that is, with the class of objects that 

the concept refers to. Each object itself is taken to either possess or fail to possess each of a class of 

features (i.e., properties) that are considered to be within the domain of interest. Based on the 

objects, features, and their relations that fall within the domain, Égré and O’Madagain define a 

measure which assigns to every concept a concept utility score that falls between 0 and 1. This score 

can also be used to determine a concept utility score for an entire conceptual scheme. A conceptual 

scheme is envisioned by Égré and O’Madagain as a partition of all the objects in the domain into 

concepts. A partition’s concept utility is just the average concept utility of the concepts within it.6  

Égré and O’Madagain take the concept utility (𝐶𝑈) of a concept to be the product of its homogeneity 

and its inclusiveness (Égré & O’Madagain, "Concept utility.", 2019, p. 24), 

𝐶𝑈(𝐶) := ℎ𝑜𝑚(𝐶) × 𝑖𝑛𝑐𝑙(𝐶) 

The choice of the product, as opposed to some other strictly increasing function, may be arbitrary – 

although it ensures a score falling between 0 and 1, since, as we’ll shortly see, homogeneity and 

inclusiveness are both scored between 0 and 1. 

In his speech to the Collège de France (Égré, 2017), Égré tells us to think of an environment (but we 

may read domain) as “an object-property matrix (properties = features)” (Égré, 2017, 26:53). This 

 
4 On the 29th of September 2017, Paul Égré (without O’Madagain) gave a presentation in connection with the 
paper to the Collège de France – a video recording of which is available online (Égré, 2017). Égré’s speech is 
suggestive in places where the joint paper is ambiguous, and so, whilst preferring the written and joint work as 
definitive, I shall also refer to the footage, giving approximate timestamps in lieu of page numbers. 
5 For the most part I follow them in this identification, but sometimes for clarity or convenience I distinguish 
between concepts and their associated extensions. 
6 I shall have occasions to use the word “recommend”. It is chosen to sit on the fence between “mandate” and 
“permit”. 
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takes every object in the domain, and for every feature in the domain, yields either a 1, representing 

that the object has that feature, or a 0, representing that the object does not have the feature. It is 

on the basis of this way of representing an environment or domain that both inclusiveness and 

homogeneity are defined. 

Inclusiveness is the more straightforward. It is just the proportion of objects that fall under the 

concept in question, relative to the number of objects in the domain as a whole (Égré & O’Madagain, 

"Concept utility.", 2019, p. 24), 

𝑖𝑛𝑐𝑙(𝐶) ∶=  
|𝐶|

|𝐷|
 

Homogeneity will take a little longer to explain. First off, the homogeneity of a concept is the 

average homogeneity of that concept relative to each feature, 

ℎ𝑜𝑚(𝐶) ≔
1

𝑛
 ∑ℎ𝑜𝑚 (𝐶, 𝑓𝑖)

𝑖≤𝑛

 

which leaves us to define the homogeneity of a concept relative to a single feature. This is derived 

from the proportion of objects in that concept which are alike with respect to that feature (i.e., the 

proportion that have the feature, if it is more than half, and the proportion that do not have the 

feature otherwise). Because this score always falls awkwardly between 0.5 and 1, it is renormalized 

to fall between 0 and 1, by multiplying it by 2 and subtracting 1 (Égré & O’Madagain, "Concept 

utility.", 2019, p. 24). 

ℎ𝑜𝑚(𝐶, 𝑓𝑖) ≔ (|𝑥 −
|{𝑜│𝑜 ∈ 𝐶 & 𝑓𝑖𝑜}|

|𝐶|
| × 2) − 1 

𝑤ℎ𝑒𝑟𝑒 𝑥 =

{
 
 

 
 0 𝑖𝑓 

|{𝑜|𝑜 ∈ 𝐶 & 𝑓𝑖𝑜}|

|𝐶|
> 0.5

1 𝑖𝑓
|{𝑜|𝑜 ∈ 𝐶 & 𝑓𝑖𝑜}|

|𝐶|
≤ 0.5
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This is all there is to Égré and O’Madagain’s measure of concept utility for a single concept. It is of 

importance for their system they also define the concept utility of a partition of concepts, which 

they take to be simply the mean concept utility of every concept Ci in the partition 𝒫 (Égré & 

O’Madagain, "Concept utility.", 2019, p. 24). 

𝐶𝑈(𝒫) ≔ 
1

𝑚
∑𝐶𝑈(𝐶𝑖)

𝑖≤𝑚

 

Égré and O’Madagain also briefly consider conceptual hierarchies. These start with a partition of the 

objects into concepts, and then partition those concepts into a smaller set of higher-level concepts, 

and so on for as many levels as the hierarchy contains. Since each level partitions the set of concepts 

at the level below, conceptual hierarchies, thought of this way, contain only the lowest level 

concepts and concepts whose extensions are unions of those concepts. It is suggested, but not 

asserted, that the concept utility of such a hierarchy 𝐻𝑌 might be just the average concept utility of 

the partitions within it (Égré & O’Madagain, "Concept utility.", 2019, p. 26). 

𝐶𝑈(𝐻𝑌) ≔
1

𝑜
∑𝐶𝑈(𝑃𝑖)

𝑖≤𝑜

 

This completes Égré and O’Madagain’s relatively simple account of concept utility, derived from 

nothing more than the presupposed object-feature matrix, and treating concepts as extensions of 

those objects. 

1.3 Concept utility as predictive theory of concept change (Pluto case study) 

The remaining subparts of Part 1 turn to the question of how this concept utility measure can be 

seen as epistemically justified. That is, why should we think it represents epistemic utility, or that 

increasing it is epistemically valuable? It shall be a little difficult to pick out a clear answer from Égré 

and O’Madagain to this question, and, indeed, I think their view is confused. But one central 

element, that I have already conveyed in part, is that they see their view as vindicating real-life 
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category changes in the sciences, and in particular they illustrate their view by the case of Pluto 

being recategorized from being a PLANET to TRANS-NEPTUNIAN OBJECT (TNO). 

In 2000, Pluto was considered to be one of the nine planets. By 2006, following discoveries that for 

the most part concerned objects other than those nine, Pluto was no longer officially recognized as a 

planet.7,8 To show how Égré and O’Madagain apply concept utility to their case study, I present two 

object/feature matrices, figure 1.1 and figure 1.2, which represent a simplified version of the known 

facts at 2000 and 2006, respectively. My explanation here differs from Égré and O’Madagain’s, who 

use only one feature, the “Stern and Levison’s criteria” (Égré & O’Madagain, 2019, p. 15), where I 

use two. Whilst this divergence should be noted, it is of little consequence, since Égré and 

O’Madagain acknowledge that their model is a simplification (Égré & O’Madagain, 2019, p. 20). The 

adjustment is useful, however to illustrate in a more general way how concept utility is supposed to 

work.9 I return, shortly, to the question of whether either their simplification or my own can be 

taken to say anything about, or expanded to adequately reflect, the real-life, unidealized 

reclassification of the real-life Pluto by the real-life International Astronomical Union. 

  

 
7 Égré and O’Madagain reference (Brown, "The eight planets.", 2006) and (Brown, How I killed Pluto and Why 
It Had It Coming, 2012) among their sources for an account of this. 
8 It is not always clear to me whether Égré and O’Madagain think that Pluto should have been reclassified 
merely because doing so increased the concept utility of the concept denoted by ‘planet’, or because the 
resulting partition as a whole had a higher concept utility. In this explication, I take them to mean the latter. 
9 Égré and O’Madagain have more space to devote to further illustrations (Égré & O’Madagain, 2019, pp. 9-14) 
and should be referred to for a clearer and slower-paced introduction. 
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Figure 1.1: Pluto circa 2000 

Note that, according to figure 1.1, Pluto was already the “odd-one-out” in 2000. Égré and 

O’Madagain accept this. As they put it: 

[F]eatures that are now used to distinguish TRANS-NEPTUNIAN OBJECT from PLANET were 

already known to distinguish Pluto from the other planets in 2000 – but at that time, they 

did not seem to provide sufficient reason to exclude Pluto from the category.  

(Égré & O’Madagain, "Concept utility.", 2019, p. 17) 

And, 

Our explanatory challenge is to show why it was that before the discovery of the new 

objects, [trans-Neptunian objects] excluding Pluto from the category Planet was not 

justified; but that once these objects were discovered, the move becomes justified – and 

that on the basis of features that were already known to distinguish Pluto from the other 

planets at the earlier time.  

(Égré & O’Madagain, "Concept utility.", 2019, p. 18) 



 

90 
 

Égré and O’Madagain’s concept utility measure does successfully show that, relative to figure 1.1, 

representing an idealized state of knowledge in 2000, and despite its imperfect homogeneity, the 

concept PLANET, comprising all nine astrological objects, is to be preferred to a partition of the 

objects into an eight membered concept, PLANET’, along with a concept TNO, in which Pluto is the 

lone member. This can be seen by comparing the two partitions (or “conceptual schemes”). Partition 

one (𝒫1) consists of a single concept with nine objects, PLANET = {Mercury, Venus, Earth, Mars, 

Jupiter, Saturn, Uranus, Neptune, Pluto}. Partition two (𝒫2) consists of two concepts, the eight 

membered PLANET’ = {Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus, Neptune}, and the 

single-membered TNO = {Pluto}.  

It is easy to show that 𝒫2 will have higher homogeneity than 𝒫1. Since both concepts in 𝒫2 have 

maximal homogeneity with respect to both features, 𝒫2 itself has maximal homogeneity. 𝒫1, by 

contrast, consists of one concept, which, with respect to f1, has maximal homogeneity, but which, 

with respect to f2 has homogeneity of 0.778 (renormalized). On the basis of homogeneity alone, 

then, we would have done better to split Pluto from the (other) planets even in 2000. 

However, since concept utility also takes inclusiveness into account, we find that 𝒫1 actually turns 

out to have the higher concept utility, and therefore be the preferred partition in 2000. To see this, 

observe that the concept utility of 𝒫2 = {PLANET’, TNO} is the average concept utility of PLANET’ and 

TNO.  

Since, 

𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇′) = 𝑖𝑛𝑐𝑙(𝑃𝐿𝐴𝑁𝐸𝑇′) ⋅ ℎ𝑜𝑚(𝑃𝐿𝐴𝑁𝐸𝑇′) = 0.889 ⋅ 1 = 0.889 

And, 

𝐶𝑈(𝑇𝑁𝑂) = 𝑖𝑛𝑐𝑙(𝑇𝑁𝑂) ⋅ ℎ𝑜𝑚(𝑇𝑁𝑂) = 0.111 ⋅ 1 = 0.111 

It can be seen that, 
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𝐶𝑈(𝒫2) =
𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇′) + 𝐶𝑈(𝑇𝑁𝑂)

2
=
0.889 + 0.111

2
= 0.5 

Whereas the concept utility of 𝒫1 is just the concept utility of PLANET: 

𝐶𝑈(𝒫1) = 𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇) = 𝑖𝑛𝑐𝑙(𝑃𝐿𝐴𝑁𝐸𝑇) × ℎ𝑜𝑚(𝑃𝐿𝐴𝑁𝐸𝑇) = 1 × 0.788 = 0.788 

Which is greater than that of 𝒫2.  

So, given the data of figure 1.1, the norm of maximizing concept utility recommends 𝒫1 over 𝒫2. 

Consider now figure 1.2, representing a toy version of the data at 2006 when the reclassification was 

made.  
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Figure 1.2: Pluto circa 2006 

Note that figure 1.2 differs from figure 1.1 only in adding more objects – ones that are similar to 

Pluto and dissimilar (in respect to one feature) to the (other) planets. The question before us is 

whether concept utility now recommends a conceptual separation between Pluto and the (other) 

planets. To illustrate how we determine this, I consider two more partitions, 𝒫3 and 𝒫4. 𝒫3 retains 

the concept PLANET with all nine members, as in 𝒫1, and places the newly discovered objects in a 

concept of their own, NONPLANET = {Eris, o11,…,o16}. 𝒫4 takes the eight-planet concept PLANET’ 
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from 𝒫2, and adapts the concept TNO which was also in 𝒫2, expanding it to create an eight-

membered concept which includes Pluto, Eris, and the other additional objects: TNO’ = {Pluto, Eris, 

o11,…,o16}. 

I first calculate the concept utility of 𝒫3 = {𝑃𝐿𝐴𝑁𝐸𝑇,𝑁𝑂𝑁𝑃𝐿𝐴𝑁𝐸𝑇} = {PLANET, NONPLANET}, 

according to figure 1.2: 

𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇) = 𝑖𝑛𝑐𝑙(𝑃𝐿𝐴𝑁𝐸𝑇) × ℎ𝑜𝑚(𝑃𝐿𝐴𝑁𝐸𝑇) = 0.563 × 0.788 = 0.444 

𝐶𝑈(𝑁𝑂𝑁𝑃𝐿𝐴𝑁𝐸𝑇) = 𝑖𝑛𝑐𝑙(𝑁𝑂𝑁𝑃𝐿𝐴𝑁𝐸𝑇) × ℎ𝑜𝑚(𝑁𝑂𝑁𝑃𝐿𝐴𝑁𝐸𝑇) = 0.438 × 1 = 0.438 

So, 

𝐶𝑈(𝒫3) =
𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇) + 𝐶𝑈(𝑁𝑂𝑁𝑃𝐿𝐴𝑁𝐸𝑇)

2
=
0.444 + 0.438

2
= 0.441 

And then the concept utility of 𝒫4 = {PLANET’,TNO’}: 

𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇′) = 𝑖𝑛𝑐𝑙(𝑃𝐿𝐴𝑁𝐸𝑇′) × ℎ𝑜𝑚(𝑃𝐿𝐴𝑁𝐸𝑇′) = 0.5 × 1 = 0.5 

𝐶𝑈(𝑇𝑁𝑂′) = 𝑖𝑛𝑐𝑙(𝑇𝑁𝑂′) × ℎ𝑜𝑚(𝑇𝑁𝑂′) = 0.5 × 1 = 0.5 

So, 

𝐶𝑈(𝒫4) =
𝐶𝑈(𝑃𝐿𝐴𝑁𝐸𝑇′) + 𝐶𝑈(𝑇𝑁𝑂′)

2
=
0.5 + 0.5

2
= 0.5 

Therefore, 

𝐶𝑈(𝒫3) < 𝐶𝑈(𝒫4) 

𝒫4 has higher concept utility than 𝒫3. 

So, the norm of maximizing concept utility recommended 𝒫1 over 𝒫2 in 2000, but recommended 𝒫4 

over 𝒫3 by 2006.10 Strictly speaking, to establish that any partition is absolutely recommended, 

 
10 Relative to the believed facts. If concept utility should be taken relative to the facts regardless of whether 
they are known, then it in fact always recommended 𝒫4, since the objects unique to figure 1.2 already existed 
but were not known to exist. 
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relative to the domain and matrix, it is necessary to compare it to all  other possible partitions. But 

my comparisons are illustrative of this process. They suggest swapping, in 2006, the concept PLANET 

(containing the nine “planets”) for PLANET’, which differs only in excluding Pluto from its extension. 

Instead, Pluto should fall under TNO’.  

Although this is obviously a highly idealized interpretation of the situation, the hope is that it 

illustrates that concept utility is a function of two values, inclusivity and homogeneity, and that Égré 

and O’Madagain propose that a conceptual scheme can be seen as epistemically better for, and 

therefore justified by, a higher concept utility. That is to say that concept utility is maximized at the 

optimal categorizations.11 Additionally, if concept utility proves to provide a rationalization for 

further, and more complexly characterized, conceptual schemes or changes, this might vindicate the 

thought that inclusiveness and homogeneity are indeed the twin-virtues of conceptual schemes. Of 

course, this is not to try to sneak past the reader how heavily everything so far stated depends on 

how one characterizes the initial domain, objects and features. Égré and O’Madagain are also aware 

that their account is an idealization. They write, 

our analysis simplifies the complexity of the original case, since many more features vary 

across the planets and TNOs than just the Stern-Levison criterion...Our analysis also 

considerably shrinks the domain of relevant objects…If we trust Brown's[12] testimony, 

however, it is indeed the discovery of those first ‘large’ Kuiper belt objects [represented by 

me as Eris, o11, o12, etc.] between 2000 and 2005 that gradually put pressure on the old 

conceptual scheme, and led to its revision. And so we think that we have identified the 

crucial elements of the transition, and the factors that really lead [sic] to the revision of the 

conceptual scheme.  

 
11 It can loosely be said that the concept PLANET was altered, and that Pluto no longer fell under its extension. 
I think it is better to say that the concept PLANET is altogether abandoned and PLANET’ taken up. “Planet” is 
an arbitrary label applied to PLANET in 2000 and to PLANET’ in 2006. 
12 That is, (Brown, 2006) and (Brown, How I killed Pluto and Why It Had It Coming, 2012). 
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(Égré & O’Madagain, "Concept utility.", 2019, p. 20) 

It seems clear from this passage that Égré and O’Madagain do not pretend to have proved even that 

concept utility is higher when Pluto is not classed with the (other) planets (let alone to assert any 

philosophical explanation for such a result). Such a proof would, after all, be very difficult and would 

depend upon substantive decisions about which objects and features to include. Rather, they think 

that the parallel in reasoning between the scientists who endorse the reclassification of Pluto and 

the theory of concept utility is some evidence for the validity of the latter. Furthermore, the case can 

be used to illustrate how concept utility should work. (It is because of this analogous and illustrative, 

rather than formally demonstrative, function of the analysis that I have felt free to alter the objects 

and features somewhat from Égré and O’Madagain’s example.) 

The above illustrates, then, how concept utility can provide a reason for preferring some concepts or 

conceptual schemes over others. What remains less clear is the question of the nature or strength of 

justification that the principle of maximizing concept utility gives to the conceptual changes it 

endorses. Let us grant the point that the measure – in principle – predicts optimal concepts 

successfully. Still,  in order to take the measure as an legitimate method of epistemic evaluation, we 

need to establish that it is also grounded in the relevant epistemic features. 

1.4 An account of epistemic utility as plausibility and informativeness 

Fortunately, Égré and O’Madagain also give an account of the epistemic grounding of their measure. 

They introduce two factors that they believe to amount to the epistemic utility of a belief (in a 

hypothesis). The first of these factors is plausibility. Égré and O’Madagain note that it is good to 

believe plausible hypotheses – which they equate with hypotheses that have a high probability, 

conditional on evidence and background beliefs. 

𝑝𝑙𝑎𝑢𝑠(𝐻) ∶= 𝑝(𝐻|𝐸 ∧ 𝐵) 
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But, of course, plausibility is not the only virtue of a hypothesis. If it were, it would be commendable 

to believe nothing but trivial entailments from the evidence and background beliefs. Rather, 

plausibility must be counterbalanced by informativeness, which ensures that we will risk error for 

information – and thereby, hopefully, believe some substantial truths. Égré and O’Madagain identify 

the informativeness of a hypothesis inf(H), rather less convincingly, perhaps, with the probability of 

its negation, conditional on the evidence and background beliefs. 

𝑖𝑛𝑓(𝐻) ∶= 𝑝(¬𝐻|𝐸 ∧  𝐵) 

Given that these two elements in their conception of epistemic utility inevitably pull against each 

other, it is important to understand how they relate. It is clear that Égré and O’Madagain think that 

epistemic utility should be derived from these quantities in some way, but it is no entirely clear how 

they envision this. They write, 

It would seem that what we want, ideally, are beliefs that maximize both plausibility and 

informativeness (in principle such that [𝑖𝑛𝑓(𝐻) = 𝑝𝑙𝑎𝑢𝑠(𝐻)], but practically this may not be 

the case depending on which factor is viewed as more important in a given context).  

(Égré & O’Madagain, 2019, p. 5) 

This seems to suggest that some contextually dependent ratio is taken to define the optimal 

epistemic utility, and that distance from this ratio defines the ordering of epistemic utility. Only a 

few sentences later, however, they suggest a slightly more involved system: 

A natural suggestion is that we accept the most informative hypothesis that meets our 

requirements on plausibility in a given context...Of those hypotheses that meet the 

threshold [for plausibility, contextually determined], we will endorse the most informative – 

rejecting other formulations of the claim that increase its strength but lower its plausibility. 

(Égré & O’Madagain, 2019, p. 6) 
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To understand this passage, remember that, by the theorem of probability (𝑡ℎ2) (see Chapter 2, 

Part 2), the two quantities referred to here necessarily sum to one. So the suggestion is that 

anything that surpasses the optimal plausibility threshold should be preferred to anything that 

doesn’t. Meanwhile, of those things that do pass the plausibility threshold, you should prefer the 

thing closest to that threshold (and thereby maximize informativeness relative to the plausibility 

constraint.) The optimal balance is the lowest plausibility score above the threshold.  

In his talk at the Collège de France (Égré, 2017), Égré only mentions something like this last thought. 

At any rate, it seems that Égré and O’Madagain leave the question undecided, concluding only that, 

we value both plausibility and informativeness in our beliefs. 

(Égré & O’Madagain, 2019, p. 6) 

We shall shortly see that this indecision about exactly how to determine the utility of a belief turns 

out to be quite problematic, since they lack a robust connection between concept utility and 

epistemic utility. But before we look at that, we shall see how they try to connect concept utility to 

epistemic utility, via each measure’s constituent parts. 

1.5 The instrumental utility argument 

What I have said so far, is, I think, a straightforward and uncontroversial interpretation of Égré and 

O’Madagain’s paper. But as we move deeper into the actual argument for – or justification of – their 

measure, things get a little more tricky. What is clear is that Égré and O’Madagain’s case for the 

epistemic grounding of their concept utility score seems to revolve around the following three 

claims: 

I) “the inclusiveness of a concept determines the informativeness of generalizations made 

using that concept” (Égré & O’Madagain, 2019, p. 8) 

II) “the homogeneity of a concept determines the plausibility of generalizations made using 

that concept” (p. 9) 
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III) “optimizing concept utility in turn optimizes epistemic utility” (p. 12) 

It seems that (III) is what is needed to be established, since individually high inclusiveness and 

homogeneity do not guarantee high concept utility, any more than individually high informativeness 

and plausibility guarantee high epistemic utility (because they both take the product of two terms). 

Therefore, it is natural to take (I) and (II) as premises in an argument for (III).  

Indeed, a natural way to understand the underlying argument is as follows: (I) and (II) establish (III), 

and (III) establishes that maximizing concept utility is a good means to the end of maximizing 

epistemic utility. It seems clear, at least, that Égré and O’Madagain think the supposed connection 

between the pairs informativeness-inclusiveness and plausibility-homogeneity, is an important 

feature of their concept utility score.  

They write: 

[C]oncepts, as the components of beliefs, have two properties that directly correlate with 

the plausibility and informativeness of beliefs...These are the homogeneity of a concept, 

which contributes to the plausibility of inductive generalizations we make using that 

concept; and the inclusiveness of a concept, which contributes to the informativeness of 

those generalizations. 

(Égré & O’Madagain, 2019, p. 2) 

Two points about Égré and O’Madagain’s language must be made before going forward. First, it 

seems relatively clear that Égré and O’Madagain are thinking of a strict relationship between the 

pairs of quantities, and probably also between concept utility itself and epistemic utility. Second, 

note that, between the two passages quoted above, the language differs from talk of belief to talk of 

generalizations. Whether or not this is deliberate, or mere loose language, we shall see later on that 

it has quite a lot of significance.  
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In fact, we shall see shortly that Égré and O’Madagain are restricting their view to a very specific kind 

of generalization. In a footnote they make this admission: 

[O]ur focus is on inductive or ampliative generalizations of the form ‘all 𝐴s are 𝐵s’ or ‘many 

𝐴s are 𝐵s’, based on the observation of particular 𝐴𝐵s and extending this to unobserved 𝐴s. 

(Égré & O’Madagain, 2019, p. 7 (footnote)) 

So, it is only particular kinds of generalization in which Égré and O’Madagain claim to find this strict 

correlation between the quantities identified. This should raise quite a few questions. Primarily, 

(why) are we to assume that these are the only kinds of beliefs formed from conceptual schemes 

that have epistemic value? For if this is not the case the restriction seems unjustified. 

We shall return to this issue shortly, but in the meantime we shall grant Égré and O’Madagain their 

restriction to generalizations of this kind. Unfortunately, it turns out that even if we grant them this 

arbitrary restriction, their argument does not work. 

Part 2 – Debunk of Égré and O’Madagain’s Argument  

I shall now show, first, that the supposed correlations, connecting the plausibility and 

informativeness of generalizations to the homogeneity and inclusiveness of concepts respectively, 

do not exist. Second, that even if they did, there seems to be no prospect of a correlation between 

concept utility and epistemic utility (as Égré and O’Madagain define them). 

2.1 Informativeness is not an increasing function of inclusiveness 

To show that there is no invariant relation between either inclusiveness and informativeness or 

homogeneity and plausibility, it will be sufficient to show that there are cases where the supposed 

relation does not hold. It is possible to show that this is the case, even where we restrict ourselves to  

the case of universal generalizations (all As are Bs). Given definitions already related from their 

paper, the claim that informativeness and inclusiveness correlate amounts to the claim that, 
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𝑝(¬𝐻|𝐸&𝐵) 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑠 𝑤𝑖𝑡ℎ 𝑖𝑛𝑐𝑙(𝐶) =
|𝐶|

|𝐷|
 

whenever 𝐻 is a universal generalization predicating something of 𝐶 (i.e., of every member of 𝐶). 

It is relatively simple to show that this is false. Consider two concepts, 𝐶 and 𝐶′, where 
|𝐶|

|𝐷|
<

|𝐶′|

|𝐷|
 

and two hypotheses, 𝐻 and 𝐻′, that each predicate the same property, 𝑃, of the objects in 𝐶 and 

𝐶′ respectively. Consider figure 2.1, below, which gives a possible set of probabilities for the truth of 

the predicate 𝑃 for each object in the domain 𝐷. 

 

Figure 2.1 (The righthand column indicates which concepts each object falls under.) 

Since 𝐶 contains only one object, its corresponding hypothesis, 𝐻, amounts to predicating 𝑃 of 𝑜1 

(which we write, 𝑃𝑜1), and so: 

𝑝(𝐻|𝐸 ∧ 𝐵) = 𝑝(𝑃𝑜1|𝐸 ∧ 𝐵) = 0.1 

Similarly, 𝐻’ amounts to the conjunction of 𝑃𝑜2 and 𝑃𝑜3, if we assume that the probabilities of each 

of these subsentences (given E and B) are independent, then, 

𝑝(𝐻′|𝐸 ∧ 𝐵) = 𝑝(𝑃𝑜2 ∧ 𝑃𝑜3|𝐸 ∧ 𝐵) = 𝑝(𝑃𝑜2|𝐸 ∧ 𝐵) ∙ 𝑝(𝑃𝑜3|𝐸 ∧ 𝐵) 

= 0.9 ∙ 0.9 = 0.81 

Since 𝐻′ is more probable than 𝐻 (given 𝐸 and 𝐵). By the rule of (𝑡ℎ2) (see Chapter 2, Part 2), it 

follows that: 
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𝑝(¬𝐻|𝐸 ∧  𝐵) > 𝑝(¬𝐻′|𝐸 ∧  𝐵) 

Therefore, 

𝑖𝑛𝑓(𝐻)  >  𝑖𝑛𝑓(𝐻’) 

But a quick look at figure 2.1 reminds us that, 

𝑖𝑛𝑐𝑙(𝐶) < 𝑖𝑛𝑐𝑙(𝐶′) 

So informativeness is not an increasing function of inclusiveness. 

2.2 Plausibility is not an increasing function of homogeneity 

A similar claim is made for homogeneity, and a similar demonstration can refute it. Égré and 

O’Madagain’s claim that plausibility correlates with homogeneity amounts to: 

𝑝(𝐻|𝐸 ∧ 𝐵) 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑠 𝑤𝑖𝑡ℎ ℎ𝑜𝑚(𝐶) 

Where 𝐻 asserts any property of 𝐶. 

Suppose 𝐻 and 𝐻′ predicate 𝑓2 of all members of 𝐶 and 𝐶′ respectively, and consider figure 2.2. 

 

Figure 2.2 

Remembering that homogeneity scores are renormalized, it can be seen that, 

ℎ𝑜𝑚(𝐶) =
0 + 1

2
= 0.5 
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And, 

ℎ𝑜𝑚(𝐶′) =
ℎ𝑜𝑚(𝐶′, 𝑓1) + ℎ𝑜𝑚(𝐶

′, 𝑓2)

2
=
0.6 + 0.6

2
= 0.6 

So 

 ℎ𝑜𝑚(𝐶) < ℎ𝑜𝑚 (𝐶′) 

Yet figure 2.2 shows that 𝐻 is true and 𝐻′ is false. If we take (𝐵 ∧ 𝐸) to be equivalent to the content 

of figure 2.2, then it follows that 𝐻 is more probable than 𝐻′, and thereby more plausible. Therefore, 

there is no correlation between homogeneity and plausibility.  

2.3 The “subset” defense 

We have seen that strict claims for correlations between the two sets of qualities cannot be upheld. 

But before making more of this point, it is worth bearing in mind a possible defense, or 

reinterpretation, of the claims. 

In Égré’s speech at the Collège de France (Égré, 2017), it is conspicuous that inclusiveness is defined 

differently. Here, where 𝐶 and 𝐷 are both concepts, 

“𝐶 is more inclusive that 𝐷 iff 𝐶 is a superset of 𝐷” 

(Égré, 2017, 13:39) 

The claim here seems to be that the super/subset relation correlates with informativeness. This, of 

course, is true, but is no justification for using as a measure the definition of inclusiveness in the 

paper – which tracks the proportionate size of the concept’s extension. In the same speech, Égré 

does not explicitly define homogeneity in terms of super/subsets, cleaving instead to the account in 

the paper, but he illustrates the measure by a case that does involve super/subsets. It is not true, 

however, that the homogeneity of a concept, as Égré defines both, must decrease with its 

cardinality, still less that a superset must be no more homogeneous than its subset. And of course, 
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even if there were a link between super/subset relations and plausibility, this would not establish 

anything about homogeneity as defined by Égré and O’Madagain in the paper itself. 

So whilst it seems on the face of it that Égré and O’Madagain’s claim that informativeness is an 

increasing function of inclusiveness, and that plausibility is an increasing function of homogeneity, 

this has been shown to be, in general, false. 

2.4 Epistemic utility is not an increasing function of concept utility 

The next objection is that, even if informativeness and plausibility did increase with inclusiveness 

and homogeneity respectively, it would not follow that epistemic utility would increase with concept 

utility. Now, Égré and O’Madagain give a particular function for concept utility, but are indecisive 

about the function that gives epistemic utility, even suggesting it may be context dependent. 

Without a determinate account of epistemic utility it is hard to see how we could establish that an 

increase in concept utility would lead to an increase in epistemic utility. Since concept utility is not 

context dependent in the way that epistemic utility is, it seems on the face of it that no such 

correlation can be maintained. 

Furthermore, concept utility is a function of two independent quantities. But the epistemic utility of 

a belief is supposed to be a function of informativeness and plausibility, which are not independent, 

but enjoy an inverse relationship, given by the probability of ¬𝐻 and the probability of 𝐻 

respectively (both given (𝐸 & 𝐵)). This means, by (𝑡ℎ2), that an increase in one implies a decrease in 

the other. Thus, in any case where both homogeneity (and, by hypothesis, plausibility) and 

inclusiveness (and, by hypothesis, informativeness) increase, concept utility increases. But it seems 

likely to be trivial to find cases where epistemic utility does not increase. The ratio of plausibility to 

informativeness, indeed, could remain the same. Since we do not have a definitive idea of what 

function gives epistemic utility, I shall not give a formal proof. However, assuming all variables are 

continuous and that epistemic utility is maximized at some particular ratio, it seems trivial that 

concept utility can increase without increasing epistemic utility.  
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2.5 Restrictions on hypotheses/beliefs 

So much for an argument based on strict correlations. Perhaps, however, we can reinterpret Égré 

and O’Madagain’s argument as making a claim for a weaker relation. Perhaps their intention is that 

on average the epistemic utility of beliefs will be higher when concept utility is higher. In order to 

judge such an argument, we would need to have a guide as to which beliefs will be formed from a 

given conceptual scheme. 

Whichever way we try to set out the rules for defining the set of beliefs, however, there is a serious 

pitfall that must be avoided. Namely, the set of beliefs must avoid certain symmetries.  

The general idea here is that the set of beliefs may be structured so that it could be arranged into 

pairs, where an increase in the epistemic utility of one results in an equal decrease of the epistemic 

utility in the other. In such a case, although the utility of a conceptual scheme may affect the 

epistemic utility of individual beliefs, the average epistemic utility of the set will be unresponsive, 

and so no interesting results will be found. 

Égré and O’Madagain’s restriction of concepts to the subject of generalizations may function as a 

way of avoiding this problem. In the same footnote where they note this restriction, they also write: 

the inclusiveness and homogeneity of a concept only affect the informativeness and 

plausibility of such generalizations in this way [i.e., positively correlate] when the concept 

occurs in the restrictor of the universal quantifier (i.e. in subject position): for example, ‘all 

students smoke’ is more informative than ‘all blond students smoke’, because ‘student’ is 

more inclusive than ‘blond student’... on the other hand, ‘all students smoke’ is less 

informative than ‘all students smoke cigars’, even though ‘smoke’ is more inclusive than 

‘smoke cigars’ – but in this case the more inclusive concept is in predicate position. 

(Égré & O’Madagain, 2019, p. 8 (footnote)) 



 

105 
 

This problem is more egregious than it may at first appear, since it is possible (in principle, perhaps 

ruled out by fiat by Égré and O’Madagain) to use the same concept in either the subject or predicate 

position. As subject, the concept’s inclusiveness may increase the informativeness of the 

generalization, but as predicate it would decrease its informativeness. Hence, beliefs can be paired-

off in a way that cancels out any epistemic utility that would accrue due to the virtues of their 

concepts. 13 This is illustrated below in figures 2.3 and 2.4. 

 

𝐴𝑙𝑙 {   
𝑇𝐴𝐿𝐿 𝐵𝐿𝑂𝑁𝐷𝐸 𝑆𝑇𝑈𝐷𝐸𝑁𝑇𝑆

𝐵𝐿𝑂𝑁𝐷 𝑆𝑇𝑈𝐷𝐸𝑁𝑇𝑆
𝑆𝑇𝑈𝐷𝐸𝑁𝑇𝑆

𝑠𝑚𝑜𝑘𝑒 {
𝐶𝑈𝐵𝐴𝑁 𝐶𝐼𝐺𝐴𝑅𝑆

𝐶𝐼𝐺𝐴𝑅𝑆
𝑇𝑂𝐵𝐴𝐶𝐶𝑂 𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝑆

 

Figure 2.3 

𝐴𝑙𝑙 {
𝐶𝑈𝐵𝐴𝑁 𝐶𝐼𝐺𝐴𝑅𝑆

𝐶𝐼𝐺𝐴𝑅𝑆
𝑇𝑂𝐵𝐴𝐶𝐶𝑂 𝑃𝑅𝑂𝐷𝑈𝐶𝑇𝑆

𝑎𝑟𝑒 𝑠𝑚𝑜𝑘𝑒𝑑 𝑏𝑦 {
𝑇𝐴𝐿𝐿 𝐵𝐿𝑂𝑁𝐷𝐸 𝑆𝑇𝑈𝐷𝐸𝑁𝑇𝑆

𝐵𝐿𝑂𝑁𝐷 𝑆𝑇𝑈𝐷𝐸𝑁𝑇𝑆
𝑆𝑇𝑈𝐷𝐸𝑁𝑇𝑆

   

Figure 2.4 

Disallowing concepts in the predicate of generalizations avoids this problem for Égré and 

O’Madagain, but in an apparently unjustified way. 

This kind of problem becomes ubiquitous as we allow more and more forms of propositions into the 

set of potential beliefs. Here is another example involving informativeness: compare the form, “all 

𝐴s are 𝐵s”, which Égré and O’Madagain allow, with the form, “some 𝐴s are 𝐵s”, which they do not. 

If you were to express “all 𝐴s are 𝐵s” as a conjunction “𝐵𝑎1 & 𝐵𝑎2 & 𝑒𝑡𝑐.”, it is intuitive that a larger 

set of 𝐴s would tend to make the proposition less probable and so (by Égré and O’Madagain’s 

definition) more informative. If you expressed “some 𝐴s are 𝐵s” by the disjunction “𝐵𝑎1 ∨ 𝐵𝑎2 ∨

𝑒𝑡𝑐.”, however, it becomes intuitive that higher inclusiveness in the concept 𝐴 will tend to have led 

 
13 This example is perhaps imperfect, since it involves informativeness rather than epistemic utility, and the 
values may not be perfectly inverted. It is illustrative of the structure of the problem, however.  
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to lower informativeness in the belief.14 Again we find we can pair-up these conjunctive and 

disjunctive sentences according to an unwelcome symmetry that suggests that distinct conceptual 

schemes will always yield belief sets that do not differ in epistemic utility. 

Lastly, consider negation. If the set of beliefs derivable from a conceptual scheme is closed under 

negation then, since Égré and O’Madagain define both plausibility and informativeness in terms of 

probability, and since (by (𝑡ℎ2)) the probability of a sentence should be one minus the probability of 

its negation, we again find we can pair-off every belief with another that has the opposite epistemic 

value, thus cancelling out the value of both. 

Any attempt at making this argument work, then, finds itself between a rock and a hard place. The 

rock: we need rules that derive sets of sentences from conceptual schemes that do not contain the 

symmetries that make measuring differential epistemic utility impossible. The hard place: the rules 

have to be representative of the real effects of conceptual schemes on an agent’s beliefs, as well as 

justified in any belief types they leave out of account – since we are going to assess these beliefs as a 

way of assessing the overall epistemic utility of the conceptual scheme. 

2.6 Égré and O’Madagain’s error – equivocation and misappropriation 

So much for this mere refutation of Égré and O’Madagain’s argument. I think it is worth taking a 

moment to consider why and where they go wrong, so as to appreciate their work better, and as a 

preliminary to addressing the issues they ran into. I think there are interconnected difficulties here.  

The first, seemingly unimportant, difficulty, is that Égré and O’Madagain seem to move rather fast 

between beliefs hypotheses, propositions, and generalizations. So much so, that one might be 

forgiven for thinking they were using them as synonyms. These distinctions are, however, crucial to 

 
14 Where we are concerned with subsets/supersets we can say something much stronger: if 𝐴′ ⊆ 𝐴, then any 
probability function will assign credences at least as high to “some 𝐴s are 𝐵s” as to “some 𝐴′s are 𝐵s”, since 
these sentences can be seen as disjunctions of propositions asserting that each object in the relevant set is a 
𝐵. Likewise, any probability function will assign credences at least as low to “all 𝐴s are 𝐵s” as to “all 𝐴′s are 
𝐵s”.  



 

107 
 

the work Égré and O’Madagain are doing. For instance, if you were to judge the propositions 

derivable from a set of concepts as if they were all beliefs, you would find a highly inconsistent belief 

state. Related to this is the second difficulty – the fact that Égré and O’Madagain only look at 

generalizations of the form “all 𝐴s are 𝐵s” (p. 8 (footnote)), and that only when the concept goes in 

the 𝐴 position and the predicate is some property. This restriction is so at odds with their stated 

goals, that it suggests an alternative interpretation of their work – but we shall return to this later.  

The third problem, may again seem rather innocent at first, but I think it is highly connected to, and 

plays perniciously with, the other difficulties just identified. This is the way Égré and O’Madagain 

envision a conceptual scheme as a single partition of the objects in the domain.15 Of course, in real 

life, the concepts we use to categorize objects often overlap. My kitchen chair is a chair just like my 

bedroom chair, and unlike my kitchen table. But it is also a piece of wooden furniture, like my 

kitchen table, but unlike my bedroom chair, and so on. Moreover, whether I generalize (by coming 

to believe a certain property observed in one instance belongs to every object in a category) to 

kitchen furniture, wooden furniture, or chairs will depend on the kind of feature I observe in the 

kitchen chair. 

The fourth problem is that they consider full belief rather than credences. The degree of confidence 

that an agent has in a proposition is not representable by the full belief paradigm, but it is 

implausible that the strength of an agent’s doxastic attitudes are not significant factors in their 

epistemic goodness. Moreover, I think their use of full belief instead of credences leads Égré and 

O’Madagain to more easily conflate a belief with the proposition believed. This conflation makes it 

seem more plausible that the epistemic utility of a belief should be a function of qualities of the 

proposition (such as its informativeness and plausibility) and nothing to do with the nature of the 

doxastic attitude taken to it. It also encourages suppressing the distinction between being able to 

form a proposition and being likely to believe it. 

 
15 They do consider hierarchies, but these are conceived of as levels of single hierarchies, so that does not help. 
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This problem is somewhat concealed in Égré and O’Madagain’s account by another unjustified 

restriction. This is that a conceptual scheme must be a single partition of the domain.16 In 

conjunction with the restrictive rules of sentence formation (which allows for only “all 𝐴s are 𝐵s” 

and “many 𝐴s are 𝐵s”, with only 𝐴 being filled by a concept) this leads to the situation where an 

agent will only form one possible generalization given a new piece of evidence, relative to their 

conceptual scheme. If it is assumed that the agent will believe some generalization on the basis of 

this discovery, it follows from the fact that the conceptual scheme is a single partition of the objects, 

that there is only one such generalization they can form, consistent with the single piece of 

evidence.  

It is easy to think, on this account, that all that matters is whether your conceptual scheme allows 

you to form the correct generalization. But if a conceptual scheme could contain many overlapping 

concepts, then more than one generalization, with various degrees of appropriateness, might occur 

to the agent (possibly without the correct generalization occurring at all). In such a case it is not so 

much which generalizations are formed, but which are accepted, and to what degree (i.e., what 

credence is given to each), that should determine the epistemic utility of the agent’s doxastic state. 

When the partition assumption is removed, the idea of assessing only full beliefs, and the resultant 

lack of a rigorous distinction between the value of beliefs and of their contents, becomes rather 

obviously suspect. In fact, it seems so bad that it suggests an alternative interpretation of what Égré 

and O’Madagain are doing in the paper. We shall get onto that very shortly. But first: a genealogical 

account of their interest only in full belief, rather than in credences, can be given by considering 

their source for the measure of the epistemic utility: Huber’s ("The plausibility-informativeness 

theory", 2007) 

 
16 More strictly: they do consider hierarchical conceptual schemes composed of multiple partitions, although 
they do not develop this aspect much. They envision these hierarchical conceptual schemes in such a way that 
each subsequent partition contains only concepts whose extensions are the unions of the extensions of the 
concepts in the first partition. So while this allows choice between subsets and supersets for generalizations, it 
does not allow for much variety in concepts to be projected onto. 
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2.7 Huber’s “The plausibility-informativeness theory.” 

Huber’s paper is not concerned, explicitly anyway, with epistemic utility in the general sense that, 

say, accuracy-first epistemologists would intend. Rather, Huber sets out his question very clearly on 

the first page of his paper. 

the question is: what is a good theory, and when is one theory better than another theory, 

given these data and those background assumptions? 

(Huber, 2007, p. 3) 

Huber goes on to characterize this question formally, or ‘quantitatively’. He writes, 

An answer to this quantitative question consists in the definition of a (set 𝒜 of) function(s) 𝒶 

such that (for each 𝒶 in 𝒜) 𝒶(𝐻, 𝐸, 𝐵) measures the value of 𝐻 in view of 𝐸 and 𝐵, that is, 

how good 𝐻 is in light of 𝐸 and 𝐵. 

(Huber, 2007, p. 3) 

This characterization of the problem gives us the idea of an ordering of theories (relative to evidence 

and background beliefs), but is rather sparse on meaning. The problem is theory evaluation, but 

evaluation in terms of what? Or to what purpose? Huber is not blind to this question, but happy to 

set it aside until much later in the paper. There he admits that, 

[t]he crucial question any theory of theory evaluation has to face is this: what is the point of 

having theories that are given high assessment values? That is, why are theories with high 

values better than any other theories? 

(Huber, 2007, p. 22) 

Huber’s answer should ring a bell. 

The traditional answer to this question is that the goal is truth…the answer of the new 
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millennium is that the goal is informative truth. (emphasis added) 

(Huber, 2007, p. 22) 

We want to accept informative truths – therefore we want some combination of informativeness 

and plausibility (the latter being our best proxy for truth) to guide us in which theories we should 

accept. 

Égré and O’Madagain’s account of the epistemic utility of belief is really an imported variation of 

Huber’s ordering for the acceptability of theories given evidence and background beliefs. But Huber 

does not intend to evaluate the epistemic utility of belief, or even of propositions – only to 

recommend which one should be accepted. It is tempting here to say that this is simply a mistake on 

Égré and O’Madagain’s part. They have misapplied a formalism designed for one purpose to their 

own purposes and it has caused them no end of trouble. Many of the problems I have identified 

have been connected to their use of their adaptation of Huber’s metric. 

Part 3 – An Alternative Account 

Part 2 has taken Égré and O’Madagain at their word that they are seeking an epistemic 

rationalization of conceptual change. Under this assumption it has been proposed that they are 

giving an instrumental value argument for the epistemic value of concept utility. Their paper strongly 

suggests that the descriptive premise of this argument involves finding a correlation between 

concept utility and epistemic utility. I have looked at two ways this relationship might be established: 

between the concept utility of single concepts and the epistemic utility of projections of arbitrary 

predicates onto the members of that concept,17 and between the concept utility of concepts and the 

epistemic utility of some set of beliefs derivable from them. 

 
17 I shall sometimes talk of projecting a feature or predicate onto a concept, meaning asserting the predicate of 
every object in the concept. 
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I have shown that neither argument works on Égré and O’Madagain’s own assumptions. First, on 

their metric, the epistemic utility of a generalizing belief is not an increasing function of the concept 

utility of the concept that is projected over. Second, whilst a correlation between the concept utility 

of conceptual scheme and the (mean) epistemic utility of the derivable set of generalizing beliefs is 

plausible, given a very restricted set of generalizations, the argument is undercut by the lack of 

justification for these restrictions, and is challenging to rebuild without them, given the symmetrical 

nature of beliefs that can be formed from a language or set of concepts. 

The failure of the instrumental value arguments considered above raises some questions about Égré 

and O’Madagain’s project. Is there another interpretation of what they are doing in this paper that 

might yield fruit? I think the answer is that there is another interpretation or adaption of their 

scoring rule that might bear fruit – although it is not really plausible to think this is what Égré and 

O’Madagain had in mind, and involves walking back on their stated intensions and some of their 

formal restrictions. I call this idea the inference optimizer or projection optimizer. 

The above notwithstanding, there is more than a hint of the idea in (Égré & O’Madagain, 2019). One 

example of their utility measure in action that Égré and O’Madagain use is suggestive of the idea. 

Considering a domain of “various sea creatures” (Égré & O’Madagain, 2019, p. 10), they ask, 

[Y]ou notice that it has a pentadactyl bone structure in its fins. You are now inclined to 

expect that other creatures might have pentadactyl limbs given that you have observed one 

with this feature. Over which individuals do you project this generalization? 

(Égré & O’Madagain, 2019, p. 12) 

The structure of this example is that an object has been discovered to possess a certain feature. The 

assumption is that we should project that feature onto other objects of the same kind, and the 

problem is which creatures should we take to be of the same kind for purposes of this generalization. 
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Now, so long as we are thinking about a single instance of induction, directly following an 

observation of this kind, it seems, at first, we could use Égré and O’Madagain’s concept utility 

measure to estimate which concept to use. If we want to make an inductive generalization, we 

probably want to make sure it is over a group that tend to share a lot of properties, and we also 

want to project over a larger group if possible – otherwise we could hedge our bets by applying the 

predicate only to the observed object. We could also, if we wished, see this process of selecting the 

right concept as a process of selecting the right partition as long as we limit ourselves to partitions of 

only two sets – the set we project over and the rest of the domain.  

We can also see that Égré and O’Madagain’s concept utility score provides a way of finding this 

partition. The more homogenous (by Égré and O’Madagain’s definition) a concept is, plausibly, the 

more likely a property project onto it, and the larger the concept, the more powerful, and therefore 

epistemically interesting, the inference is. And these justifications track roughly with the 

justifications Égré and O’Madagain give for their utility score. 

Before moving on to some substantive criticisms of this use of the concept utility measure, and some 

adjustments that will need to be made to it, it is worth taking a moment to emphasize that this 

interpretation of concept utility is, in my view, implausible, so far as Égré and O’Madagain’s 

intentions go. First, Égré and O’Madagain see a conceptual scheme as a fixed structure, not one that 

you can shift every time you make a new observation. That this is central to their conception, is 

evident given their attempt to apply their measure to the case study of the reclassification of Pluto – 

an example of a categorization intended to be fixed, at least until or unless our understanding of a 

great part of cosmology changes. But this fixed conceptual scheme is incompatible with what I am 

suggesting – using concept utility to decide how widely to project a predicate from a single 

observation. We shall need to split the space of objects afresh for each new inference problem. 

Second, Égré and O’Madagain view conceptual schemes as partitions of objects into sets. Although 

they do not insist that there be more than two sets, it is clear that this is what they have in mind in 
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most cases. If they allowed that conceptual schemes need not be partitions, then fixed conceptual 

schemes would be compatible with the present proposal 

.18 But it is clear that this is not how they conceive of their score. So we can be clear this is not what 

they intended. And, as we shall now see, there are plenty of criticism of the proposal. 

In Part 2 we saw that inclusiveness did not correlate with informativeness. It was noted, however, 

that informativeness does increase in line with a progression to ever larger supersets. In the context 

of the new proposal, we may be able to utilize this fact. One thing that makes this more viable in the 

current context is that we are not fixed to particular partitions. We are free to think about supersets 

of supersets all day long without worrying about how they fit into some partition or another. At the 

same time, for the case of deciding how widely to project a single inference, the idea of looking at 

successively larger supersets has some intuitiveness. However, there will still be alternative sets to 

project a predicate onto, where both sets contain the observed object, but where neither set is a 

subset of the other (each set has some element not which is not an element of the other). In order 

to make this proposal work, then, we need to force the choice to be between successively larger 

supersets.  

To see how this might work, imagine we knew already how likely each object was to share the 

observed property. We can then list the objects in order, and in so-doing exchange the question of 

which objects to assert the predicate of, for the question of how many objects to assert the 

predicate of. Starting with the most likely, we simply keep adding objects to the set we will project 

 
18 It would still be awkward, however. We would essentially need to have a great many concepts to deal with 
the many possible observations, and, because what happens to be observed is the most important factor for 
this scoring rule, any given concept would be largely irrelevant. Concepts like PLANET would have no special 
status. 
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onto, until we feel the probability or plausibility has worn too thin.19 In this restricted case, we can 

think of the size of the set as correlated with informativeness.20 

 

The problem now is, how do we find this list of objects in order of the probability the predicate is 

true of them? And how do we make sure we have such an ordering for any observation that might 

be made? As luck would have it, I think an adaptation of the idea of homogeneity might do the trick. 

Recall that we also criticized homogeneity in Part 2, because it does not in fact correlate with Égré 

and O’Madagain’s conception of plausibility. In this case, however, the subset/superset relation 

could not come to our rescue. However, these problems arose because of the use of homogeneity to 

characterize concepts. What I propose is the use of a form of homogeneity as a relation between 

objects. This could then serve as a kind of similarity measure between any two objects in the 

domain. With such a measure determined for each pair of objects, we would be able to determine 

“similarity distance” between an object observed to have a predicate, and each other object that we 

might want to include in our projection of that new predicate. 

If homogeneity, for Égré and O’Madagain, was a statistic relating to the number of features in 

common between all members of a concept, then an intuitive adaptation of the case of the 

homogeneity between two objects would be simply the number of features they share together, as 

a proportion of the total number of features either of them have (and are defined in the 

specification of the “domain” of discourse).  

This suggests the following formalism specification. Suppose we make an observation, representable 

by a sentence predicating 𝐹 of 𝑜, i.e., 𝐹𝑜. First, we rank each other object in the domain according to 

 
19 This may happen rather quickly, since probabilities multiply, and there is no guarantee that the predicate 
will be true of all objects up to, and false of all objects after, some particular object. But there is a single object 
that represents the crossing of a given probability threshold for the truth of the generalization. 
20 Informativeness is here really playing a role similar to logical strength, but factoring in probabilities too. 
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their “two-place homogeneity” relative to 𝑜 and whatever features are in the domain (i.e., what 

features we know of or deem relevant): 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦∗(𝑜, 𝑜′) =
|{𝑓 ∈ 𝐷│𝑓𝑜 & 𝑓𝑜′}|

|{𝑓 ∈ 𝐷|𝑓𝑜 ∨ 𝑓𝑜′}|
 

That is, the homogeneity of 𝑜 and 𝑜′, with respect to each other, is the size of the set of all features 

shared by both of them, over the size of the set of all features enjoyed by at least one of them. This 

gives us an ordering of objects according to their nearness to the observed object. We then project 

our predicate over a certain number of these objects. 

This gives us at least several potentially interesting statistics to measure the strength of the 

inference. The first is the number of objects in the concept being projected onto. The second is the 

degree of homogeneity between the observed object and the last object in the set that is least 

homogenous to it – a lower score here represents greater inferential strength. A third possibility 

would be any of measure of the homogeneity of the resulting set, not in the way Égré and 

O’Madagain imagine, but by taking a maximum, or average, homogeneity distance between objects 

in the domain. 

The questions of which of these statistics to use, and how, and in what ways, they should guide our 

inference is a matter that would require further research and development. There are a few 

limitations or observations that can be immediately made, however. First, any objects that we do 

not want to project over (perhaps we have antecedent information that the predicate in question is 

not true of them) must be removed from the domain at the outset. Second, a very large projection, 

such as to all or most members of the domain will usually not be justified. Neither will a very small 

projection. But the golden mean in between these will be difficult to establish.  

Third, unlike in Égré and O’Madagain’s conceptual framework, we are not relying on homogeneity to 

line-up with probability perfectly. Homogeneity can therefore play a role in deciding how far to 

project a predicate. We could, for example, plot the objects on a graph where the x-axis plots the 
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cardinality of the homogeneity ordering, in terms of increasing distance from the observed object, 

whilst the y-axis shows the absolute homogeneity of each object compared to the observed object. 

A steep slope would recommend conservative inferences, whilst a shallow slope would recommend 

projecting to more objects. 

All of this tells us how to think about how to project a predicate in the case of a single observation. 

This is, perhaps, a slightly strange problem, since usually we would withhold our judgement until we 

had a sample size of more than one. I suspect, however, that the theory could be expanded to the 

case of more complex observations, or sets of observations. It is not clear, however, that this 

scheme can be made out to serve the purpose for which we were considering Égré and 

O’Madagain’s original proposal.  

Yet perhaps this measure could be developed into a theory of the projectibility of predicates, or at 

least, the “projection-receptivity” of concepts. That is, a measure that indicates how likely 

generalizations over a set of objects are to be true. This could prove useful in understanding the 

evidentiality of language, or in deriving the rational posterior credences given certain observations. 

If the theory could somehow be developed into a measure of the straightforward  projectibility of 

predicates, all the better. 

Part 4 – Conclusion 

The main purpose of this chapter has been to investigate Égré and O’Madagain’s concept utility 

proposal to see if it offers a way of measuring the epistemic utility of concepts, or possibility spaces. 

Unfortunately, their measure seems to fail to be general, or, if generalized, seems to be flawed by 

the symmetries inherent in the way concepts can be combined, and the symmetries in possible 

doxastic attitudes toward any given proposition. Indeed, these problems may be generalizable to 

any attempt to make out the epistemic utility of conceptual spaces as a kind of instrumental value in 

promoting true, or plausible belief. The more generally applicable the measure is, the more likely the 

potential epistemic value of beliefs will be symmetrical. 
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Meanwhile, an alternative proposal, though perhaps making sense of some of the features Égré and 

O’Madagain latch onto, fails to turn into a theory of epistemic utility of concepts. That said, there 

may be potential to develop the “inference optimizer” scoring rule into a measure of the 

projectibility of concepts. 

In this chapter, I have thought of the epistemic value of concepts as measurable separately from the 

epistemic value of credences – and I have also thought of the value of concepts as essentially 

instrumental, their epistemic value is through the effect they have on doxastic states. In the next 

chapter, I take a different tack on both these fronts. I attempt to find measures of the epistemic 

utility of credences that incorporate the value of the possibility space as a an intrinsic epistemic 

good. 
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Chapter 4: Accuracy Arguments Against Veritism: The inapplicability of accuracy arguments to 

contexts of awareness change refutes accuracy monism. 

Introduction 

Measures of the epistemic utility of credences, especially accuracy measures, promise to vindicate 

epistemic norms for credences, and help to explicate rationality for doxastic states representable by 

credence functions. In particular, the accuracy-first approach promises to give us a simple and 

powerful theory of epistemic rationality for credences, grounded in a explication of an intuitive 

notion of epistemic value. See (Joyce J. M., 1998), (Pettigrew R. , 2016). 

However, such measures and the arguments they support tend to encounter problems when we 

introduce credence functions defined on distinct domains. Indeed, they fail to vindicate epistemic 

norms and define credential rationality for agents who might change the set of propositions in the 

domain of their credence function – or even for agents who might have had different propositions in 

the domain of their credence function. 

 At the same time, this thesis is primarily concerned with evaluating the contribution to epistemic 

utility of conceptions of the possible. But we might be able to solve both problems at once, by 

moving to measures of epistemic value, or accuracy, that incorporate both the values and size of a 

credence function. That features of an agent’s opinion set, besides the values of credences, might 

contribute directly to epistemic utility, even to accuracy, is not implausible, since intuitively, having 

more opinions means having more opportunity to have good opinions, and more opportunity to be 

accurate. 

Nevertheless, there are serious objections to using standard measures of epistemic utility to 

compare credence functions on distinct domains. And there are equally serious problems in adapting 

scoring rules to meet this task.  
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This chapter examines the possibility of epistemic utility measures, and especially accuracy 

measures, that incorporate the intrinsic epistemic utility contributed by the set of opinions in an 

agents doxastic state. Ultimately it concludes that one of three things must be true:  

i) accuracy measures are possibility sensitive and must reflect the way we choose to model 

the space of possibility, 

ii) epistemic value and epistemic rationality covers a very small part of the kinds of 

questions we are interested in epistemology 

iii) veritism, or accuracy monism, is false 

The structure of the chapter is as so: in Part 1 I introduce the formal context in which this debate is 

situated. In Part 2, I present and consider plausible desiderata for epistemic utility measures in 

“dynamic contexts” – contexts where the domain of the credence function is not assumed static. In 

Part 3, drawing especially on (Carr, 2015) and (Pettigrew R. , 2018), I present some of the problems 

with plausible measures. These problems build to the everything dominated problem – the fact that 

plausible measures fail to support dominance arguments for probabilism in dynamic contexts. Part 4 

considers two possible ways of solving the problem, leading to the three possible conclusions. 

Part 1 – Formal Preliminaries 

1.1 Local and global utility 

We have seen some of the formal apparatus necessary for this chapter in previous chapters, but it is 

worth noting some more details as well as restating some. 𝑐 ∶ ℱ → [0‐1]  is a credence function from 

a set of propositions, ℱ, to the interval [0-1]. We shall call ℱ an opinion set or possibility space and 

assume no restrictions on which, or how many, propositions it contains. I will sometimes use 𝑋, 

sometimes 𝑃, for a proposition in ℱ, and sometimes use 𝑥 as a variable representing possible 

credence values. 𝑐(𝑃) = 0 represents minimal confidence in 𝑃, whilst 𝑐(𝑃) = 1 represents maximal 

confidence in 𝑃. A proposition within ℱ, along with the credence assigned to it by 𝑐, is an ordered 
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pair (𝑃, 𝑥), which I call an opinion, or sometimes “a credence”. The range of the credence function 

might also be called the credential set or credal set. The credence function, considered as a set of 

ordered pairs (opinions), may be, speaking loosely, equated with a doxastic state. 

We entertain the idea that opinions have epistemic utilities at every world. These are given by local 

utility functions (called local because they measure the utility of only one opinion). Fully spelled-out, 

we could represent this as a function 𝑢′ ∶ 𝑊 × 𝑐 → ℝ where 𝑊 is the set of all possible worlds. But 

this cumbersome because does not allow us to think about opinions that are not in 𝑐. And, more 

importantly, so long as we assume that the utility of an opinion at a world depends only on the value 

of the credence and the truth-value of the proposition, we can think of the local utility function 

instead as a function from pairs of truth-values and credences to the reals. So we can write 𝑢 ∶

{0,1} × [0-1] → ℝ.  

We shall sometimes want to keep track of individual propositions, however, and we shall also 

sometimes want to give the values of the domain as values of particular truth-value functions or 

credence functions. Hence, we might write 𝑢𝑋(𝑤(𝑋), 𝑐(𝑋)), where 𝑤(𝑋) is the truth-value 

(alternatively, vindicated credence) of 𝑋: 1 where 𝑋 is true and 0 where 𝑋 is false. 

A global utility ordering orders whole credence functions according to their utility at a world, so that 

𝑐 ≤𝑤 𝑐′ means that 𝑐 has no more utility than 𝑐′ at 𝑤. Again, each 𝑤 assigns logically consistent 

truth-values to propositions. We shall usually assume it assigns a truth-value to at least every 

proposition in the domain of any relevant credence function, including of course the domains of 𝑐 

and of 𝑐′. We can also define a global utility score or function for credence functions at a world. This 

would be a function 𝑈 ∶ 𝑐 ×𝑊 → ℝ that takes a credence function and a world and returns a real-

numbered value. These values can be symbolize this or 𝑈𝑤(𝑐). 

1.2 Local accuracy and the local Brier score 
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Veritism, in the context of credences, is the view that epistemic value just is accuracy. If we are 

veritists, then our utility measure should be an accuracy measure. Further, we will want to be able to 

show that the pursuit of utility (which is accuracy) implies following those epistemic norms that 

characterize rationality. Pettigrew (2016) argues, in pursuit of this project, that the local utility 

measure should have three particular constraints: truth-directedness, continuity and strict propriety. 

It is worth stating these at the outset, since we shall more or less assume them throughout. 

Truth-directedness and continuity can be stated together. For an opinion on 𝑋 with credence 𝑥, they 

say that (1) the utility of an opinion in a true proposition a continuous, strictly increasing, function of 

𝑥, while (2) the utility of an opinion in a false proposition is a continuous (strictly) decreasing 

function of 𝑥. It also says that (3) “maximal credence in a truth is better than maximal credence in a 

falsehood, while minimal credence in a falsehood is better than minimal credence in a truth” 

(Pettigrew R. , 2018, p. 340). We can symbolize this as:  

(1) 𝑢𝑋(1, 𝑥) is a continuous, strictly increasing, function of 𝑥 

(2)  𝑢𝑋(0, 𝑥) is a continuous, strictly decreasing, function of 𝑥 

(3) 𝑢𝑋(0,1) < 𝑢𝑋(1,1) and 𝑢𝑋(1,0) < 𝑢𝑋(0,1). 

(Adapted from (Pettigrew R. , 2018, p. 340)) 

Strict Propriety, meanwhile, says that a credence will “expect” itself to have the higher utility than 

any other credence. That is, 

For all propositions 𝑋, if 0 ≤ 𝑝 ≤ 1, then  

𝑝 ⋅ 𝑢𝑋(1, 𝑥) + (1 − 𝑝) ⋅ 𝑢𝑋(0, 𝑥) 

is maximized, as a function of 𝑥, at 𝑥 = 𝑝 

(Adapted from (Pettigrew R. , 2018, p. 340)) 
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These conditions are important, in part, because they play a role in many accuracy arguments for 

epistemic norms. In particular, they play a role in Pettigrew’s accuracy dominance argument for 

probabilism, something we shall return to in this chapter. They are also important because they are 

plausible formal constraints on measures of accuracy for a single opinion. This is more obvious in the 

case of continuity and truth-directedness, which can natural be understood as constraints on a 

measure of “nearness” to truth. The motivation for Strict Propriety may be less obvious, but a quick 

suggestion would be to say that it ensures a probabilistic agent will not be modest, and thereby be in 

the somewhat paradoxical position of thinking some other set of opinions superior to their own.1 

Much of the literature prefers the Brier score, which (Pettigrew R. , 2016) argues is, at least, a 

permissible scoring rule, and wields it in several arguments for epistemic norms. (Actually, the Brier 

score is more straightforwardly used as a measure of inaccuracy. This fact shall become important 

later, but can be ignored for now.) It will be helpful to keep the Brier score to hand as an example of 

a plausibly admissible scoring rule, and, for the most part, we will work with the Brier score in this 

chapter. The Brier score can be expressed like so: 

For a true proposition, the Brier inaccuracy of a credence 𝑥 in 𝑋 is (1 − 𝑥)2 

For a false proposition, the Brier inaccuracy of a credence 𝑥 in 𝑋 is 𝑥2 

Or, more concisely:   

 𝐵𝑖(𝑋, 𝑐) = (𝑤(𝑋) − 𝑐(𝑋))2 

This the difference between the actual credence and the truth-value (or “vindicated credence”) and 

squares it. A key fact about the Brier score is that it takes the square of the differences. Opposed to 

this is the absolute value score, which simply takes the size of the difference, without squaring it. We 

shall shortly see the significance of the difference. 

 
1 There’s obviously much more to be said about this, and one interesting discussion is found in (Blackwell & 
Drucker, 2019) 
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Part 2 – Desiderata for a Global Utility Score 

With these formal ideas out of the way, let us turn to some plausible philosophical desiderata for a 

global epistemic utility ordering or measure for credence functions on different domains. 

2.1 Norms and rationality 

The central purpose of utility measures, so far as we are concerned, is the prediction or justification 

of epistemic norms. These norms, in turn, are constraints on rationality (or perhaps related 

evaluative epistemic concepts). We want norms that outline a non-trivial and evaluatively useful 

concept of rationality. We have looked a little bit at what this might mean in Chapter 1 and Chapter 

2, but there are some things to say specifically about the interaction of utility measures of credences 

with this desideratum. 

When a scoring rule features in an argument for a norm, there are two kinds of relation this might 

imply. The scoring rule might be justifying the norm, or the norm might be justifying the scoring rule. 

The latter occurs where we antecedently think the norm is a condition on rationality but discover 

that a certain scoring rule “predicts” the norm, and therefore abductively argue that the scoring rule 

is (or may be) a good measure of epistemic value. The former happens where we are confident in 

the scoring rule, and find we can argue from it to some novel or controversial norm. 

This two-way street does imply a kind of balancing act between our conception of epistemic value 

itself, which we attempt to represent with our utility measure, and the norms we wish to elucidate 

with the measure. We shall think about that a little bit more later in this part. 

Another thing to bear in mind is that the norms that we derive from a utility measure depend not 

only on the correctness of the measure, but on the “bridge principle” we use. In Chapter 2, we saw 

some examples of bridge principles both in the context of Dutch books, and in the more immediately 

relevant case of accuracy arguments. In the present case, we must bridge between changes in 

epistemic utility, or potential changes in epistemic utility, and claims about rationality.  
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It might be thought that this is not necessary in the present case, since epistemic utility, perhaps by 

definition, is already assumed or defined to have a certain relevance to epistemic normativity.  But 

there is  a gap between epistemic value and epistemic normativity, that manifests in two ways. First, 

there is the gap that characterizes the difference between what is good and what is obligatory, 

permitted, etc. Berker’s (2013) characterization of epistemic teleology suggests that we need both a 

theory of value and a deontic theory which tell us how we ought to relate to that value, and which 

actions facts about value condemn, condone, permit and obligate. Second, there is the question of 

how an agent ought to respond to the uncertainty about which states they might bring about. 

Standard decision theory principles, such as expected utility maximization, or dominance avoidance 

are putative answers to this question, but whether or when such principles apply is, I think, a non-

trivial philosophical question. 

In the remainder of this subpart, let us look at different kinds of norms we may want to vindicate or 

discover. There is the usual distinction between synchronic and diachronic norms, that we talked 

about in Chapter 2, but a more important distinction for our current purposes is that between what I 

call static and dynamic norms. Static norms govern assignment of credences to a fixed set of 

propositions. Dynamic norms govern situations where not only different credence functions but 

credence functions defined on distinct domains, are considered among the possibilities. Importantly, 

this does not exclusively mean contexts where we assume an agent can or may change their opinion 

set, but also includes situations where two agents (or the same agent, under different 

counterfactual circumstances) have credences on distinct domains. Hence, if an agent has a limited 

opinion set, this is almost certainly going to be a problem. 

Now, this distinction offers us a subtle set of questions. First, we should think about those norms 

that are reasonably well established in the static context (i.e., where we do not even contemplate 

distinct domains). We want our scoring rule to continue to vindicate those norms in the dynamic 

contexts. What that means, exactly, is a little bit difficult to say. It certainly means that if we 



 

125 
 

artificially restricted an agent’s options to the static context but used a utility measure that we think 

captures epistemic value in both static and dynamic contexts, we would want arguments for the 

standard static norms to be preserved. But it might mean something stronger. For at least some 

properties endorsed by static norms, we will want our new measure of utility to endorse that 

property even when we allow dynamic options.2 This problem of preserving standard static norms in 

dynamic contexts, as well as the related issue of what ways it may be legitimate to restrict an agent’s 

options to static domains, is a large part of the focus of this chapter. In particular, the chapter will 

focus on dominance arguments for probabilism and whether they can still work in dynamic contexts. 

Lastly, dynamic contexts bring up normative questions that have not been much studied. When and 

how ought an agent change the domain of their credence function? We hope to vindicate plausible 

norms, to imply no implausible norms, and, perhaps, to discover new norms specific to this context.  

That said, there is a young and burgeoning literature on dynamic norms. At least within 

epistemology, the field was largely sparked by Paul’s influential paper, "What you can’t expect when 

you’re expecting." (Paul, 2015) And one of the most plausible dynamic norms to be proposed is 

called reverse Bayesianism.  

Reverse Bayesianism is a norm concerning how to change your credences when your “awareness” – 

your opinion set – expands. The idea was first introduced in (Karni & Vierø, 2013), and is given a 

concise articulation in (Steele & Stefánsson, 2021a). Suppose 𝐗 is the set of basic propositions in ℱ𝐗 

(basic propositions are just the same as the “atomic” propositions from Chapter 2, Part 9). Steele 

and Stefánsson, contrary to my set up, assume ℱ is an algebra,3 so ℱ𝐗 can be derived from the 

elements of 𝐗. Correspondingly, an instance of awareness growth adds a basic proposition to 𝐗, 

yielding 𝐗+ and updates ℱ𝐗 to ℱ𝐗+  and the credence function itself from 𝑐 to 𝑐+: 

 
2 By options here I mean the “actions” that can be chosen in a decision theory framework. 
3 I mean that ℱ is closed under the basic operators, negation and disjunction. 
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Reverse Bayesianism   For any 𝐴, 𝐵 ∈ 𝐗 (where 𝑐(𝐴&𝐵) = 0, 𝑃(𝐴) > 0 and 𝑃(𝐵) > 0), and 

according to any rational agent:  

𝑐(𝐴)

𝑐(𝐵)
=
𝑐+(𝐴)

𝑐+(𝐵)
 

(Steele & Stefánsson, 2021a, p. 1215 (adapted for consistent symbols)) 

The idea, then, is that adding a new (basic) proposition to our opinion set should not affect the ratio 

of our credences in other basic propositions. If we were twice as sure that our friend lives in Wales 

as we were that our friend lives in England, the hitherto unthought of possibility that they might live 

in France should not change that ratio. Of course, it might change the absolute value of those 

credences, but the mere possibility of your friend living in France does not bear on the relative 

confidence you should have that live in Wales or England. 

The rule can also be thought of as a kind of extension of Bayesian principles, and hence earns its 

name. Consider how an agent’s credences in a coin landing heads or tails ought to change once they 

become aware of the possibility that coin might fail to land on any side (perhaps it will land edge, or 

perhaps be swept up or destroyed somehow before it reaches the ground). We can think of this as 

going from a familiar partition, 𝒫 = {ℎ𝑒𝑎𝑑𝑠, 𝑡𝑎𝑖𝑙𝑠}, to one with an added “catch-all”, 𝒫+ =

{ℎ𝑒𝑎𝑑𝑠, 𝑡𝑎𝑖𝑙𝑠, 𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒}.  Since we start out taking 𝒫 to be our partition, we can assume (by 

(Finite Additivity) that 𝑐(ℎ𝑒𝑎𝑑𝑠) + 𝑐(𝑡𝑎𝑖𝑙𝑠) = 1. When we switch partitions to 𝒫+, we must update 

our credences to 𝑐+, by lowering the credence assigned to either or both heads and tails, in order to 

respect (Finite Additivity). The problem is deciding what constrains our credential update.  

Going in the opposite direction, however, Bayesianism takes this problem in its stride. Imagine we 

start with 𝒫+ and then learn that (ℎ𝑒𝑎𝑑𝑠 ∨ 𝑡𝑎𝑖𝑙𝑠), which we take to be the same proposition as 

¬𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒. Now we update by standard Conditionalisation. Since we are thinking of this as a 

kind of reverse of the expansion case, I use 𝑐+ for the prior and 𝑐 for the posterior credence: 
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𝑐(ℎ𝑒𝑎𝑑𝑠) = 𝑐+(ℎ𝑒𝑎𝑑𝑠|¬𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒) =
𝑐+(ℎ𝑒𝑎𝑑𝑠 & ¬𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒)

𝑐+(¬𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒)
 

         =
𝑐+(ℎ𝑒𝑎𝑑𝑠)

𝑐+(ℎ𝑒𝑎𝑑𝑠 ∨  𝑡𝑎𝑖𝑙𝑠)
 

The last part of this equation assumes the equiprobability of equivalent propositions. Since the 

divisor will be the same for each updated credence, the ratio between updated credences will be the 

same as before they were updated. 

Now, in standard Bayesianism, the domain of the credence function does not change during an 

update. So we do not really go from ℱ𝐗+  to ℱ𝐗   by dropping something else. We do, however, 

consider the posterior 𝑐(𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒) = 0 to go to zero, and we do define our posterior 

credences to be identical to our prior credences conditional on ¬something else. So, in a nearly 

symmetrical way, we can think of a situation of going from partition 𝒫 = {ℎ𝑒𝑎𝑑𝑠, 𝑡𝑎𝑖𝑙𝑠} to 𝒫+ =

{ℎ𝑒𝑎𝑑𝑠, 𝑡𝑎𝑖𝑙𝑠, 𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒} as a case of going from credences conditional on ¬something else, 

to unconditional credences. That is, if 𝑐 is defined on 𝒫, then we say that 𝑐+ defined on 𝒫+ is such 

that 𝑐+(𝑋|¬𝑠𝑜𝑚𝑒𝑡ℎ𝑖𝑛𝑔 𝑒𝑙𝑠𝑒) = 𝑐(𝑋).  

We cannot infer from this what the unconditional values of 𝑐+ should be, without first deciding what 

our unconditional credence in ¬something else is. But we can be sure that if we follow the 

constraint suggested, whatever values our expanded credence function gives to basic propositions 

will preserve their ratios.  

Despite these intuitive and neat results, Steele and Stefánsson argue ultimately against the 

universality of this rule in  (Steele & Stefánsson, 2021b). But we do not have space to go into this 

debate here, but one other thing that any objection to reverse Bayesianism must overcome, is the 

intuition that merely being aware of a possibility does not of itself change our beliefs about relations 

of possibilities we already considered. This intuition seems to me to be right as a generalization, if 

not as a universalization: without some special reason, there is generally no reason why awareness 
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of a possibility would change the ratios between your other credences. As such, we shall want to 

vindicate the norm to some degree; we want it to at least usually come out as permissible to update 

in this way. 

That said, the focus of this chapter is largely on finding plausible measures of epistemic value, in 

particular, accuracy, that still vindicate standard static norms in dynamic context. It is along these 

lines that Carr (2015) mounts her challenge to the use of standard accuracy measures such as the 

Brier score in dynamic contexts. Pettigrew, meanwhile, takes up the same mantel but argues in 

terms not of the rational norms but directly as to whether accuracy measures really track value in 

the dynamic context. We shall come back to that.  

2.2 Dynamic comparability 

In order to be able to look at rational norms, it is intuitive that we shall need the measure to be 

equally applicable to credence functions of all sizes. This includes, at least in ambition, comparisons 

between single credences and larger credence functions, and between credence functions that differ 

from each other by a single credence  

(Pettigrew R. , 2018) gives a similar, if weaker, desideratum as a formal criteria, which he calls 

transitivity: 

Suppose 𝑐, 𝑐′, and 𝑐′′ are credence functions. Then, if 𝑐 ⪯𝑤 𝑐′ and 𝑐′ ⪯𝑤 𝑐′′, then 𝑐 ⪯𝑤 𝑐′′. 

(Pettigrew R. , 2018, p. 346) 

Where 𝑐 ⪯𝑤 𝑐′ means “𝑐′ is at least as epistemically good as 𝑐 at 𝑤” and where 𝑤 means some 

particular possible world. 

This formulation is not the weakest form of comparability acceptable, but neither is it the strongest. 

It falls short of insisting that the ordering must be complete. Pettigrew’s transitivity condition, 

however, is one of four conditions that he proves are mutually incompatible, on the assumption of 



 

129 
 

the three constraints on the local scoring rule that we saw above (we shall see this as we progress 

through this chapter). 

A stronger condition would be complete dynamic comparability: 

For any credence functions 𝑐 and 𝑐′, (𝑐 ⪯𝑤 𝑐
′) ∨ (𝑐′ ⪯𝑤 𝑐) 

And this applies of course, where or not 𝑐 and 𝑐′ are on the same domain. This is something we 

should try to maintain unless we are forced to cede it. 

2.4 A measure of epistemic value  

Another desideratum that relates to the normative goals stated in 2.1 is that the utility measure 

genuinely be a measure of some really valuable quantity. It is not, of course, impossible to have a 

predictive account of utility, i.e., one that predicts norms, that does not actually turn out to measure 

utility. Such a measure that merely “predicted” our list of intuitive norms without being grounded in 

actual epistemic value would be unsatisfactory for two reasons. First, it would fail to give us any 

trustworthy insight into novel or controversial norms. Second, it would fail to vindicate the norms in 

any meaningful way. Talbot (2019) makes this point well: 

[O]ne could undertake…to consider some set of rules and then find a measure such that 

conformity with those rules maximized that measure. But finding such a measure would not, 

in and of itself, vindicate these rules. That is because, for any putative norms we like, we can 

find some measure such that conformity with these rules maximizes that measure (assuming 

the rules are internally consistent). 

(Talbot, 2019, p. 549) 

We might also add that what goes for vindication may also go for motivation. Even if we cannot 

agree, as theorists, what epistemic value is, or whether an account of it is necessary to ground 

epistemic norms, if we have a measure of utility grounded in some substantive quantity, individuals 

can decide for themselves whether it is something valuable to pursue. 
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All of this does not necessarily mean we need to start with an idea of what epistemic value is in 

order to vindicate norms. There can be a kind of benevolent circularity or back and forth where our 

ideas about utility and about norms refine one another. But we must keep ahold of these separate 

desiderata, and any handle we can get on one that is independent or prior to the other, is a boon. 

Though none of these considerations in themselves entail that our utility measure should be a 

measure of accuracy, they do speak in favor of that hypothesis. After all, accuracy is a reasonably 

intuitive concept (in outline, if not easy to precisify) that might plausibly be the teleological end of 

epistemic activity. Let us consider accuracy and veritism next. 

2.5 Veritism 

We have already encountered veritism in passing in the introduction to the local utilities, above. 

Veritism, in a fully general sense, is the thesis that the epistemic goal is truth, or that epistemic value 

is exhausted by truth. It is interpreted within the credential set up, for example, by Pettigrew 

(Pettigrew R. , 2016, p. 8) as the thesis that the only ultimate epistemic value is accuracy.  

We have seen reasons to favor a veritist account of epistemic normativity in the subpart above. 

Another reason, is that accuracy arguments have been successful, or at least promising in, 

vindicating many norms in the static context. We shall see that they may fail in the dynamic case. 

But they nevertheless seem like a good place to start. We shall mostly assume we want to be 

veritists in this chapter. 

However, if veritism is the thesis that accuracy and epistemic utility are identical, this is in itself 

empty until we can say what accuracy is. Therefore, even if we want our utility score to be an 

accuracy score, there are substantial philosophical questions as well as difficult formal challenges in 

determining what counts as an accuracy measure. 

The question before us is how to make out a global accuracy score, especially with respect to our 

other goals. In particular, little work has been done on accuracy scores that satisfy complete dynamic 
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comparability (standard accuracy scores are problematic, as we shall see). We can tackle this in two 

ways. One way is to think about whether a global score is an accuracy score by looking at it as a 

function of a whole credence function at a world. The other is to start by assuming that our local 

utility function captures local accuracy, and thinking of the global accuracy score as a particular way 

of aggravating these local accuracies.   

On veritist grounds, the latter approach is perhaps the more practical way of progressing. Intuition 

constrains accuracy for a single opinion more easily, and, if we can find a way of building up from 

there, we can at the least ensure no inconsistencies between our account of local and global 

accuracy measures. The question of whether we should expect this kind of consistency, however, is 

tied up with the question of compositionality, which I tackle below.  

One thing that bears saying here, however, is that the two approaches are not entirely clearcut – or 

at least, not in the way one might expect. Even on the assumption that global rules are a function (or 

even an additive function) of local rules, some features built into local rules only become salient at 

the global level. 

To illustrate, let us return to the example of the contrast between the local Brier score and the local 

absolute value score. The Brier score and the absolute value score produce the same ordering when 

considering single opinions. When we consider sets of multiple opinions (i.e., a credence function) 

however, and where we take the global score of each set to be a simple summation of the individual 

scores, we will sometimes find the two scores yield distinct orderings. The reason for this is quite 

easy to see. In the case of a single opinion, the absolute value rule, penalizes distance from truth-

values in a linear fashion. With the Brier score, the penalty for distance from truth in the individual 

proposition is squared, so that it increases exponentially. This means you can reduce the penalty 

more efficiently  by taking the equivalent distance from each opinion and splitting it evenly over 

multiple opinions.  
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This feature of the Brier score, is called convexity. It is suggested by Joyce (Joyce J. M., 1998, p. 596) 

and expressed by Pettigrew as 

If 𝑈(𝑐, 𝑤) = 𝑈(𝑐′, 𝑤), then 𝑈(
1

2
𝑐 +

1

2
𝑐′, 𝑤) < 𝑈(𝑐, 𝑤) = 𝑈(𝑐′, 𝑤) 

(Adapted from (Pettigrew R. , 2016, p. 38)) 

Th importance of convexity lies not only in its usefulness as a demonstration of the subtleties in the 

question of how global and local scores relate, but also in its importance as a feature in many of the 

accuracy arguments for various norms, including in arguments for probabilism. 

This is not to say that we cannot give a formally precise answer as to how global and local scores 

should relate. Rather, because some features of our local scoring rules only become significant at the 

global level, it is not clear that these formal relations track the philosophical or substantive relations 

between the values of the two kind of objects, singleton opinion and sets of opinions. We need to 

interpret the meaning of the scoring rules with a little more subtlety than that. 

2.6 Composition  

Let us now consider what, if any, constraints we can place on how local and global utilities should 

relate, especially under a veritist assumption. In general, this chapter assumes a fairly tight 

relationship between local scores and global sores, but not any particular constraint. 

One reason for a close relation between local and global utilities emerges from the assumption that 

global scores are accuracy scores, and certain assumptions about local accuracy, such as those 

presented in Part 1, i.e., Pettigrew’s three constraints on local scoring rules. We have seen that we 

want our scoring rule to represent a real and valuable quantity. If we are confident that our local 

scoring rule does represents a form of accuracy – and we might have more chance of making this 

judgement for single opinions – we should expect a strong relationship between local and global 

scores. 
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I think this argument is bolstered by a separate consideration, namely complete dynamic 

comparability (which we saw above). That principle entails we should be able, at least, to order, for 

example 𝑐 = {(𝑋, 𝑥)}, 𝑐’ = {(𝑋′, 𝑥′)}, and 𝑏 = {(𝑋, 𝑥), (𝑋′, 𝑥′)}, and so on, adding more “single 

opinion” credence functions and credence functions representing distinct combinations of those 

opinions. Under the assumption that, in the case of a credence function with just one opinion, global 

utility and local utility are the same, this seems to give some indication that they will be the same for 

larger credence functions. I do not have anything approaching a proof here, but the ability to 

combine these single opinions in incremental ways, so that you could evaluate any number of 

individual opinions, and then any combination of any number of them as larger credence functions, 

seems to strengthen the intuition that there must be a close connection between local and global 

utility. 

At the least, if we deny a close relation, we shall have to have an account of how the other factors 

come into play. Do they come into play for credence functions of only two opinions? If not, when? 

This lays down the challenge for those who think the global utility is not a function of local utilities to 

explain how, why, and at what rate, the two utilities diverge. 

It still remains, however, to clarify what kind of relation these considerations should lead us to posit, 

and whether any formal constraint can adequately represent it. One possibility is that where two 

credence functions differ only in the local utility of a single opinion, the credence function which has 

a higher local utility in that opinion cannot have a lower global utility.  

More formally, suppose that 𝑐 is defined on 𝐹. Then, at a given world 𝑤, 𝑐 has a certain global utility. 

Now suppose that 𝑐′ and 𝑐′′ are derived by adding a single proposition, 𝑃, to ℱ, yielding ℱ′. The 

proposed constraint says that if 𝑐′(𝑃) has greater local utility than 𝑐′′(𝑃), then 𝑐′ must have at least 

as great global utility as 𝑐′′. We could call this a monotonicity constraint on the composition of global 

utility. This seems to capture the kind of relation we are led to by considering the comparability of 
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credence functions of many sizes, and the idea that local utility and global utility are measures 

ultimately of the same property. 

In the next part we will begin to see how these desiderata are in tension with each other. In 

particular, the vindication of dynamic norms is difficult, and the vindication of static norms is in 

tension with dynamic compatibility, because standard arguments for static norms fail in dynamic 

contexts.  

Part 3 – Problems with Global Accuracy in Dynamic Contexts 

With these ideas under our belt, let us see what some of the problems with these kind of account of 

accuracy and measures of accuracy might be. We shall draw here largely on Carr’s “Epistemic 

expansions” (2015), as well as on (Pettigrew R. , 2018). Carr problematizes several intuitive and 

natural ways to measure the global utility of a credence function at a world as a aggregation of the 

local accuracies of their constituent opinions. The problems she identifies arise from the irrational 

credential norms they seem to endorse. In particular, they offend against our norms and rationality 

desideratum in dynamic contexts, in that they fail to vindicate static norms in static contexts. One 

way they do this is by creating bizarre utility “incentives” – that is, they order credence functions in 

ways that do not vindicate standard static norms in dynamic contexts. Hence the arguments for 

static norms do not go through, or, if they do, they do so at the price of other, bizarre, conclusions. 

But we shall see this in more detail. 

3.1 The perfectionism problem 

There are several ways of aggregating local scores that Carr dismisses because they seem to imply 

that it is rational to reduce the number of opinions you have, or to have very few opinions. This 

conflicts with our desideratum that our measures predict rational norms, since it can only 

underwrite a concept of rationality that endorses a form of skepticism or extreme agnosticism, 
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wherein it is rational to withhold almost any doxastic judgement at all. I group these together and 

label the objection the perfectionism problem. To see this, consider total Brier inaccuracy: 

𝑈𝑤(𝑐) = ∑(𝑤(𝑃) − 𝑐(𝑃))2

𝑃∈ℱ

 

For any credence function 𝑐 defined on any set of propositions ℱ. This simply sums local Brier 

inaccuracies to find our global inaccuracies ordering. The score seems to vindicate static norms in 

static contexts.4 Indeed, it is worth looking at primarily because it is quite an intuitive default scoring 

rule for static contexts. But, in the dynamic context, it seems to commend irrational credence 

functions. In particular, it punishes any credences that are not maximal, indeed not the ideal or 

vindicated credence. Moreover, by this score, there is no better way to improve your utility than by 

having no opinions whatsoever! The agent with no opinions whatsoever will have maximal utility in 

every world. Meanwhile, adding opinions to a credence function can never improve your utility, 

whereas, if the new opinions are not perfect, it is guaranteed to reduce utility.5 

So, it seems this score commends only extremal credences (and those only relative to other 

credences it does not endorse them relative to no opinion at all). Only certainties, then, are not 

disincentivized, and plausibly any other than tautologies, contradictions, necessary truths and 

falsehoods, and perhaps indubitable propositions about immediate experience (protocol sentences, 

perhaps), are rational, on this scoring rule. But even these are only permissible, they are not 

rewarded by the scoring rule! 

Another simple idea that falls to the same problem, is average Brier inaccuracy: 

𝑈𝑤(𝑐) =
1

|ℱ|
∑(𝑤(𝑃) − 𝑐(𝑃))2

𝑃∈ℱ

 

 
4 For example, Pettigrew’s arguments in (Pettigrew R. , 2016) are compatible with this scoring rule. 
5 I.e. to increase inaccuracy 
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This simply gives us the average inaccuracy of each proposition in ℱ, by the local Brier score. But it is 

unacceptable, for exactly the same reasons as above. A small, perfect credence function, or even an 

empty credence function, attains the maximum 0 global utility. So you are incentivized to have as 

few – or at least as few fallible –  opinions as possible. 

Another simple scoring rule that falls to a similar problem requires “flipping” the local inaccuracy 

score to give an accuracy score. Call this average Brier accuracy: 

𝑈𝑤(𝑐) =
1

|ℱ|
∑ 1 − (𝑤(𝑃) − 𝑐(𝑃))2

𝑃∈ℱ

 

Considered as a local rule, this scoring rule flips things over by rewarding a vindicated opinion with 

utility 1, and less than perfect opinions with diminishing utility until we get to the worst possible 

opinion which is assigned 0 utility. This rule does, therefore, incentivize having an opinion, but, 

because it takes the average, an agent is still heavily disincentivized from having credences in 

anything they are unsure of. A single maximal credence in a truth attains the optimal score, and any 

non-maximal credence can only bring your score down from there. So we are still penalizing 

credences in propositions less than certain.6  

This perfectionism problem is highly related to what Pettigrew calls the benign addition principle: 

Suppose 𝑐 and 𝑐′ are credence functions on ℱ and ℱ′ respectively. And suppose ℱ ⊆ ℱ′. 

Then, if  

(i) For each proposition 𝑋 that is in ℱ′ and also in ℱ, the credence that 𝑐′ assigns to 𝑋 

has higher epistemic utility at 𝑤 than the credence that 𝑐 assigns to 𝑋, and  

(ii) For each proposition 𝑋 that is in ℱ′ but not also in ℱ, the credence that 𝑐′ assigns to 

𝑋 has positive epistemic utility at 𝑤,  

 
6 And, of course, that is exactly what we are interested in! (see Chapter 1 and 2) 
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then 𝑐 ≤𝑤 𝑐′. 

(Pettigrew R. , 2018, p. 348) 

Benign addition ensures that if you expand (that is, move to a larger domain) in a “benign” way (that 

is, so that none of your pre-existing opinions lose utility, and all of your new opinions have positive 

utility), you are rewarded for doing so. This ensures that you are not penalised for adding good 

opinions to your credence function – at least unless we simultaneously change our already existing 

opinions for the worst. 

Benign addition is clearly violated by average Brier accuracy. The previous two suggestions do not 

technically violate it, since they do not allow the possibility of positive local utility. They do break the 

spirit of the rule though, in the sense that they do not protect an agent from penalization for adding 

to their credence function an intuitively good (but not maximally good) opinion. 

Benign addition is also the second (to us) of four principles that Pettigrew shows to be mutually 

incompatible, given his other three restrictions on the local scoring rule (see §1.2 above). We have 

already seen one of those conditions (transitivity). 

The obvious solution to the perfectionism problem, meanwhile, is total Brier accuracy: 

𝑈𝑤(𝑐) = ∑ 1− (𝑤(𝑃) − 𝑐(𝑃))2

𝑃∈ℱ

 

This flips the Brier score as before, so that adding anything but the worst possible opinion to your 

opinion set still gives you some positive utility. But now we sum these local utilities, which solves the 

perfectionism problem, and also satisfies benign addition, since we now incentivize adding new 

opinions even if they are not perfect. This makes adding new opinions always at least as good as not 

doing so, even in worlds where the credence is maximally far from the truth-value. It also means you 

will always gain utility by adding very inaccurate opinions, so long as they are not maximally 

inaccurate.  
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3.2 The repugnance problem 

Sadly, total Brier accuracy creates the mirror-image of the problem of perfectionism. For reasons 

that will become clear later, I call this the repugnance problem. Total Brier accuracy rewards (i.e., 

increases with the addition of) almost any opinion, even opinions whose credence is barely better 

than the worst possible! As Carr points out (Carr, 2015, p. 230), though, this may not be as 

counterintuitive as the opposite case. After all, adding opinions, and so increasing the scope of your 

awareness, might have some value, even if the opinions added are otherwise, intuitively, 

misleading.7 But, in fact, as Carr is aware, this problem does threaten to undermine standard static 

norms in the dynamic context. 

To see why, let us compare the situation to the repugnant conclusion of population ethics (see 

(Parfit, 1984). The situation is formally the same, but philosophically quite different. In ethics, adding 

many people with barely good lives (positive but low utility) to a population can increase total utility, 

although intuition finds the resulting world to be an ethically less preferable outcome. In the 

epistemic case we have the same formal structure, a credence function with very many, barely 

accurate, credences might have higher utility than one with very few, highly accurate credences. But 

the philosophical objection to this situation is different.  

In the ethical case, the questions of the desert, rights, or perspective of each individual, taken 

separately, seem to matter. There is an intuitive sense that the existence of very happy people does 

not ethically compensate for the existence of a barely happy person. In the epistemic case, the 

analogous intuition is not apparent. Each credence we are considering, after all, belongs to the same 

doxastic agent, who is plausibly the relevant locus of epistemic value and evaluation. If there is 

something repugnant about preferring a greater utility, though it be spread thinly over many 

credences, to a slightly lower utility concentrated in a few credences, the source of that repugnance 

 
7 Although this line of reasoning may be in tension with veritism. Then again, as I shall conclude, that may be 
an inevitable conclusion of attempting to find utilities for credence functions on distinct domains. 
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seems to come from considerations distinct from that in the ethical case (compare (Pettigrew R. , 

2018, p. 347)). 

“Repugnance” is a problem, in the epistemic case, however, when we consider what it means for a 

credence to have barely positive local utility. This is perhaps easiest to understand from a veritist 

viewpoint: a barely accurate credence is one that still has some positive accuracy – on the total Brier 

accuracy proposal, one that is at least slightly better than maximally bad. Suppose 𝑐 is a credence 

function consisting only of opinions that have almost as low a local utility as possible. (That is, almost 

maximal credences in truths, and almost minimal credences in falsehoods.) Now suppose 𝑐′  is a 

credence function with only perfect opinions with maximum local utility. If 𝑐 is sufficiently larger 

than 𝑐′, 𝑐 will have greater global utility than 𝑐′, despite the fact that all of its credences are, 

intuitively, very bad. This is the extreme case, of course. Less extreme cases may still be 

counterintuitive, and any case of the rewarding of many, low utility opinions over fewer, high utility, 

opinions can be thought of a case of an instance of repugnance, since they share the formal 

structure, even if we do not find them objectionable. I shall refer to those higher utility options as 

“repugnant” options. 

Pettigrew gives no repugnance as a constraint on global scoring rules (Pettigrew R. , 2018, p. 348).8 

Intuitively, we can see that ruling out repugnance must push against any account of global utility 

that sums positive or potentially positive local utilities. After all, where we take the total utility, we 

allow for strength in numbers – enough low utility opinions can always outweigh a finite number of 

finitely high utility opinions.  

Carr also notices the repugnance problem, and suggests a solution (Carr, 2015, p. 232). My 

adaptation of this solution is what I call the total ambivalent accuracy. The central idea is to adjust 

our local accuracy measure so that, instead of being merely negative or merely positive, it can take 

 
8 He gives a formal specification of the constraint in terms of the stronger “very repugnance”, but it is not 
necessary to go into those details here. 
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either kind of value, with 0 utility falling at the middle credence of 0.5 (Carr, 2015, p. 232). Thus, we 

can think of total Brier ambivalent accuracy as: 

𝑈𝑤(𝑐) = ∑ 0.25 − (𝑤(𝑃) − 𝑐(𝑃))2

𝑃∈ℱ

 

This, in effect, means that adding a perfect opinion to your credence function increases your utility 

by 0.25, and less optimal opinions receive diminishing utility. The significance of the value 0.25 is 

that it means that the zero utility mark falls at 0.5. So, adding credences to either side of 0.5 are 

rewarded or penalized, depending on whether the proposition is true or false. This is fairly intuitive, 

especially if you think of credence 0.5 as a neutral or non-committal credence. 

This aggregating rule still creates formally repugnant comparisons. Many credences with slightly 

positive utility may still defeat (i.e., have higher utility than) fewer, very high utility, credences. But 

this no longer seems objectionable, because the presence of an opinion with positive utility, on this 

scoring rule, seems to be genuinely better than its absence. After all, to have positive local utility, a 

credence must be on the “truthward” side of 0.5. So whilst repugnance still obtains formally, there is 

no obvious philosophical objection to it here. 

3.3 The everything dominated problem 

However, ambivalent accuracy runs into its own problems. In particular, as (Pettigrew R. , 2018) 

concentrates on, what I call the everything dominated problem. 

To see how this works, we must first see that the scoring rule gives positive utility to non-additive 

credence functions. This, of course, does not happen on scores that trade in “inaccuracy”. Second, 

note that for partitions9 of 3 or more propositions, non-additive credence functions can be 

guaranteed positive utility. To see this, consider a credence function 𝑐 on a partition |𝒫| > 2, such 

that 𝑐(𝑃) = 𝑥 for every 𝑃 ∈ 𝒫. Since the credence in each proposition is the same, the utility of 𝑐 

 
9 I use the term “partition” here and throughout this chapter but really “mutually exclusive set of propositions” 
would be more apt. The “jointly exhaustive” condition need not be met. 
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will be the same in every world (since there will be exactly one true proposition in the partition at 

every world). The total Brier ambivalent accuracy of 𝑐 at any world 𝑤, is  

𝑈𝑤(𝑐) = (0.25 − (1 − 𝑥)
2) + ((0.25 − (0 − 𝑥)2) (|𝒫| − 1)) 

For |𝒫| = 3, the utility is positive for values of 𝑥 between 
1

6
 and 

1

2
 (exclusive). The only value of 𝑥 that 

would satisfy (Finite Additivity) in the same case would be 
1

3
, so these other values of 𝑥 represent 

non-additive credence functions with positive utility. Since all credences have value 𝑥, this will be 

the same whichever outcome is true. This result is similar for other values of |𝒫|.  

Indeed, as the partition gets larger, the utility gets higher. Consider a credence function defined on a  

partition of propositions asserting that each of a million lottery tickets will win: 

𝑈𝑤(𝑐′) = (0.25 − (1 − 𝑥)
2) + ((0.25 − (0 − 𝑥)2) ⋅ (999,999)) 

Here utility is positive for values of 𝑥 from 0.500 to 0.5 (exclusive). The wide values of 𝑥 that 

generate positive utility corresponds to a very high arc – naturally, with this many propositions the 

utility score can get very high indeed. Of course, we are not really restrained to looking at credences 

functions that assign the same value to every proposition, but the case is sufficient to show that 

certain non-additive distributions are guaranteed positive utility.10  

Now, in static contexts, it is not clear that this matters. Yes, an agent is rewarded by this scoring rule 

for having wildly non-probabilistic credences, but they still attain higher utility at a probabilistic 

credence function. Perhaps total Brier ambivalent accuracy provides a good picture of epistemic 

virtue in a world where an agent cannot be expected to be logically omniscient, but should be able 

to benefit, in terms of epistemic utility, from a better understanding of the space of possibilities. 

 
10 The case where every credence has value 𝑥 may be of particular interest, though, because it (at least how I 
defined them, see Chapter 2) refutes probabilism without refuting the principle of indifference. 
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However, the everything-dominated problem is a problematic consequence of this guaranteed 

positive utility for non-additive credence functions that only comes into play in dynamic contexts. 

And that consequence is, in essence, that it spoils dominance arguments. 

We have already, in Chapter 2, encountered the accuracy dominance argument for probabilism, and 

it can be summarized as so: a credence function 𝑐 is dominated by 𝑐′ if and only if 𝑐 ≼𝑤 𝑐′ at every 

world 𝑤, and 𝑐 ≼𝑤 𝑐′ at some world 𝑤.  On standard accuracy measures (and on total Brier 

ambivalent accuracy in static contexts) every non-probabilistic credence function is dominated by 

some probabilistic credence function. But no probabilistic credence function is dominated by a non-

probabilistic credence function. The argument for probabilism rests on these facts and a further 

bridge principle which states that dominated credence functions are irrational.11 

The problem comes when we look at credence functions defined on domains of different sizes. We 

have seen that there are non-additive credences on partitions with guaranteed positive utility, and 

we have seen that this positive utility increases with the size of the partition. It follows that for any 

finite credence function there is a larger, non-additive credence function with guaranteed higher 

utility. And this guaranteed higher utility, of course, entails dominance.  

Let us see this in more detail. On total Brier ambivalent accuracy, an agent has guaranteed ways of 

adding utility, no matter their current situation. For example, an agent is guaranteed to increase 

their utility whenever they add a partition of three propositions to their algebra, and assign an 

identical credence, less than 0.5, to each. This follows because, on total Brier ambivalent accuracy, 

the absolute value of the utility of a credence can be thought of as a function of its distance from the 

midway credence, 0.5. Whilst a credence that is more accurate than 0.5 will have positive utility, and 

a credence that is less accurate than 0.5 will have negative utility, the absolute value of a credence’s 

utility can be obtained simply from its distance to that midpoint.  

 
11 The actual argument is a little more involved. See (Pettigrew R. , 2016, pp. 22-36 (Chapter 2)) for details. 
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Since, necessarily, two propositions in the partition will be false and one will be true, the agent with 

credences lower than 0.5 will gain twice as much positive utility from the false propositions as they 

accrue negative utility from the true proposition. This move can be done wherever three such 

propositions can be added to the agent’s credence function. Hence, every (or at least, every finite) 

credence function is dominated, when we are in the dynamic context. 

If we follow the reasoning of the dominance argument, in dynamic contexts, therefore, we find that 

every credence function is irrational. This, in itself, is probably an unwanted result. But particularly, it 

means we cannot establish probabilism for dominance arguments nor establish a difference 

between dominated and undominated credence functions, let alone show that this difference 

relates to the difference between probabilistic and non-probabilistic credence functions.  

3.4 The impossibility problem 

In illustrating these particular problems we have looked at particular possibilities for scoring rules. 

But, as (Pettigrew R. , 2018) shows, there is no global scoring rule that satisfies each of his four 

principles, whilst at the same time respecting the constraints he places on local scoring rules. We 

have seen how most of these principles relate to Carr’s objections and my own considerations as we 

have gone along.  There is only one of Pettigrew’s principles that we have not seen along the way: 

partial additivity.  

Partial additivity, in our terminology, means that in static contexts, our global ordering is additive. In 

Pettigrew’s notation: 

If 𝑐, 𝑐′ are credence functions defined on ℱ, then  

𝑐 ≼𝑤 𝑐′ if and only if  

∑𝑢𝑋(𝑤(𝑋), 𝑐(𝑋))

𝑋∈ℱ

≤ ∑ 𝑢𝑋(𝑤(𝑋), 𝑐′(𝑋))

𝑋∈ℱ

 

(adapted from (Pettigrew R. , 2018, p. 345)) 
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Pettigrew offers this by way of defense of the principle:  

A major virtue of Partial Additivity is its role in epistemic arguments for various principles of 

credal rationality, such as Probabilism, Conditionalization, the Principal Principle, and so 

on…While this doesn’t constitute a direct argument in favour of Partial Additivity, it does 

illustrate the cost of denying it. 

(Pettigrew R. , "The population ethics of belief: In search of an epistemic theory X", 2018, p. 

346) 

This is certainly something we can agree with. To put it in the terms of our paper, the principle helps 

us to achieve the desideratum that our utility rule be a guide to epistemic norms and epistemic 

rationality. Without it, most of the standard arguments for static norms, that go through with 

standard scoring rules in static contexts, fail. 

Altogether, Pettigrew provides a proof that these four formal constraints, in conjunction with the 

constraint on local scoring rules we have seen, are mutually incompatible (Pettigrew R. , 2018, pp. 

345-354). This result emphasizes the problems we seen above, and suggests there is no simply 

formal remedy to our problem. Rather, it is a philosophical question of what costs we are willing to 

pay in terms of our desiderata for a scoring rule, or else a philosophical question about the true 

nature of epistemic value and rationality.  

Part 4 – Responses to the Everything Dominated Problem 

In this part I consider two attempts to rescue global scoring rules from the everything dominated 

problem. The first solution admits a kind of possibility sensitivity for accuracy measures themselves. 

If this cannot be stomached, the second solution finds way to live without utility rules that can bear 

on dynamic changes to a credence function. But this route leads either to a diminishing of the realm 

of epistemic rationality, or to a rejection of veritism. 

4.1 Extended total Brier accuracy 
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The first idea is to identify a credence function with an extension of itself that is unopinionated with 

respect to some other larger space (compare (Carr, 2015, p. 233)). We can make the idea explicit 

with the scoring rule I call extended total Brier inaccuracy: 

𝑈𝑤(𝑐, ℱ
′) = ∑(𝑤(𝑋) − 𝑐(𝑋))2

𝑋∈ℱ

+ ∑ (𝑤(𝑋) − 𝑐′(𝑋))2

𝑋∈ℱ′\ℱ

 

Where ℱ is the set of propositions in the agent’s credence function 𝑐, and ℱ′ is a complete algebra 

such that ℱ ⊆ ℱ′ and 𝑐′ is an “equivocating” credence function on ℱ′ – that is, the credence function 

found by applying the principle of indifference to the most fine-grained partition of ℱ′. Intuitively, 

extended total Brier inaccuracy works by taking a standard inaccuracy measure for those opinions in 

the agent’s credence function and then “filling in” utilities for the opinions the agent does not have, 

by assuming they are worth the same as an equivocating or indifferent credence. As an agent adds 

opinions to their doxastic state, those they either improve on, or do worse than, those neutral 

utilities. 

This gets around the problems we have seen in one fell-swoop. It does so, of course, by interpreting 

dynamic contexts as formally the same as static contexts (that is, formally the same as a particular, 

larger, static context), and so not solving the formal problem at all. By using extended total Brier 

inaccuracy we do not, really, compare credence functions on different domains but instead compare 

extensions of credence functions onto the larger domain. 

The great problem with this approach, of course, is choosing ℱ′. We must have a fixed ℱ′ for all the 

comparisons we wish to make, so that every domain we consider is a subset of ℱ′. And the scoring 

rule will output different scores depending on how we define ℱ′. It will depend on how fine-grained 

ℱ′ is and how ℱ′ divides up the space of possibilities. 

This is easy to show. Since we are essentially applying total Brier inaccuracy to the extended 

credence function, it is trivial to see that adding additional opinions to a credence function, even 

ones that are maximally equivocating, will introduce negative utility. Hence, if we are deciding on 
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two possible sets of propositions to extend our credence function onto, call them ℱ’ and ℱ’’, and if 

ℱ′ ⊂ ℱ′′, we know that a given credence function extended onto ℱ′′, which has additional 

propositions compared to ℱ′, will have lower utility. 

We cannot avoid this consequence by adopting a different scoring rule for assessing the extended 

credence function. As we have already seen, defining a scoring rule that allows non-extremal 

opinions to have 0 utility has its own problems.  

This leads us to one of the main conclusions of this chapter. If total Brier accuracy or a similar scoring 

rule is a legitimate accuracy measure, then it must be so only when the possibility space is selected 

correctly, and that means that accuracy measures themselves are possibility sensitive. Which leads 

us once more to the task of finding ways to evaluate and choose possibility spaces. 

4.2 Constrained options for dominance 

We have exhausted attempts to engineer or gerrymander an adaptation of the standard scoring 

rules so that they fit our desiderata in dynamic contexts. But a scoring rule, by itself, cannot 

recommend any particular action. We need bridge principles to tell us what is evaluatively or 

normatively good or right, given facts about utility. This suggests there is another strategy, and 

indeed, Pettigrew defends a standard scoring rule (roughly, total Brier accuracy), by making a 

philosophical argument, rather than proving a theorem. 

To put the same point another way, we have seen that we can avoid any of the problems of scoring 

rules in dynamic contexts only by scoring their extensions on some larger space. And this makes our 

scoring rule possibility sensitive. But perhaps we can avoid this possibility sensitivity whilst still 

meeting our desiderata by adjusting not our scoring rule, but our decision rules. 

Pettigrew’s attempt to do this this has two parts, but their relationship is a little hard to tease out.  

When…we narrow down our focus to what is practically rational or what is epistemically 

rational, we still use decision theory to carry out our assessment, but the decision problem 
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we use differs in both of these features: we restrict the sort of value measured by the utility 

function; and we restrict the options available to the agent. When it is the epistemic 

rationality of assignments of credences that we are using the decision problem to assess, we 

allow our utility function to measure only epistemic value; and we consider as available 

options only other assignments of credences to the same propositions 

(Pettigrew R. , 2018, p. 365) 

Clearly, if we can restrict our options to exclude dynamic changes to the credence function, we can 

recover standard static norms. It blocks all the consequences of being in a dynamic context, 

including the everything dominated problem. 

It is not immediately obvious, however, why Pettigrew wants to restrict options and restrict the 

kinds of value we take into account. It seems that either would be sufficient. You could simply block 

changes to the credence function’s domain as options, or simply give 0 utility to such changes of 

domain, without doing the other. However, giving 0 utility to domain changes might have some bad 

consequences. For example, it violates comparability. And, if Pettigrew still wants to save static 

comparisons on any domain, it implies that the utility of a state is different depending on where you 

look from. From the point of view of a credence function with 100 opinions, any credence function 

with 200 opinions has 0 utility, but from the perspective of a credence function with 200 opinions, 

this is not the case.  

Perhaps this is why Pettigrew wants to restrict options outright. But now the question is, why does 

he also want to restrict certain kinds of value from consideration? The answer is that he does not 

intend to use considerations of value to justify a change in utility score. We have seen that there is 

no formal solution to this puzzle, and indeed, Pettigrew wants to save a standard accuracy scoring 

rule. Rather, Pettigrew is advancing a new philosophical interpretation of the kind of value being 

measured. And it is this account of the kind of value represented by an accuracy measure that he 

thinks also justifies the restriction of the set of options to static options. 
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Let us look at this in some more depth however, and check whether there is anything either we, or 

Pettigrew, have missed. And let us start by looking at the restriction of options. Pettigrew’s 

justification for the restriction of our options is that we are not interested in all-things-considered 

rationality (Pettigrew R. , 2018, p. 365), as we would be in standard decision theory, but rather are 

considering specifically a kind of epistemic rationality appropriate for credences.  

[T]he fact that we are focusing on the rationality of assignments of credences entails that 

certain other sorts of epistemic actions—such as collecting more evidence or improving our 

memory to provide more support for our credences, or altering the opinion set to whose 

members we assign those credences—are not included as available options in the decision 

problem we use to assess the rationality of the assignments. 

(Pettigrew R. , 2018, p. 365) 

It certainly seems right that we are only accounting for a certain form of rationality with our 

epistemic utility measure. As Pettigrew points out, we could contrive situations where “violating 

Probabilism is the only way to save the lives of my loved ones; and in such a situation, it is all-things-

considered rational to save the lives of my loved ones” (p. 365). But we don’t actually need to rule 

out “saving lives” as an option to represent the narrow sense of rationality that would commend 

probabilism over saving lives. Rather, we argue that saving lives has no purely epistemic value – and, 

indeed, all the epistemic utility scoring rules we looked at have agreed on this. 

To generalize the point, rather than restricting our options when applying decision theory to a 

question of a restricted kind of rationality, it seems more natural to keep all options but adjust the 

utility function over those options so that only the relevant epistemic value is taken into account. 

But, of course, in order for this to rule out dynamic options, we would need to find a utility function 

that did not assign those options utilities – and we cannot do that, since we want to be able to make 

comparisons between credence functions defined on the same domain, whatever that domain is. 
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It is also not clear why credential epistemic rationality should not cover dynamic changes too. The 

idea that the epistemic value of assigning credences over a set domain is what our measure is 

capturing seems truly arbitrary (but we shall try to justify it below). Credences obtained by 

awareness growth are still valuable – and to deny this seems to edge away from a teleological 

account. 

We shall see shortly that the problems with justifying the restrictions are what force Pettigrew to 

also reinterpret the meaning of the utility measures. After all, if our scoring rules were simply a 

measure of the epistemic utility of a doxastic state, there would be no good reason to restrict 

options to exclude dynamic options. But before we explore this, I will consider the possibility that a 

normatively relevant distinction can be drawn between mere credence changes and domain 

changes. 

One possibility might be something along the lines of the voluntary/involuntary distinction. Perhaps 

credence assignments over static domains are in some sense within the volitional capacity of an 

agent, whereas changes to the domain are not. After all, you can hardly choose to develop opinions 

in possibilities you have no concept of, whereas it might be possible to move to different 

assignments of credences over the possibilities you have already conceptualized. And perhaps those 

options that we cannot take should not count as options. 

The problem is that it is not clear, nor I think generally accepted, that the assignment of credences is 

voluntary. Pettigrew is sometimes at pains to denounce this view: “we don’t undertake any 

epistemic actions at all – we don’t choose our doxastic states.” (Pettigrew R. , 2016, p. 241) We no 

more choose what to believe (what our credences will be) than we do the scope of our conceptual 

resources (that is, what we can have opinions on). This, by the way, does not stop Pettigrew from 

letting changes to credences be options. So, in addition to volition not separating static from 

dynamic options, volition does not seem to be a necessary condition for an option, at least on 

Pettigrew’s account.  
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This is not to say, of course, that the two kinds of change do not require distinct kinds of cognitive 

resources or abilities. But we still haven’t found any way in which those cognitive resources make a 

difference to which possibilities are options. If there is a distinction between the kinds of actions or 

abilities required for static versus dynamic changes, it is not along the voluntary/involuntary line. 

Even if we disagreed with Pettigrew, incidentally, and thought that credence assignments were 

within volition and domain changes were not, the distinction might still be inadequate because 

probabilism itself is not something you can choose to satisfy. That is, it a cannot be deliberately 

achieved without logical omniscience.12 Of course, this does not directly undermine any options (we 

can still choose options that happen to be probabilistic without our knowledge) and so, if we can 

rule out dynamic changes, the dominance argument would still recommend probabilism. However, it 

is not clear that the normative implication would be intact. That probabilism can be a constraint on 

rationality whilst not deliberately achievable, is something we might be able to accept – but that this 

is so only because other dominating credence functions that are not consciously attainable are ruled 

out as options, seems to undermine the argument. But this is all on the supposition that credence 

change and not domain change is voluntary, which I reject. 

Perhaps the distinction runs in exactly the opposite direction. Mere credence change might be an 

involuntary response to evidence, whereas domain change requires voluntary choices to reassess 

what is possible, either by acts of imagination, or longer-term projects of researching a topic or 

learning new concepts over time. On this view, epistemic rationality applies to the involuntary 

realm. Epistemic rationality is conceived of as a passive quality, and decisions to research or expand 

our conceptual capacity are not directly related to rationality at all. This view is something close, 

perhaps, to Kelly’s view about epistemic value.  

Kelly also distinguishes between, “epistemic rationality…when we proportion our beliefs to the 

evidence or believe things that we can recognize are obviously true…[and] practical rationality in the 

 
12 See Chapter 2, Part 3. 
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service of our…epistemic goals.” (Kelly T. , 39:05) (see also (Kelly T. , 2003)) I think this is close to the 

mark, but I think it begins to bring up a tension with the teleological account. It begins to suggest 

either that utility is not really connected to epistemic rationality at all, or that epistemic utility only 

has value if pursued in a certain way – if it is promoted by our unconscious mental processes sifting 

through the information we have – but not valuable if consciously sought through indirect means.  

Let us move on, then, to the question of the reinterpretation of our utility score. If we could simply 

rule out dynamic options, we would not need to reinterpret epistemic value – but since it seems 

there is no good reason for doing so, we can infer that Pettigrew’s reinterpretation of the value 

represented by scoring rules is, in part, a justification for the constraints on options that he wishes to 

maintain. 

In one way, Pettigrew’s move here is ingenious. Instead of finding the distinction between static and 

dynamic options in some element of psychology, he finds it in the kind of value promoted by each 

kind of credential change. For Pettigrew, static assignments of credences are an epistemic matter 

that can be evaluated in terms of epistemic value, but credential expansions (i.e., dynamic changes) 

are not epistemic and cannot be evaluated in this way. Correspondingly, alternative credence 

functions on the same space are epistemic options, but alternative credence functions on alternative 

domains are not.  

However, this view must relate in some way to Pettigrew’s account of epistemic value. So let us turn 

to one of our other desiderata, that the utility score represent some real and valuable quantity. It is 

not enough to say that epistemic utility scores are related to specifically epistemic rationality. We 

must ask ourselves what kind of value they are measuring. 

One way to answer this would be to say that the measure we use in some way comes out of the kind 

of problem we are trying to answer with it. Indeed, the move seems to be to define the utility 

measure as the thing the maximizing of which produces the structures that we need to derive the 
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correct norms.  But this seems to be just the view that Talbot cautions against (see § 2.4). To quote 

from him again: 

[W]e could say 𝑃𝑎𝑖𝑛𝑡𝐷𝑟𝑦𝑇𝑖𝑚𝑒 is the measure of how many minutes one spends watching 

paint dry. We could then determine the rules for behavior such that conformity with them 

maximizes 𝑃𝑎𝑖𝑛𝑡𝐷𝑟𝑦𝑇𝑖𝑚𝑒, and call these 𝑃𝑎𝑖𝑛𝑡𝐷𝑟𝑦-𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦. But showing that 

conformity with the rules of 𝑃𝑎𝑖𝑛𝑡𝐷𝑟𝑦-𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦 maximized 𝑃𝑎𝑖𝑛𝑡𝐷𝑟𝑦𝑇𝑖𝑚𝑒 would not 

vindicate these rules: it would not show that 𝑃𝑎𝑖𝑛𝑡𝐷𝑟𝑦-𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦 is normative in any 

meaningful way.  

I think there is another way, however, to make sense of a reinterpretation of our utility measure, so 

as to justify its relevance to only certain kinds of options. We can think of the utility measure as a 

measure of how well we do at a particular task, where that task is defined by the domain we are 

using. 

Here is one way of illustrating this view.13 Epistemic utility, or, more aptly, accuracy measures, can 

be viewed as a measure of how well you do epistemically, given a set of propositions. It is in this 

sense analogous to a score on a test where every question is obligatory and points are lost for every 

question not answered correctly. There is no good asking to compare people who took different 

tests, and there is no way you can score higher by failing to answer a question. Nor can you score 

higher by requesting more questions. Two students are only comparable on sets of questions they 

both answered. 

If this is what Pettigrew has in mind, then it appears we can summarize his view like so: the utility of 

any credence function is given by total Brier accuracy (or a similar rule). Dominance arguments for 

probabilism go through, however, because changing the domain of your credence function is not to 

be considered an option in the decision-theoretic sense. The reason for this is that the utility of a 

 
13 It is due to conversation with Dr. Jason Konek (but probably butchered in my retelling). 
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credence function is not its all-things-considered value, nor even a guide to all-things-considered 

rationality. Rather, the utility of a credence function just tells you how well an agent does, 

epistemically, with respect to that domain.  

This view seems perfectly coherent to me (but as I shall shortly argue, it has rather significant 

consequences). Consider an archer taking shots at moving targets – or perhaps a marksman aiming 

at clay pigeons.14 We can assess them in two ways. The accuracy of their shot might be thought of as 

the percentage of shots they actually take that hit the target. On the other hand, the total quality of 

their marksmanship is probably better thought of as the number of targets they hit proportionate to 

their total opportunities. It is no smudge against your accuracy to fail to hit a target you did not 

shoot at, but it may be a mark against your all-things-considered shooting ability, which includes 

your alertness, your speed on the draw, etc. The case is perhaps more obvious if you imagine a 

hunter who first has to track his prey before shooting it. It is possible to isolate their skill at shooting, 

their accuracy if you like, but to do so is rather to abstract from their general skill as a hunter, or 

from their ability with regard to their actual target – to acquire game. 

In the same way, I take it Pettigrew imagines the options available and the utility score are, in a 

certain way, both designed together to be a picture of how accurate an agent is against a given set 

of propositions. And it is perfectly coherent to try to measure this property of epistemic excellence 

against a given domain. And it is also clear why such a measure cannot be sensibly applied to 

comparisons between credence functions of different sizes. It therefore fixes the everything 

dominated problem, albeit, it does so at the cost of comparability. 

I think there are drawbacks to the view however. These begin with what I think is a tacit and 

unmotivated relativism in this interpretation of accuracy scoring rules. In the analogy of the hunter, I 

could, if I wanted to, restrict my assessment of the hunter’s ability to how well they hit the target 

 
14 I should acknowledge Sosa’s well known image of the archer as inspiration for this analogy (Sosa, 2007, p. 
22). 
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when they shoot their game. But doing so, whilst not incoherent, seems arbitrary. If I tried to draw 

conclusions about the nature of good hunting from this restrictive assessment of the hunter, I would 

surely be going wrong. 

Similarly, although it is possible and coherent, even interesting, to restrict epistemic utility to mere 

accuracy relative to a set of propositions, it is arbitrary to do so without reason, and pernicious to 

then infer from this measure general facts about how well the agent does in some general sense 

(i.e., epistemically). This leads to a warped or incomplete view of epistemic rationality. 

4.3 Two accuracy dilemmas 

Allow me to close the chapter, and indeed, the thesis, with two dilemmas. Take veritism to be the 

view that, at bottom, all epistemic value reduces to accuracy. Then this chapter has been strong 

evidence that epistemic utility is possibility sensitive. A credence function can only be measured for 

accuracy, in a fully general way that allows comparisons between credence functions of different 

sizes, if we pick a large domain as a kind of neutral place to assess from, and use something like 

extended total Brier inaccuracy (§ 4.1). 

So the first arm of the first dilemma is to accept the fact that accuracy and epistemic utility is 

possibility sensitive – which implies either that our epistemic judgments are always unavoidably 

biased – or, perhaps, that they depend on finding the correct or object domain from which to assess 

an agent.  

The second branch of the first dilemma is to reject this view and therefore hold that epistemic utility 

measures cannot make comparisons between credence functions of different size.  And if we take 

this branch we face the second dilemma: to reject veritism, or to shrink the realm of epistemic 

rationality. 
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For, if accuracy measures cannot capture questions concerning changes to the number of opinions 

an agent has, this is either because such questions are not about epistemic rationality, or because 

accuracy does not underwrite every question about epistemic rationality. 

If we shrink the realm of the epistemic we can maintain that accuracy predicts epistemic norms, and 

that epistemic rationality governs the assignment of credences over a given domain. However, we 

leave much of what might intrinsically be thought of as epistemic, and moreover much of the advice 

we need when we look to epistemology, up for grabs. Epistemic rationality becomes limited to a few 

house-keeping rules: coherence, responsiveness to evidence, etc., but cannot answer the truly 

interesting questions of epistemology.  

Another consequence of “shrinking” the realm of epistemic rationality, is that, though we save the 

arguments by which accuracy measures can predict rational norms, it is not clear that we actually 

save the philosophical point of those arguments. Why is accuracy maximization or accuracy 

dominance epistemically significant on this view? If a real and valuable quantity, accuracy, is really 

the grounds of epistemic rationality, why is it not valuable to achieve it by other means, such as 

changing your domain? Talbot’s critique rings in the ears.  Accuracy may be a good predictor of 

epistemic norms, or a good indicator of epistemic excellence relative to a set domain, but it is not 

clear that it does much work to justify or ground epistemic rationality. 

Still, if we take the other arm of the second dilemma, and say that our utility scores are not 

exhaustive of all that is epistemically valuable, then we abandon veritism. There is a wider world to 

epistemic value, even epistemic value for credences, than is captured by accuracy. This, then, is the 

accuracy argument against veritism. If we are to use accuracy arguments and not accept the 

possibility sensitivity in our measures thereof, neither shrink the domain of epistemic rationality, 

then we must abandon strict veritism. 

In the end, however, whichever arm of the dilemma we take, whether we shrink the domain of the 

epistemic, or abandon veritism, makes little difference. The point is not really to capture the essence 
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of epistemic value, but to answer the questions in the vicinity that are interesting or important to us. 

Clearly we discover, by examining accuracy measures, that there are things of interest, in the 

vicinity, that are left out of account by such measures. And those include questions of the 

significance and value to our cognitive lives of conceptualizations of the possible. 
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