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Abstract 
Parameter estimation is typically used as part of model development to determine the 
values of unknown parameters. However, depending on the model complexity the number 
of parameters can also vary. High complexity models have large numbers of parameters 
requiring more computational effort to determine them and are also prone to overfitting. 
Low complexity models have smaller numbers of parameters but may have reduced 
accuracy. Based on available experimental data cross-validation can be used to compare 
different complexity models and determine the most appropriate complexity (James et 
al., 2013). Alternatively, it is possible to look at the identifiability of parameters based on 
experimental data which considers the sensitivity and correlation between parameters. 
Both these types of methodologies can be used to reduce the complexity of models such 
that insensitive and/or dependent/correlated can be removed or re-estimated and an 
alternative set of parameters can be computed. In this work both types of methods are 
explored with examples. Cross-validation combined with a Least Absolute Shrinkage and 
Selection Operator (LASSO) regularisation method is used to reduce the complexity of 
linear empirical equations for predicting the performance of downdraft biomass 
gasification (Binns and Ayub, 2021). Sensitivity and identifiability methods utilizing the 
Fischer Information Matrix (FIM) are used to reduce the complexity of a nonlinear system 
of partial integral differential equations describing a population balance model for 
microalgae cultivation (Usai et al., 2022). Application of these methods allows the 
number of parameters to be reduced depending on the tolerance and/or accuracy required.  
 
Keywords: Model reduction, Parameter estimation, Optimisation, Identifiability, 
LASSO. 

1. Introduction 
Model development typically starts from some knowledge derived from existing 
experimental data and the equations which have previously been used to model similar 
systems. Based on this starting point a model might be suggested which includes all 
known physical variables and parameters which affect the system outputs. This approach 
might lead to a complex model for which there are a large number of unknown 
parameters. For this reason model reduction and identifiability methods can be used to 
reduce the complexity (Baker et al., 2015). In this study we compare two different 
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approaches for model reduction combined with parameter estimation: LASSO based 
regularization (James et al., 2013; Binns and Ayub, 2021) and a sensitivity and 
identifiability analysis utilizing the Fischer information matrix and multi-objective 
optimisation to reduce correlations and improve identifiability. 

2. Parameter estimation methods 
Parameter estimation involves minimising or reducing the difference between model 
predictions and experimental values by changing the values of parameters in the models. 
This is typically achieved by minimising a least-squares type function such as equation 1 
where 𝑦! is the experimental value, 𝑦"! is the corresponding model prediction and 𝑁 is the 
number of data points. 

𝑅𝑆𝑆 ='(𝑦! − 𝑦"!)"
#

!$%

																																											(1) 

The number of parameters to be estimated depends on the complexity of the terms used 
in the models to predict 𝑦"!.  
2.1. Parameter elimination 
Reducing the complexity of models may be possible through the elimination of certain 
parameters which are either insensitive or do not affect the model outputs. There are 
potentially three ways by which parameters can be eliminated 

• Set parameter to 0 
• Set parameter to 1 
• Set parameter to a fixed value 

In cases where a fixed value is used this is defined using existing knowledge of the 
system. Alternatively setting values to 0 or 1 will typically allow the model equations to 
be written in a simpler form. 
2.2. LASSO regularisation 
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Regularisation is the methodology where the objective function from equation 1 is 
modified to include a second set of terms including the sum of the values of 𝑛 parameters, 
𝛽, multiplied by a factor, 𝜆. When this function is minimised the values of parameters are 
also minimised and if the absolute values of 𝛽 are used (as shown in equation 2) the effect 
is that a number of parameters are set equal to zero (James et al., 2013). Varying the value 
of 𝜆 will change the number of parameters set to zero. A very small 𝜆 value leads to the 
same solution obtained by minimising equation 1, a very large value 𝜆 will lead to a 
solution where all the parameters are set to zero. Additionally, this value will also affect 
the model accuracy, so cross-validation is required to find the most appropriate value of 
𝜆. In particular cross-validation involves dividing the training set into a number of 
sections or folds. One of the folds is selected for testing and the remainder are used for 
training. Sequentially repeating this for every fold will then lead to an overall cross 
validation mean square error. This cross validation is then repeated for every value of ,	𝜆 
being considered giving a range of different model solutions with varying accuracy and 
varying numbers of non-zero parameters. 
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2.3. Sensitivity and identifiability analysis 
2.3.1. Sensitivity based parameter reduction 
 
As mentioned in section 2.1 a parameter might be eliminated by setting its value to either 
zero, one or some pre-defined fixed value. Starting from some existing full model 
containing possibly a very large set of parameters the change in model output (y) resulting 
from and a small change in each parameter (P) will give sensitivity values as shown in 
equation 3. Then sequentially considering the elimination of each parameter by setting it 
to some fixed value and checking if the resulting model error exceeds some specified 
tolerance leads to a reduction of the number of parameters.  

𝑆( =
𝑑𝑦
𝑑𝑃																																																																																					

(3) 

2.3.2. Identifiability analysis and correlations 
After reducing the number of parameters either through the regularisation (as described 
in section 2.2) or utilizing sensitivities and a sequential removal method (as described in 
section 2.3.1) it is useful to consider the identifiability of the remaining parameters. Based 
on the available experimental data identifiability analysis asks which of those parameters 
can be uniquely identified. Those without a unique solution may have a range of 
acceptable values or it may not be possible to identify a reasonable value. Starting from 
the sensitivities it is possible to calculate the Fischer Information Matrix (FIM) which 
uses the local sensitivities around a fitted set of parameters (Sp) together with the weighted 
variance 7Σ9:. 
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)
Σ9*% >𝑆((𝑖, 𝑗)A

#!"#$%&

&$%

#&'$

+$%

																					(4) 

 
The inverse of this FIM gives a lower bound for the covariance matrix which can be used 
to calculate the correlation matrix (Stoica and Ng, 1998; Baker et al., 2015). The 
following equations (5-8) are suggested in order to minimise correlations between 
parameters. From the correlation matrix (𝝆) it is possible to calculate an overall 
correlation coefficient as shown in equation 5. Subsequently from this correlation matrix 
the most highly correlated parameter (with the highest 𝐼+) is chosen as a pivot parameter 
and other parameters which are strongly correlated with this are defined by linear relations 
as in equation 6. 

𝐼+ = ' 𝜌&+

#$"("#&)&(!

&$%

																																																																(5) 

𝑃& = 𝐶&+𝑃+ 																						                                            (6) 

𝑍% = 𝑚𝑖𝑛 I
𝑦7𝐶&+𝑃: − 𝑦7𝑃9:

𝑦7𝑃9:
J
"

																																								(7) 

𝑍" = 𝑚𝑖𝑛	𝐼+7𝐶&+:																																																																				(8) 
 

To reduce the magnitude of correlations present the correlation values can be optimised 
(subject to any bounds on the final parameter values from the model) by minimising 𝑍" 
as defined in equation 8. A second objective is given in equation 7 which is the deviation 
in model output between using the original parameters and those modified by changing 
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the correlation values. Hence, this is a multi-objective optimisation which should give a 
pareto curve of possible solutions. If parameters change without affecting model results 
this suggests they are not identifiable and can be eliminated or set to constant values. 

3. Case studies 
3.1. Empirical models for biomass gasification  
Biomass gasification models should predict the outlet gas composition based on a number 
of input variables. In particular the input biomass composition 
(𝑈𝑙𝑡𝑖𝑚𝑎𝑡𝑒	𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠:%𝐶,%𝐻,%𝑂,%𝐴𝑠ℎ), moisture content (𝑀𝐶), equivalence ratio 
(𝐸𝑅) and gasification temperature 7𝑇,-.: are expected to affect the output gas 
composition. For the gasifier considered here additional inputs are also available 
including grate rotation speed (𝐺𝑟), gas fan speed (𝐹𝑠), Wet bulk biomass density (𝑏𝑢𝑙𝑘) 
and biomass void percent (𝑣𝑜𝑖𝑑). 
 

 
Figure 1. Block diagram representing a biomass gasifier. 
 

Although more complex models are possible, for example based on knowledge of reaction 
kinetics, in this study simpler empirical models are considered relating the inputs with the 
outputs through linear and quadratic expressions. In this case the experimental data of 
Chee (1987) is used including 34 data points with inputs and outputs defined in Table 1. 
This is the same case investigated by Binns and Ayub (2021) who focused on finding the 
minimum cross-validation error model for each output. Here we consider the ranges of 
solutions which can be found with varying 𝜆, the accuracy and simplicity of models 
obtained. For this purpose we consider the modelling of CO2 volume percentage in the 
produced gas with a range of possible solutions shown in table 1 and figure 2. As can be 
seen from figure 2 and table 2 the model accuracy varies with changing value of 𝜆. For 
lower values all eleven parameters are non-zero but the cross-validation error is highest. 
The lowest cross-validation error is achieved in a linear model with 7 non-zero parameters 
and at high values of 𝜆 all the parameters are zero and the model reduces to a constant 
value with a single fixed value. 
 

 
Figure 2. Cross-validation mean square error for CO2 using a linear model with varying 
𝜆. The number of non-zero parameters excludes a constant fixed parameter (𝛽/). 
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Table 2. Parameter reduction using LASSO regularisation (Binns and Ayub, 2021) 
𝜆	𝑣𝑎𝑙𝑢𝑒 Cross validation 

error 
Expression 

𝜆 = 0.001 1.8851 𝐶𝑂"(%) = 𝛽/ + 𝛽%𝑇𝑔𝑎𝑠 + 𝛽"𝐸𝑅 + 𝛽0𝑀𝐶
+ 𝛽1𝐻 + 𝛽2𝑂 + 𝛽3𝐶 + 𝛽4𝐴𝑠ℎ
+ 𝛽5𝐺𝑟 +	𝛽6𝐹𝑠 + 𝛽%/𝐵𝑢𝑙𝑘
+ 𝛽%%𝑣𝑜𝑖𝑑 

𝜆 = 0.2069 0.6402 𝐶𝑂"(%) = 𝛽/ + 𝛽"𝐸𝑅 + 𝛽0𝑀𝐶 + 𝛽2𝑂
+ 𝛽4𝐴𝑠ℎ + 𝛽5𝐺𝑟 +	𝛽%/𝐵𝑢𝑙𝑘
+ 𝛽%%𝑣𝑜𝑖𝑑 

𝜆 = 0.3360 0.8053 𝐶𝑂"(%) = 𝛽/ + 𝛽"𝐸𝑅 + 𝛽0𝑀𝐶													 
𝜆 = 1.4384 1.2909 𝐶𝑂"(%) = 𝛽/ 

3.2. Population balance models for microalgae cultivation  
 

The population balance model considered here is for the growth of the microalgae 
Haematococcus pluvialis from the model developed by Usai et al. (2022). This model 
describes the growth (G), birth (B), disappearance of mother cells (M) and cell lysis (D) 
giving the overall population balance in equation 9. 
 

𝜕𝛹7
𝜕𝑡 + 𝐺(𝑣) = 𝐵(𝑣) −𝑀(𝑣) − 𝐷(𝑣)																			(9) 

 
where 𝛹7 is the density distribution function of cells in the system. 
The full model including expressions for each of the terms in equation 9 requires 34 
parameters which are fitted to experimental data (Usai et al. 2022). It can be shown that 
applying sensitivity based parameter reduction 10 parameters can be eliminated with a 
tolerance of 0.05. Increasing the tolerance would allow more parameters to be eliminated 
(similar to the way increasing 𝜆 reduces the number of parameters). 
 

Table 3. Parameter reduction using sensitivity approach (Usai et al., 2022b) 
𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 Parameters 

eliminated 
Total parameters remaining 

0.025 5 29 
0.05 10 24 
0.1 11 23 

 
After the reduction of parameters, the sensitivity values can also be used to calculate the 
Fischer information matrix and subsequent covariance and correlation matrices. This 
identifies a number of strong correlations including existing relations between Monod 
kinetic parameters. If the objective function in equation 8 is minimised the magnitude of 
most correlations can be reduced by approximately 35%. 

4. Discussion and conclusions  
Two methods for model reduction based parameter estimation have been evaluated with 
two case studies and both are able to reduce complexity of the resulting models. A 
comparison of the two methods can be seen in table 4. The main advantage of the LASSO 
regularisation method is that it can start from a very complex model and directly reduce 
the number of parameters as part of the parameter fitting while the sensitivity and 
identifiability approach generally starts from a full fitted complex model before reducing 
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model complexity. However, the sensitivity and identifiability approach can more directly 
control the accuracy of the reduced model through the setting of a tolerance. It also offers 
more flexibility in terms of how to eliminate parameters, although possibly the LASSO 
regularisation could be modified so it can eliminate parameters is the same way. The main 
advantage of the sensitivity and identifiability methods are that they identify potential 
correlations between parameters and optimisation methods can be used to reduce the 
correlation values and potentially improve the identifiability of the model. 
 

Table 4.  Comparison of model reduction based parameter estimation methods 
Issue LASSO regularisation 

(Binns and Ayub, 2021) 
Sensitivity and 

Identifiability analysis 
 

Complex 
initial model 

Can identify reduced models starting 
from a very complex model 

l
𝑁(-8-9:;:8. ≫ 𝑁<-;-(=&';.	

𝑁8:<>?:<	(-8-9:;:8. < 𝑁<-;-(=&';.
o 

Requires full potentially 
complex model with fitted 
parameters as starting point 

Accuracy vs. 
simplicity 
control 

Control using 𝜆 factor 
(accuracy or model error must be 
calculated as an extra step) 

Control using model 
tolerance 

Parameter 
elimination 

Set eliminated parameters to zero Set eliminated parameters to 
either zero, one, or to 
specified values 

Correlations 
and 
identifiability 

Does not test for correlations. 
Reduces some statistical 
identifiability issues by reducing the 
number of parameters compared to 
the number of data points  

Identifies potential 
correlations 
Can reduce correlation 
values to improve 
identifiability 
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