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Abstract—Intelligent reflecting surfaces (IRSs) can actively
adjust the wireless environment. However, accurate channel
estimation on IRS-aided communication systems is difficult to
obtain. Therefore, we study a robust beamforming design for
an IRS-aided integrated data and energy transfer (IDET) with
imperfect channel state information (CSI). Against the uncertain
channel estimation error, we robustly design the transmit beam-
formers of the transmitter and the passive reflecting beamformer
of the IRS to minimize the transmit power by satisfying both
the wireless data transfer (WDT) and wireless energy transfer
(WET) requirements for realising energy-sustainability in 6G.
A successive target migration optimization (STMO) algorithm
is proposed to obtain a robust design. The transmit covariance
matrices are optimized by relaxing rank-one constraints, when
a passive reflecting beamformer is given. Then, the target to
minimize the transmit power is migrated to maximize the QoS
requirements of energy users due to the fixed transmit power.
A local optimal reflecting beamformer is obtained for improving
the attainable WET performance, when the transmit covariance
matrices are given. Finally, we prove that the rank-one transmit
beamformers can always be found, which have the same WET
and WDT performance as the transmit covariance matrices. The
numerical results demonstrate the advantage of our design.
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intelligent reflecting surface (IRS), non-linear energy harvester,
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I. INTRODUCTION

A. Background and Motivation

The number of Internet of Everything (IoE) devices is
expected to increase from about 7 billion in 2018 to 22
billion by 2025, laying the foundation of the future smart
home, smart industry and smart city [1], [2]. However, the IoE
devices are suffering from the problem of energy supplement
[3], [4]. Therefore, radio-frequency (RF) signals are relied
upon for providing integrated data and energy transfer (IDET)
services towards them [5], [6]. In order to achieve energy-
sustainability in future 6G, we should substantially reduce the
energy consumption by satisfying both the data and energy
requirements of IoE devices [7].

In order to overcome the adverse effect induced by the large
path-loss, multiple antennas at transmitters are implemented
for the sake of substantially improving the IDET performance
[7], [8]. Furthermore, intelligent reflecting surface (IRS) with
massive low-cost passive reflecting elements was regarded as
a promising technology to improve the performance of next
generation wireless communication [9]. Moreover, IRS was
also implemented to improve the IDET performance towards
IoE devices, by providing enormous spatial gains [10].

However, the channel estimations of the IRS cascaded
channels is not very accurate. This is because the IRS has
no RF chains and the number of reflectors in the IRS is far
larger than the number of antennas in the transmitter, which
results insufficient degree of freedom for channel estimation.
Therefore, the robust beamforming design is required in an
IRS aided IDET system.

B. Related Works

There are many beamforming design in MIMO and IRS
system. For example, Park et al. [11] studied the multiple-
input-multiple-output (MIMO) full-duplex wireless powered
communication network (WPCN). They optimized the user
selection, antenna switching and beamforming to maximize
the average sum-rate, while satisfying energy requirements.
Ma et al. [12] designed the energy beamformer and infor-
mation beamformer in the massive MIMO system to max-
imize the sum-rate. Zhu et al. [13] considered the secrecy
IDET mmWave system. They jointly designed the digital
beamformer, artificial noise matrix and power splitting ratio
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to maximize the secrecy rate, while satisfying energy re-
quirements. Hu et al. [14] designed the transmit beamformer
and receive combining for the sake of maximizing the fair-
throughput in the MIMO WPCN system subject to the energy
requirements. However, efficient design to reduce the huge
energy consumption of delivering IDET services has not
been considered yet. Specifically, Wu et al. [15] studied
an IRS-assisted IDET system, where the transmit precoder
and the passive reflecting beamformer are jointly optimized
for minimizing the transmit power, subject to the quality-
of-service (QoS) constraints at all users. Zou et al. [16]
investigated a wireless powered IRS for communications. The
IRS could work in both energy harvesting mode and signal
reflecting mode. The maximum achievable rate was obtained
by optimizing the transmit beamformer, the passive reflecting
beamformer and the IRS’s time allocation between these two
modes. Pan et al. [17] studied an IRS-aided IDET system.
To maximize the weighted sum-rate, the transmit precoders
and passive reflecting beamformer were jointly optimized by
guaranteeing the energy harvesting requirements of energy
receivers. IRS is also applicated for sensing. Shao et al. [18]
proposed a new self-sensing IRS architecture where it’s capa-
ble of both transmitting and reflecting signals. Hu et al. [19]
proposed an IRS aided integrated sensing and communication
(ISAC), where the transmission protocol, location sensing and
beamforming optimization. Yu et al. [20] investigated the IRS
aided multi-user ISAC system, where IRS assists the data
transmission and conducts the user localization.

All the above-mentioned works assumed that the CSI was
perfect for both transmitters and receivers. However, accurate
channel estimations on IRS related channels were challenging
in practice [21], [22]. Wang et al. [21] proposed a three-
phase framework of a pilot-based channel estimation for IRS-
assisted uplink multiuser communications. Direct user to base
station (BS) channels and a single user-IRS-BS reflected
channel were firstly estimated, respectively, while the other
user-IRS-BS reflected channels were estimated. Arajo et al.
[23] invoked a tensor modelling approach by using pilots to
estimate the channel of an IRS aided MIMO communication
system. Zhou et al. [22] considered that a BS-IRS-user link
was decomposed into multiple sub-channels, each of which
corresponds to a single IRS element. Then these sub-channels
warily estimated one-by-one.

However, since there are too many passive reflecting ele-
ments in an IRS, the channel estimations were not as accurate
as traditional MIMO system. Therefore, a robust design for
an IRS-aided communication system is essential, which repre-
sents a design with imperfect channel state information (CSI).
Zhou et al. [24] considered a robust beamforming scheme
for an IRS-aided multi-user (UE) MIMO system under an
assumption of imperfect CSI. They aimed for minimizing
the transmit power, while satisfying the achievable rate re-
quirements of all users for all possible realizations of channel
estimation errors. Niu et al. [25] investigated a robust design
of an IRS aided secure IDET wireless communication system.
They designed a transmit beamformer and an artificial-noise
covariance matrix of the transmitter as well as the passive
reflecting beamformer of the IRS to maximize the minimum

achievable rate, subject to the outage probability constraints
with statistical cascaded CSI errors. Yu et al. [26] investi-
gated an IRS aided IDET system by considering the outage-
constrained robust design under imperfect CSI.

In a nutshell, the existing works on the design of IRS aided
IDET system has the following drawbacks:

• Some works [10], [27]–[29] impractically assumed per-
fect CSI, since accurate CSI of the transmitter-IRS-
UE link is difficult to obtained. Some works [24], [30]
in robust design of IRS aided WDT only considered
a transmitter-IRS-UE link, while ignoring the direc-
t transmitter-UE link. By taking these two links into
account, both WDT and wireless energy transfer (WET)
performance can be substantially improved.

• Some work [25] maximized the achievable rate in a
robust IRS aided IDET system. However, a robust design
of IRS aided IDET to minimize the transmit power is also
important to achieve energy-sustainability in future 6G.

• In the IRS aided MIMO-IDET robust design, the trans-
mit beamformers and passive beamformer are optimized
alternately. Some works [30]–[32] only design the trans-
mit covariance matrices of the transmit beamformers
by relaxing the rank-one constraints with the classic
semi-definite programming (SDP). However, only the
rank-one transmit beamformer can be practically imple-
mented. Some works [30], [33] recovered the rank-one
beamformer in robust and secure communication system.
However, how to recover the transmit beamformer from
the covariance matrices without performance loss in an
IDET system is still an open problem.

• In the robust passive beamformer design of the IRS,
some work [31] optimized the passive beamformer to
simultaneously improve the WDT and WET performance
in the IDET system, while [32] solved the feasibility
check problem associated with passive beamformer when
the transmit beamformer is given in the IDET system.
However, the convergence in both [31] and [32] cannot
be guaranteed. Therefore, we need to carefully design the
passive beamformer in a robust IRS aided IDET system.

C. Novel Contributions

In order to overcome the above-mentioned drawbacks, our
novel contributions are summarized as below:

• We investigate an IRS aided energy sustainable network
for achieving the following two goals: 1) Reduce the
transmit power of the transmitter; 2) Provide IDET
services to both data users (DUs) and energy users
(EUs). Active transmit beamformers of the transmitter
and passive reflecting beamformers of the IRS are jointly
designed for the sake of minimizing the transmit power
with imperfect CSI, while the QoS requirements of both
DUs and EUs are satisfied.

• A successive target migration optimization (STMO) algo-
rithm is proposed to minimize the transmit power, whose
convergence is proved. Given a fixed passive reflecting
beamformer, by relaxing the rank-one constraints, a sub-
problem of optimizing the transmit covariance matrices
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Fig. 1. IRS added MIMO system.

to minimize the transmit power is converted to a convex
optimization problem. Given a fixed transmit covariance
matrices, the target to minimize the transmit power is mi-
grated to maximize the QoS requirements of EUs. A local
optimal reflecting beamformer is obtained for improving
the attainable WET performance, while satisfying the
WDT requirements. We then prove that the transmit
power reduces in the next iteration, if the optimum WET
performance is higher than the constraints.

• We prove that the rank-one transmit beamformers can
be always found, which has the same WET and WDT
performance as the transmit covariance matrices.

• Numerical results verify the performance advantage of
our robust design. We demonstrate that the transmit
power increases with higher WDT or WET requirements.
The transmit power decreases with more reflector in the
IRS due to the increased spatial gain. Furthermore, the
transmit power increases with higher estimation errors.

The rest of the paper is organized as follows: Our system
model is introduced in Section II, while both the problem for-
mulation and the optimal joint design are obtained in Section
III. After presenting pivotal numerical results in Section IV,
our paper is concluded in Section V.

Notation: (·)H denotes transpose-conjugate operations. |a|
and ||a|| are the magnitude and norm of a scalar a and vector
a. ||A||F denotes the Frobenius norm of matrix A. A(i, j)
represents the element at the i-th row and the j-th column
in A. vec(A) is the vectorization of matrix A. diag(a) is
the diagonal matrix generated by the vector a. DUk and EUl

represent the k-th DU and the l-th EU. ⊗ is the Kronecher
inner product. var(a) is the variance of random variable a.

II. SYSTEM MODEL

An IRS aided MISO-IDET system consists of a single
transmitter equipped with Nt > 1 antennas, an IRS equipped
with M > 1 passive reflectors, K data users (DUs) and L
energy users (EUs) both equipped with a single antenna. The
EUs are usually low-power wireless sensors, which needs
to be remotely recharged. The wireless channel from the
transmitter to the IRS, that from the IRS to the k-th DU

(DUk) or the l-th EU (EUl) and that from the transmitter
to DUk or EUl are denoted as Hr ∈ CM×Nt , gk ∈ CM×1 or
gl ∈ CM×1, and hd,k ∈ CNt×1 or hd,l ∈ CNt×1, respectively,
as illustrated in Fig.1.

The transmitter broadcasts the Gaussian data symbols s =
[s1, s2, · · · , sK ] to all users, where si is a 1 × 1 complex
scalar satisfying a complex Gaussian distribution, i.e., si ∼
CN (0, 1). The transmitter also broadcasts Nt energy flows
sE ∈ CNt×1 to recharge all EUs, where sE(j) ∼ CN (0, 1) for
∀j. Denote that the phase-shifter of the m-th passive reflector
of the IRS by a complex number ϕm satisfying |ϕm| = 1.
Therefore, the passive reflector simply multiplies the incident
multi-path signals by ϕm and it then reflects the adjusted
signal to the DUs and EUs. The k-the DU and l-th EU receive
the RF signal directly transmitted by the transmitter and that
reflected by the IRS, which are then expressed as

yk = (hH
d,k + gH

k ΦHr)(

K∑
i=1

fisi + FEsE) + nk,

k = 1, · · · ,K, (1)

yl = (hH
d,l + gH

l ΦHr)(

K∑
i=1

fisi + FEsE) + nl,

l = K + 1, · · · ,K + L, (2)

respectively, where Φ ∈ CM×M is the diagonal phase-shifter
matrix having Φ(m,m) = βmϕm for ∀m = 1, 2, · · · ,M
and fi ∈ CNt×1 for ∀i = 1, 2, · · · ,K is the active trans-
mit beamformer towards DUi, while FE ∈ CNt×Nt is
an energy precoding matrix. Note that βm ∈ [0, 1], for
∀m = 1, 2, · · · ,M is the amplitude reflection coefficient of
the m-th passive reflector. We assume that βm = 1 for ∀m,
while ni, for ∀ i = 1, 2, · · ·K+L is the white noise satisfying
ni ∼ CN (0, σ2).

The achievable rate of DUk is expressed as

rk = log

(
1 +

||(hH
d,k + gH

k ΦHr)fk||2

Ik + σ2

)
, (3)

where Ik =
∑

i̸=k ||(hH
d,k + gH

k ΦHr)fi||2 + ||(hH
d,k +

gH
k ΦHr)FE ||2, while the received RF power of EUl is

expressed as

ERF
l =

K∑
i=1

||(hH
d,l+gH

l ΦHr)fi||2+||(hH
d,l+gH

l ΦHr)FE ||2.

(4)
Discussion: The transmitter broadcasts the data symbols

s = [s1, s2, · · · , sK ] to all users, where si is a 1 × 1 M-
QAM modulated symbol satisfying E(si) = 1. The k-th user
receives both the RF signal directly from the transmitter and
that reflected by the IRS, which are then expressed as

yk = (hd,k + gkΦHr)(

K∑
i=1

fisi + FEsE) + nk,

k = 1, · · · ,K, ” (5)

When the SINR is low, the receiver may not detect the
received signal with low bit-error rate. [34] investigates the
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achievable rate in IDET system with discrete transmitted
symbol, while the achievable rate of DUk is expressed as

rk = log2 M − 1

M

∑
x∈χ

log2[1 + (M − 1)

× exp(− γ

M − 1

∑
x′∈χ,x′ ̸=x

|x− x′|2)], (6)

where χ is the set of all the modulated symbols, and x is any
symbol in χ.

Observe from Eq. (6) that the SINR results in a higher
achievable rate. Therefore, we reformulate the constraint of
the achievable rate on DUk to that of the SINR constraints.
Further, the beamformer at the transmitter and the IRS is
readily obtained with the aid of the STMO algorithm.

According to [21], [35], [36], the channel estimations of
the direct channels from the transmitter to the users is much
more accurate than that of the IRS cascaded channels. This
is because the IRS has no RF chains and the number of
reflectors in the IRS is far larger than the number of antennas
in the transmitter, which results insufficient degree of freedom
for channel estimation. Therefore, we assume that the CSI
of the cascaded transmitter-IRS-user channel is imperfect.
According to [21], the IRS cascaded channels is estimated
as diag(ĝH

l )Ĥr. However, channel estimation error always
exists due to the hardware and inefficient algorithm. Therefore,
the relationship between the actual CSI and its estimated
counterpart is modelled as

diag(gH
l )Hr = diag(ĝH

l )Ĥr +∆l. (7)

where ∆l represents the channel estimation error satisfying
||∆l||F ≤ ϵ.

According to [37], the saturated non-linear energy harvest-
ing model is expressed as

EDC
l = Ψ(ERF

l ) =
EDC

max

X(1 + exp(−a(ERF
l − b)))

−Y, [Watt]

(8)
where ERF

l is the input RF power and EDC
l is the output

DC power. X = exp(ab)
1+exp(ab) and Y =

EDC
max

exp(ab) are constants,
where a and b represent the joint impact of the resistances,
the capacitances, and the circuit sensitivity on the rectifying
process. Denote that EDC

max represents the saturated upper-
bound of the output DC power.

III. PROBLEM FORMULATION AND ALGORITHM

Our goal is to minimize the total transmit power at the
transmitter by jointly designing the transmit beamformers
{f1, · · · , fK ,FE} of the transmitter and the passive reflecting
beamformer Φ of the IRS. This problem is formulated as

(P1): min
f1,··· ,fK ,FE ,Φ

K∑
i=1

||fi||2 + ||FE ||2, (9)

s.t. rk ≥ r0, ∀∆k, k = 1, 2, · · · ,K, (9a)

EDC
l ≥ E0, ∀∆l, l = K + 1, · · · ,K + L, (9b)

||∆i||F < ϵ, i = 1, 2, · · · ,K + L, (9c)

|Φ(m,m)|2 = 1, m = 1, 2, · · · ,M, (9d)

where the WDT requirements of the DUs and the WET
requirements of the EUs are expressed in (9a) and (9b),
respectively. Moreover, (9c) represents that the channel es-
timation error ∆i is upper-bounded, while (9d) illustrates the
norm constraints on the passive reflecting beamformer of the
IRS. Unfortunately, (P1) is difficult to solve, because we are
uncertain about the exact value of the channel estimation error
∆i and the energy harvesting function is non-linear.

By considering the monotonically increasing property be-
tween the input RF power and output DC power, we may
replace the DC power constraints of Eq. (9b) by the RF
power constraints of Eq. (10b). Furthermore, a higher signal-
interference-plus-noise ratio (SINR) results in a higher achiev-
able rate. Therefore, (P1) can be equivalently reformulated as

(P1.1): min
f1,··· ,fK ,FE ,Φ

K∑
i=1

||fi||2 + ||FE ||2, (10)

s.t. γk ≥ γ0, ∀∆k, k = 1, 2, · · · ,K, (10a)

ERF
l ≥ ERF

0 , ∀∆l, l = K + 1,K + 2, · · · ,K + L,
(10b)

Eq.(9c), Eq.(9d)

where γk =
||(hH

d,k+gH
k ΦHr)fk||2

Ik+σ2 for ∀k = 1, · · · ,K, while γ0
satisfies log(1 + γ0) = r0 and ERF

0 satisfies Ψ(ERF
0 ) = E0.

Therefore, in order to always satisfy the WDT and WET
requirements, a robust design is adopted for combating all
possible channel estimation errors, even the worst one.

Lemma 1 [38] is introduced to solve the uncertainties of the
channel estimation error.

Lemma 1: {S-Procedure } Consider the following two
quadratic functions

h1(x) = xHA1x+ xHb1 + bH
1 x+ c1, (11)

h2(x) = xHA2x+ xHb2 + bH
2 x+ c2, (12)

where x ∈ CNt×1, and A1,A2 ∈ CNt×Nt are complex Her-
mitian matrices. The following two conditions are equivalent
to each other:

• h2(x̄) ≤ 0 for all x̄ satisfying h1(x̄) ̸= 0;
• There exists a λ ≤ 0 such that[

A2 b2

bH
2 c2

]
+ λ

[
A1 b1

bH
1 c1

]
≽ 0. (13)

Proof: Please refer to [38] for more details.
Lemma 2: Constraints (10a) in (P1.1) can be rewritten as

vec(∆)HAkvec(∆) + bH
k vec(∆) + vec(∆)Hbk + ck > 0

(14)

where we have

Ak =(fkf
H
k − γ0(

∑
j ̸=k

fjf
H
j + FEF

H
E ))⊗ (vec(Φ)vec(Φ)H),

bk =vec(vec(Φ)H(hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr))(fkf
H
k

− γ0
∑
i ̸=k

(
∑
j ̸=k

fjf
H
j + FEF

H
E )),

ck =(hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr)(fkf
H
k − γ0(

∑
j ̸=k

fjf
H
j

+ FEF
H
E ))(hH

d,k + vec(Φ)Hdiag(ĝH
k )Ĥr)

H − γ0σ2.
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Proof: Please refer to Appendix A for more details.
Therefore, by adopting Lemma 1 and Lemma 2, constraints

(10a) are equivalent to[
Ak + λkI bk

bH
k ck − λkϵ

]
≽ 0, ∀k = 1, 2, · · · ,K. (15)

Similarly, according to Lemma 1 and Lemma 2, constraints
(9c) are equivalent to[
Al + λlI bl

bH
l cl − λlϵ

]
≽ 0, ∀l = K + 1,K + 2, · · · ,K + L.

(16)
where we have

Al =(
K∑
j=1

fjf
H
j + FEF

H
E )⊗ (vec(Φ)vec(Φ)H),

bl =vec(vec(Φ)H(hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr))

× (
K∑
j=1

fjf
H
j + FEF

H
E )H ,

cl =(hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr)(
K∑
j=1

fjf
H
j + FEF

H
E )

(hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr)
H − ERF

0 .

As a result, (P1.1) can be reformulated as

(P1.2): min
f1,··· ,fK ,FEΦ

K∑
i=1

||fi||2 + ||FE ||2, (17)

s.t.
[
Ak + λkI bk

bH
k ck − λkϵ

]
≽ 0, ∀k = 1, 2, · · · ,K, (17a)[

Al + λlI bl

bH
i cl − λlϵ

]
≽ 0, ∀l = K + 1, · · · ,K + L,

(17b)

|Φ(m,m)|2 = 1, ∀m = 1, 2, · · · ,M, (17c)
λi ≥ 0, ∀i = 1, 2, · · · ,K + L. (17d)

A. Transmit Covariance Design with Fixed Reflecting Beam-
former

Let us denote the transmit covariance as Si = fif
H
i and

SE = FEF
H
E . When we fix the passive reflecting beamfomer

of the IRS, (P1.2) can be converted to

(P2): min
S1,··· ,SK ,SE

Trace(
K∑
i=1

Si + SE), (18)

s.t. λi ≥ 0, i = 1, 2, · · · ,K + L. (18a)
Si ≽ 0, i = 1, 2, · · · ,K (18b)
SE ≽ 0. (18c)
rank(Si) = 1, i = 1, 2, · · · ,K (18d)
Eq.(17a), Eq.(17b).

By relaxing the rank-one constraints of Eq. (18c), (P2) is
reformulated as

(P2.1): min
S1,··· ,SK ,SE

Trace(
K∑
i=1

Si + SE), (19)

s.t. Eq.(17a), Eq.(17b), Eq.(18a)− Eq.(18c)

Note that Ai, bi and ci for ∀i = 1, 2, · · · ,K + L are linear
with respect to {S1, · · · ,SK ,SE}. This problem is a convex
problem, which can be solved by a standard toolbox.

B. Reflecting Beamformer Design with fixed Covariance Ma-
trices

When {S1, · · · ,SK ,SE} are fixed, the value of the ob-
jective function in (P1.1) is a constant. We can optimize
the passive reflecting beamformer Φ to potentially improve
the WDT and WET performance. The attainable WDT and
WET performance are thus much higher than the original
requirements. When we optimize the covariance matrices
based on the passive reflecting beamformer Φ in next iter-
ation, we can further reduce the transmit power due to the
performance overflow. Here, we try to improve the WET
performance, while satisfying the WDT requirements. Our
goal is to maximize the lower-bound of all the EUs’ WET
performance. The problem is then formulated as

(P3): max
Φ

ERF , (20)

s.t. Eq.(9a)− Eq.(9d).

However, the constraint (9a) is non-convex with respect to
the passive reflecting beamformer Φ. In order to solve this
problem, we have the following proposition:

Proposition 1: The necessary conditions of constraints (9a)
are expressed as[

A
′[n]
k + µkI b

′[n]
k

b
′[n]
k

H
c
′[n]
k − µkϵ,

]
≽ 0, k = 1, 2, · · · ,K, (21)

where we have

A
′[n]
k = (Sk − γ0(

∑
i ̸=k

Si + SE))⊗ (vec(Φ)vec(Φ[n])H

+ vec(Φ[n])vec(Φ)H − vec(Φ[n])vec(Φ[n])H)

b
′[n]
k =

[
vec(vec(Φ[n])H(hH

d,k + vec(Φ)Hdiag(ĝH
k )Ĥr))+

vec(vec(Φ)H(hH
d,k + vec(Φ[n])Hdiag(ĝH

k )Ĥr))− vec(vec(

Φ[n])(hd,k + vec(Φ[n])diag(ĝk)Ĥr))
]
(Sk − γ0(

∑
i ̸=k

Si + SE))

c
′[n]
k = 2Re[(hH

d,k + vec(Φ[n])diag(ĝH
k )Ĥr)

(Sk − γ0(
∑
i ̸=k

Si + SE))(h
H
d,k + vec(Φ)diag(ĝH

k )

Ĥr)
H ]− (hH

d,k + diag(ĝH
k )Ĥr)(Sk − γ0(

∑
i ̸=k

Si + SE))

(hH
d,k + vec(Φ[n])diag(ĝH

k )Ĥr)
H − γ0σ2,

while vec(Φ[n]) can take an arbitrary value and µk ≥ 0.
Proof: Please refer to Appendix B for more details.

Similarly, the necessary conditions of constraints (9b) are
expressed as[

A
′[n]
l + µlI b

′[n]
l

b
′[n]
l

H
c
′[n]
l − µlϵ

]
≽ 0, l = K + 1, · · · ,K + L,

(22)
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where we have

A
′[n]
l = (

K∑
i=1

Si + SE)⊗ (vec(Φ)vec(Φ[n])H + vec(Φ[n])

vec(Φ)H − vec(Φ[n])vec(Φ[n])H)

b
′[n]
l =

[
vec(vec(Φ[n])H(hH

d,k + vec(Φ)Hdiag(ĝH
k )Ĥr))+

vec(vec(Φ)H(hH
d,k + vec(Φ[n])Hdiag(ĝH

k )Ĥr))vec(vec(

Φ[n])H(hH
d,k + vec(Φ[n])Hdiag(ĝH

k )Ĥr))
]
(

K∑
i=1

Si + SE)

c
′[n]
l = 2Re[(hH

d,k + vec(Φ[n])Hdiag(ĝH
k )Ĥr)(

K∑
i=1

Si + SE)

(hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr)
H ]− (hH

d,k + vec(Φ[n])Hdiag

( ˆgH
k )Ĥr)(

K∑
i=1

Si + SE)(h
H
d,k + vec(Φ[n])Hdiag(ĝH

k )Ĥr)
H

− ERF ,

while vec(Φ[n]) can take an arbitrary value and µl ≥ 0.
The constraints (9d) on phase shifters are reformulated

as 1 ≤ |Φ(m,m)|2 ≤ 1, in which the non-convex part is
1 ≤ |Φ(m,m)|2. By adding slack variables vi ≥ 0 for
∀i = 1, 2, · · · , 2M , the linearized form of the non-convex
constraints are expressed as 2ℜ(Φ(m,m)HΦ(m,m)[n]) −
|Φ(m,m)[n]|2− vm ≥ 1 with any fixed Φ(m,m)[n]. Accord-
ing to Proposition 1 and Lemma 1, given an arbitrary passive
reflecting beamformer Φ[0], (P3) is reformulated as

(P3.1): max
Φ, v1··· ,v2M

ERF − δ[n]
2M∑
i=1

vi, (23)

s.t.

[
A

′[0]
k + µkI b

′[0]
k

b
′[0]
k

H
c
′[0]
k − µkϵ,

]
≽ 0, k = 1, 2, · · · ,K + L,

(23a)
µi ≥ 0 i = 1, 2, · · · ,K + L, (23b)

2ℜ(Φ(m,m)HΦ(m,m)[n])− |Φ(m,m)[n]|2 − vm ≥ 1,

m = 1, 2, · · · ,M, (23c)

|Φ(m,m)|2 ≤ 1 + vM+m, m = 1, 2, · · · ,M, (23d)
vi ≥ 0, i = 1, 2, · · · ,M, (23e)

where δ[n] > 0 is regularization factor. In (P3.1), we add
the slack variables vi and δ[n], the unit constraint 1 ≤
|Φ(m,m)|2 ≤ 1 is converted to the convex constraints, which
is expressed as

2ℜ(Φ(m,m)HΦ(m,m)[n])− |Φ(m,m)[n]|2 + vm ≥ 1,

m = 1, 2, · · · ,M, (24)

|Φ(m,m)|2 ≤ 1 + vM+m, m = 1, 2, · · · ,M, (25)

where Φ(m,m)[n] is the solution of the previous iteration. In
(P3), our goal is to maximize the received energy by satisfying
the norm constraints of Φ(m,m). By introducing the slack
variables, the objective function is reformulated as

ERF − δ[n]
2M∑
i=1

vi, (26)

Algorithm 1 Phase-shifters of the IRS Design
Input: The channels Hr , {gl}, {gd,l} and {hk}, {hd,k}; the

transmit covariance matrices {Sn
1 , · · · ,Sn

K ,Sn
E}. initialization

of the passive reflecting beamformer vec(Φc
[0]) of the IRS; error

tolerance ε; P 1 = 0; n = 0;
Output: The phase-shifter vec(Φ)∗ of the IRS;

1: while (ν > ε) do
2: n← n+ 1;
3: P 0 ← P 1;
4: Obtain the the phase-shifters vec(Φ[n]) of the IRS and objec-

tive value ERF
n by solving (P3.1);

5: P 1 ← ERF
n ;

6: ν ← ||P 1 − P 0||;
7: end while
8: return vec(Φ∗)← vec(Φ[n]).

When Φ(m,m) is smaller than 1, we have
2ℜ(Φ(m,m)HΦ(m,m)[n]) − |Φ(m,m)[n]|2 < 1 in
constraints Eq.(24). Therefore, the slack variable vm > 0
should satisfy the constraints Eq.(24),which may reduce the
objective function value. According to Eq.(25), when the
norm of Φ(m,m) is larger than 1, we have vM+m > 0,
which also reduces the objective function value. As a result,
the slack variables vi and δ[n] reinforce the unit constraints on
Φ(m,m) holding on. Moreover, denoting Φ∗ as the optimal
solution to (P3) satisfying the unit constraints, Φ∗ is also
optimal to (P3.1), since Φ∗ maximizes ERF and the slack
variables could be 0. Therefore, the relaxed optimization
problem has the same optimal solution as the original one.

Note that (P3.1) is a convex problem. Denote the optimal
solution to (P3.1) as Φ[1]. We define an auxiliary function
ERF (Φ[0]|Φ[1]) as the objective value of (P3.1), where Φ[0] is
the given passive beamformer and Φ[1] is the optimal solution.
We have ERF (Φ[0]|
Φ[1]) > ERF (Φ[0]|Φ[0]), since Φ[1] is the optimal solu-
tion to (P3.1). Furthermore, we have ERF (Φ[1]|Φ[1]) >
ERF (Φ[0],Φ[1]) due to the triangle inequality. As a result, by
initialising vec(Φ[0]), we may sequentially obtain vec(Φ[0]),
vec(Φ[1]), · · · , vec(Φ[n]), · · · . When n is sufficiently large,
the objective of (P3.1) converges. The corresponding solution
can be regarded as the local optimal solution, i.e. vec(Φ∗) =
vec(Φ[n]) to (P3). When we optimize (P3.1) in n-th iteration,
δ[n] is not a variable.

δ[n] =

{
λδ[n−1] if δ[n] < δmax

δmax else
(27)

where λ > 1 and δ0 > 0. When δ[n] is large and the
solution does not satisfy constrain (7d), the objective function
value will reduce rapidly. The main steps for solving (P3) is
summarised as Algorithm 1.

Convergence Analysis: Since the objective function of
(P3.1) is continuous, while the constraints are continu-
ous within closed interval, the optimum has an upper-
bound. During the (n − 1)-th alteration, the objective
value is ERF (Φ[n−1]|Φ[n−1]). In the next iteration, We
have ERF (Φ[n])|Φ[n−1]) ≥ ERF (Φ[n−1])|Φ[n−1]) ≥
ERF (Φ[n−1])|Φ[n−2]). Therefore, the objective value of
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(P3.1) increases after every iteration. It will finally converge
to a local optimal solution.

C. Joint Design

Our joint design cannot be directly solved by the classic
block coordinate descent (BCD) or the alternative optimization
(AO) based algorithms, since our objective function of Eq.
(17) is not changed, when we optimize the passive beam-
former of the IRS.

Therefore, a successive target migration optimization
(STMO) based algorithm is proposed for jointly design-
ing {S1, · · · ,SK ,SE} and Φ, as detailed in Algorithm
2. In a single iteration, the transmit covariance matrices
{S1, · · · ,SK ,SE} are firstly optimized by solving (P2.1), as
shown in Lines 4 of Algorithm 2. Then, the obtained transmit
covariance matrices are substituted into (P3) for designing the
reflecting beamformer Φ, as shown in Lines 5 of Algorithm
2. The iteration may be terminated, if the required accuracy
is reached. The following proposition demonstrates that the
iteration is effective.

Proposition 2: Denote Φ∗ as the solution to problem
(P3) when {S1, · · · ,SK ,SE} are fixed. If the objective
of (P3) satisfies ERF∗

> ERF
0 , there exits a solution

{S′
1, · · · ,S′

K ,S′
E ,Φ

∗} to (P2.1) such that Trace(
∑K

i=1 S
′
i +

S′
E) < Trace(

∑K+L
i=1 Si + SE).

Proof: Please refer to Appendix C for more details.
Proposition 2 demonstrates that there exists a specific group

of transmit covariance matrices {S′
1, · · · ,S′

K ,S′
E} achieving

lower transmit power in the next iteration, after we maxi-
mize the minimum WET performance among the EUs by
optimizing the passive reflecting beamformer Φ of the IRS.
Note that {S′

1, · · · ,S′
K ,S′

E ,Φ
∗} given in Proposition 2 is

only a feasible solution to (P2.1). Since (P2.1) is convex,
the optimal transmit covariance matrices {S∗

1, · · · ,S∗
K ,S∗

E}
achieve even lower transmit power than that of the specific
solution {S′

1, · · · ,S′
K ,S′

E}.
The following proposition is exploited to recover a rank-

one solution having the same performance as the transmit
covariance matrices {S1, · · · ,SK ,SE}.

Proposition 3: There exists an optimal solution satisfying
rank(Si) = 1, for ∀i = 1, 2, · · · ,K

Proof: Please refer to Appendix D for more details.
Based on Proposition 3, we can recover the rank-one transmit
WDT beamformers from the transmit covariance by eigenval-
ue decomposition.

Convergence Analysis: Please refer to Appendix E for more
details.

Complexity Analysis: We analyze the complexity of pro-
posed STMO algorithm. Since both (P2) and (P3) are convex
problems, they can be solved by the interior point method.
The general expression [39] is

O((

J∑
j=1

bj+2I)1/2n(n2+n

J∑
j=1

b2j+

J∑
j=1

b3j+n

I∑
i=1

a2i )) (28)

where n is the number of variables, J is the number of LMI
(linear matrix inequality) constraints and I is the number of

Algorithm 2 STMO Algorithm For Solving (P1)
Input: The channels Hr , {gl}, {gd,l} and {hk}, {hd,k};

initialization of the passive reflecting beamformer vec(Φc
[0]) of

the IRS; error tolerance ε; P 1 = 0; n = 0; Channel estimation
error δ

Output: The phase of IRS Φ∗ and the transmit beamformer and
precoding {f∗1 , · · · , f∗K ,F∗

E};
1: while (ν > ε) do
2: n← n+ 1;
3: P 0 ← P 1;
4: Obtain the transmit covariance matrices {Sn

1 , · · · ,Sn
K ,Sn

E}
by solving (P2.1);

5: Obtain the continues phase of IRS Φn by substituting
{Sn

1 , · · · ,Sn
K ,Sn

E} into Algorithm 1;
6: P 1 ← Trace(

∑K
i=1 S

n
i + Sn

E);
7: ν ← ||P 1 − P 0||;
8: end while
9: Obtain the {f∗1 , · · · , f∗K ,F∗

E} according to Proposition 3;
10: return {f∗1 , · · · , f∗K ,F∗

E and Φn}.

SOC (second-order cone) constraints. The size of j-th LMI
constraint is bj , while the size of i-th SOC constraint is ai.

(P2.1) is solved by semi-definite program, the complex-
ity of which is O((K + L)(NtM)1/2(K + 1)N2

t ((K +
1)2N4

t + (K + 1)(K + L)N4
t M

2 + (K + L)N3
t M

3)).
(P3) is solved by Algorithm 1, the complexity of which
is O((K + L)NtM + 2M)1/2M(M2 + (K + L)N2

t M
3 +

(K + L)N3
t M

3 + M2)Iiter1), where Iiter1 is the num-
ber of iteration in Algorithm 1. The total complexity is
O([(K + L)(NtM)1/2(K + 1)N2

t ((K + 1)2N4
t + (K +

1)(K + L)N4
t M

2 + (K + L)N3
t M

3) + (K + L)NtM +
2M)1/2M(M2 + (K + L)N2

t M
3 + (K + L)N3

t M
3 +

M2)Iiter1]Iiter2), where Iiter2 is the number of iteration in
Algorithm 2.

IV. NUMERICAL RESULT

We assume a 2-D linear antenna array at the IRS, which is
connected to the transmitter and controlled by it. The direct
channels from the transmitter to all users follow Rayleigh
block fading, which is expressed as hd,k(i) ∼ CN (0, 1) for ∀i.
The channel gd,l of EUl has the same statistical property as
hd,k. For the IRS related channels, i.e., Hr, hk and gl, they
obey Rician block fading. For example, Hr is expressed as

Hr =

√
β

β + 1
Hr

LOS +

√
1

β + 1
Hr

NLOS , (29)

where β is the Rician factor, Hr
LOS is the deterministic LOS

portion and Hr
NLOS is the non-LOS (NLOS) protion. The

NLOS portion Hr
NLOS also obeys a Rayleigh block fading.

The LOS portion Hr
LOS is further expressed as Hr

LOS =
ar(θ2, θ1)at(θ4, θ3)

H , where ar(θ2, θ1) is the arrival steering
vector of this 2D array expressed as

ar(θ2, θ1) = aaz(θ2, θ1)⊗ ael(θ2, θ1), (30)

where θ2 and θ1 are the azimuth and elevation angles, respec-
tively. aaz(θ2, θ1) ∈ CM1×1 and ael(θ2, θ1) ∈ CM2×1 are the
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Fig. 2. Number of iterations.

uniform linear array steering vector expressed as

[aaz(θ2, θ1)](n) = e−j(n−1) 2π
λ d2sin(θ2)cos(θ1),

[ael(θ2, θ1)](n) = e−j(n−1) 2π
λ d2sin(θ2)cos(θ1), (31)

where λ and d1 represent the wavelength and the distance
between two adjacent antennas. Furthermore, the departure
steering vector at(θ4, θ3) has the same form as ar(θ2, θ1),
where θ3 and θ4 represent the azimuth and elevation angles,
respectively. The wireless channel hk and gl have the same
form as Hr.

The transmitter is equipped with Nt = 4 antennas, while
both EUs and DUs are equipped with a single antenna. We
set 2 DUs and 2 EUs in our system. The number of reflectors
in the IRS is M = 10. The distance from the transmitter to
the IRS and that to the EUs are 1 m and 10 m, respectively,
while the distance from the IRS to the EUs is 10 m. The
distance from the transmitter to the DUs and that from the
IRS to the DUs are 80m and 80m, respectively. The path-loss
is modelled in dB as PL = PL0 − 10α log (d/d0), where
PL0 is the path loss at the reference distance d0, while d
denotes the signal propagation distance, and α represents the
path-loss exponent. We set d0 = 1 and PL0 = −30 dB. The
pass-loss exponent of the transmitter-IRS-EU link is set to
α = 2 and that of the transmitter-EU link is set to α = 4 [17],
respectively. The Rician factor is set to 3. The noise power
is -60 dBm. For the non-linear energy harvesting model of
Eq. (8), we set EDC

max = 24 mW as the maximum DC power
that could be output by an energy harvester. Moreover, we
set a = 150 and b = 0.0022 [40]. The upper-bound of the
channel estimation error is set to δ = 0.02. We randomly
generate θi ∈ [0, 2π], i = 1, 2, 3, 4 in the simulation. We set
λ = 1.5 and δ0 = 1 in Algorithm 2.

A. Performance of Modulated Energy Signal

Fig. 2 illustrates the convergence behavior of the proposed
algorithms. We set the WDT and WET requirements to {3
bps/Hz, 0.2 mW}, {4 bps/Hz, 0.2 mW} and {3 bps/Hz, 0.4
mW}, respectively. It’s observed that our algorithm converges
rapidly within 7 iterations.

We evaluate the transmit power against of the WDT re-
quirements of DUs in Fig. 3. We set the WET requirements
to {0.2 mW, 0.4 mW}, respectively. The transmit power
increases as we increase the data requirements of DUs. We
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Fig. 3. Spectral efficiency VS transmit power.
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observe from Fig. 3 that the transmit power of the IRS aided
IDET system is much lower than that without an IRS. Note
that no channel estimation error is assumed in the IDET
system without an IRS. Therefore, the IRS can efficiently
reduce the energy consumption of transmitter. Specifically,
when the WET requirements of the EUs are 0.2 mW and
the WDT requirements of the DUs are 3 bps/Hz, the transmit
power of the IRS aided IDET system is 13.4 W lower than
the counterpart without an IRS. We also observe that the
transmit power increases rapidly when we increase the WET
requirements. However, the transmit power increase slowly
with higher WDT requirements. This is because the WET
beams degrade the WDT performance. By contrast, the WDT
beams can improve the WET performance. Therefore, we
only need to increase the WDT power to improve the WDT
performance, but we need to increase both the WDT and WET
power to improve the WET performance.

We plot the transmit power versus the WET requirements
of the EUs in Fig. 4. We set the WDT requirements of the
DUs to 3 bps/Hz. As we expect, the transmit power increases
with higher WET requirements of EUs. Specifically, when
the WET requirements increase from 0.1 mW to 0.2 mW
and from 0.2 mW to 0.3 mW with 2 DUs and 2 EUs, the
transmit power increases by 6.8 W and 5.0 W, respectively.
This is because the RF-DC conversion efficiency with an
output DC power of 0.2 mW is higher than that with an output
power of 0.1 mW, owing to the non-linear energy harvesting
model. Therefore, we need to consume more transmit power
to compensate for the low RF-DC conversion efficiency with
low WET requirements. We also observe from Fig. 4 that the
transmit power increases with more DUs or EUs.
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In Fig.5, we investigate the impact of the number of
reflectors in the IRS on the transmit power. We set the WDT
and WET requirements to 2 bps/Hz and 0.2 mW, respectively.
Observe from Fig. 5 that the transmit power reduces if we have
more reflectors in the IRS. We also observe that it requires
a lower transmit power when the channel estimation error
is smaller. When the number of reflectors is 2 and 10, the
transmit powers under the channel estimation error δ = 0.02
are 0.35 W and 0.90 W lower than that those associated with
δ = 0.05. The difference of transmit power is smaller between
the channel estimation error δ = 0.02 and δ = 0.05 with 2
reflectors in the IRS. Since the number of reflectors in the
IRS is small, the channel estimation error has less impact on
the transmit power.

In Fig.6, we demonstrate the advantages of our robust
design. The non-robust design represents that we use the
estimated CSI to design the transmit beamformers and passve
beamformer without considering the channel estimation er-
ror. This problem could be solved by traditional alternative
optimization [15]. The outage probability is defined as the
probability of at least one DU or one EU not satisfying the
QoS requirements. We can observe from Fig.6 that our robust
design can effectively counteract the channel uncertainty. It
is quite difficult for non-robust design to satisfy the WDT
requirements of 2 DUs and WET requirements of 2 EUs
simultaneously. This is because when the real channel of any
user is actually worse than the estimated counterpart, the non-
robust design cannot satisfy the WDT and WET requirements.
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B. Performance of Deterministic Energy Signal

When the deterministic energy signal is transmitted, the data
user is able to remove the energy part from the received signal
[41]. Hence, the energy beam has no interference for the data
user. The achievable rate of the k-th data user is expressed as

rk = log

(
1 +

||(hH
d,k + gH

k ΦHr)fk||2

Ik + σ2

)
, (32)

where Ik =
∑

i ̸=k ||(hH
d,k + gH

k ΦHr)fi||2.
Our goal is to minimize the total transmit power at the

transmitter by jointly designing the transmit beamformers
{f1, · · · , fK ,FE} of the transmitter and the passive reflecting
beamformer Φ of the IRS. This problem is formulated as

(P4): min
f1,··· ,fK ,FE ,Φ

K∑
i=1

||fi||2 + ||FE ||2, (33)

s.t. rk ≥ r0, ∀∆k, k = 1, 2, · · · ,K, (33a)

EDC
l ≥ E0, ∀∆l, l = K + 1, · · · ,K + L, (33b)

||∆i||F < ϵ, i = 1, 2, · · · ,K + L, (33c)

|Φ(m,m)|2 = 1, m = 1, 2, · · · ,M, (33d)

(P4) is similar to (P1) in the manuscript. Therefore, (P4) could
also be solved by the STMO algorithm in Section III.

We investigate the impact of the ratio of energy beam in
the IDET when the transmitter adopts the deterministic energy
signal (DES) in Fig.7. We observe that the ratio of energy
beam increases, when we increase the energy requirements.
This is because the energy beam is targeted to the energy
user, while it does not cause any interference for the data user.
Therefore, the transmitter is able to increase the power of the
energy beam, in order to satisfy the energy requirements.

We investigate the impact of the two energy signals, where
’DES’ and ’MES’ represent the deterministic energy signal
and modulated energy signal, respectively. Observe from Fig
8 that the transmit power by adopting DES is lower than that
of MES. This is because the energy beam has no interference
to the data user, while it is capable of targeting to the energy
user by adopting DES. On the contrary, the MES energy
beam causes extra interference to data users. Therefore, the
power of the MES energy beam tends to be zero. In order to
satisfying the energy requirements of energy users, the data
beam scattering with a low WET efficiency is relied upon.
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Therefore, the transmit power by adopting DES is lower than
that of MES.

In Fig.9, we investigate the impact of the number of
reflectors in the IRS on the transmit power. We set the WDT
and WET requirements to 2 bps/Hz and 0.2 mW, respectively.
Observe from Fig. 9 that the transmit power reduces if we have
more reflectors in the IRS. Furthermore, when the number of
reflectors in the IRS increases, the the difference of transmit
power become smaller between the channel estimation error
δ = 0.02 and δ = 0.05.

V. CONCLUSION

In this paper, we study a robust design in an IRS aided
MISO-IDET system by considering the imperfect channel
estimation. We jointly design the transmit beamformer and the
passive reflecting beamformer of the IRS in order to minimize
the transmit power, while satisfying both the WDT and WET
requirements constraints. A STMO algorithm is proposed for
solving the non-convex problem. A number of numerical
results characterize the advantages of our design. When the
WDT and WET requirements are set to 3 bps/Hz and 0.2 mW.
the transmit power of the IRS aided system is 13.4 W lower
than the counterpart without the IRS. This demonstrates that
implementing the IRS is capable of substantially reducing the
energy consumption of the transmitter.

APPENDIX A
PROOF OF LEMMA 2

We observe that both numerators and denominators in
Eq.(10a) have the quadratic term hd,k + gkΦHr. Therefore,

we can covert them into one quadratic term, which is ex-
pressed as

||(hd,k + gkΦHr)fk||2

Ik + σ2
> γ0, (34)

⇔(hd,k + vec(Φ)diag(gk)Hr)(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i +

FEF
H
E ))(hd,k + vec(Φ)diag(gk)Hr)

H − γ0σ
2 > 0.

By substituting diag(gk)Hr = diag(ĝk)Ĥr + ∆ into Eq
(34), it can be derived as

{hd,k + vec(Φ)[diag(ĝk)Ĥr +∆]}(fkfHk − γ0
∑
i ̸=k

(fif
H
i +

FEF
H
E )){hd,k + vec(Φ)[diag(ĝk)Ĥr +∆]}H − γ0σ

2 > 0

⇔ vec(Φ)∆(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i + FEF

H
E ))∆Hvec(Φ)

+ vec(Φ)∆(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i + FEF

H
E ))(hd,k+

vec(Φ)diag(ĝk)Ĥr)
H + (hd,k + vec(Φ)diag(ĝk)Ĥr

(fkf
H
k − γ0

∑
i̸=k

(fif
H
i + FEF

H
E ))∆Hvec(Φ)H + (hd,k+

vec(Φ)diag(ĝk)Ĥr)(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i + FEF

H
E ))

(hd,k + vec(Φ)diag(ĝk)Ĥr)
H − γ0σ2 > 0,

⇔ vec(∆)HAivec(∆) + bHi vec(∆) + vec(∆)Hbi + ci > 0,

where we have

Ak =(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i + FEF

H
E ))⊗ (vec(Ψ)vec(Ψ)H),

b =vec(vec(Φ)(hd,k + vec(Φ)diag(ĝk)Ĥr)(fkf
H
k − γ0∑

i ̸=k

(fif
H
i + FEF

H
E ))H ,

c =(hd,k + vec(Φ)diag(ĝk)Ĥr)(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i +

FEF
H
E ))(hd,k + vec(Φ)diag(ĝk)Ĥr)

H − γ0σ2.

Lemma 1 is proved.

APPENDIX B
PROOF OF PROPOSITION 1

Note that numerators and denominators in Eq. (9a) have the
quadratic term (hd,k+gkΦHr), we can convert Eq. (9a) into
standard quadratic constraints, which is expressed as

(hH
d,k + vec(Φ)Hdiag(gH

k )Hr)(fkf
H
k − γ0

∑
i ̸=k

(fif
H
i + (35)

FEF
H
E ))× (hH

d,k + vec(Φ)Hdiag(gH
k )Hr)

H − γ0σ
2 > 0

By letting fkf
H
k − γ0

∑
i ̸=k(fif

H
i + FEF

H
E ) = YYH and

substituting it into Eq. (35), we have

||(hH
d,k + vec(Φ)Hdiag(gH

k )Hr)Y||2 − γ0σ
2 > 0. (36)
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By considering the triangle inequality ||xxH ||2 ≥
2Re(x[n]xH) − ||x[n](x[n])H ||2 where ||x|| = ||x[n]||,
the lower bound of Eq. (9a) is expressed as

Re((hH
d,k + vec(Φn)Hdiag(gH

k )Hr)(fkf
H
k − γ0

∑
i ̸=k

fif
H
i )

(hH
d,k + vec(Φ)Hdiag(gH

k )Hr)
H − ||(hH

d,k + vec(Φn)

× diag(gH
k )Hr)Y||2 − γ0σ

2 > 0. (37)

By substituting diag(gH
k )Hr = diag(ĝH

k )Ĥr + ∆k into Eq.
(37), we can finally obtain Eq. (21).

APPENDIX C
PROOF OF PROPOSITION 2

With fixed transmit covariance matrices {S1, · · · ,SK ,SE},
the optimal solution Φ∗ satisfies that ERF∗ > ERF

0 . Define
the l-th auxiliary function for EUl, which is expressed as

Fl(ql) =
K∑
i=l

((hH
d,i + gH

i ΦHr)Si(h
H
d,i + gH

i ΦHr)
H

+ (hH
d,l + gH

l ΦHr)qlSE(h
H
d,l + gH

l ΦHr)
H , (38)

where 0 ≤ ql ≤ 1. Therefore, we have Fl(1) = ERF∗ >
ERF

0 . If Fl(0) < ERF
0 , there exists a ql satisfying Fl(ql) =

ERF
0 since F (q) is a continuous and monotonously increasing

function. If Fl(0) ≥ ERF
0 , we define ql = 0. In this way, we

have a sequence of {qK+1, qK+2, · · · , qK+L}. Denote q∗ =
min{qK+1, qK+2, · · · , qK+L}. As a result, we have Fl(q

∗) ≥
ERF

0 , ∀l. Define a feasible solution, which is expressed as
S′
k = S1, k = 1, 2 · · · ,K

S′
E = q∗SE ,

Φ′ = Φ∗
(39)

This solution satisfies the WET requirements, since we have
Fl(q

∗) ≥ ERF
0 , ∀l. Then we consider the WDT performance.

As for the DUs, the SINR of the k-th DU is expressed as

γk =
(hH

d,k + gH
k ΦHr)Sk(h

H
d,k + gH

k ΦHr)
H

Fl(q∗l ) + σ2

≥
(hH

d,k + gH
k ΦHr)Sk(h

H
d,k + gH

k ΦHr)
H

Fl(1) + σ2

≥ γ0. (40)

Since q∗ ≤ 1, the power carried by the energy beams
reduce. This results in the interference of the k-the DU
reduces. Therefore, this new solution still satisfies the WDT
requirements. Furthermore, we have Trace(

∑K
i=1 S

′
i+S′

E) ≤
Trace(

∑K
i=1 Si + SE), due to reduced energy consumption

for forming the energy beams. The proof is completed.

APPENDIX D
PROOF OF PROPOSITION 3

The transmit covariance matrices are obtained from
(P2.1) by using Kronecker product, which is difficult
to analyse the performance of transmit covariance ma-
trices. Therefore, we have to reformulated (P2.1). Since
vec(Φ) is given, let a = vec(Φ)H∆ satisfying ||a|| ≤

δ||vec(Φ)||, dk = (hH
d,k + vec(Φ)Hdiag(ĝH

k )Ĥr) and
ek = (hH

d,k+vec(Φ)Hdiag(ĝH
k )Ĥr)(fkf

H
k −γ0

∑
i ̸=k(fif

H
i +

FEF
H
E ))(hH

d,k + vec(Φ)Hdiag(ĝH
k )Ĥr)

H − γ0σ2. The SINR
constraint of DUk is reformulated as

a(Sk − γ0(
∑
i ̸=k

Si + SE))a
H + a(Sk − γ0(

∑
i ̸=k

Si + SE))d
H
k

+ aH(Sk − γ0(
∑
i ̸=k

Si + SE))
Hdk + e ≥ 0. (41)

The energy constraints are converted in a similar way. There-
fore, (P1.2) is equivalent to

(P1.3): min
S1,··· ,SK ,SE

Trace(
K∑
i=1

Si + SE), (42)

s.t.
[
Sk − γ0Ci + λI (Sk − γ0Ci)dk

dH
k (Sk − γ0Ci ek − λϵ

]
≽ 0, k = 1, · · · ,K,

(42a)

Ci =
∑
i ̸=k

Si + SE , k = 1, · · · ,K, (42b)[ ∑K
i=1 Si + SE + λI (

∑K
i=1 Si + SE)

Hdl

dH
l (

∑K
i=1 Si + SE)

H el − λϵ

]
≽ 0,

(42c)
l = K + 1,K + 2, · · · ,K + L, (42d)
Si ≽ 0 i = 1, 2, · · · ,K, (42e)
SE ≽ 0, (42f)
λi ≥ 0 i = 1, 2, · · · ,K + L. (42g)

Since (P1.3) is convex, the Lagrangian function of (P1.3) is
expressed as

L =δTrace(
K∑
i=1

Si + SE) +
K∑
i=1

EiSi +EESE

+

K∑
k=1

Trace(PkΥk(S1, · · · ,SK ,SE)) (43)

+
K+L∑

l=K+1

Trace(RlΩl(S1, · · · ,SK ,SE)),

where we have

Υk(S1, · · · ,SK ,SE) = Wk + H̄k(Sk − γ0Ci)H̄
H
k , (44)

Ωl(S1, · · · ,SK ,SE) = Wl + Ḡl(
K∑
i=1

Si)Ḡ
H
l ,

Wk =

[
λkI 0
0 ck − λkϵ

]
, Wl =

[
λkI 0
0 cl − λlϵ

]
,

H̄k = [IN dk], Ḡk = [IN dl].

The KKT conditions are then expressed as

Ek − δI+ H̄kPkH̄
H
k −

∑
i ̸=k

H̄iPiH̄
H
i +

∑
l

ḠlRlḠ
H
l = 0,

(45)
EkSk = 0, PkΥk(S1, · · · ,SK ,SE) = 0,

RlΩl(S1, · · · ,SK ,SE) = 0.
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By multiplying the right-hand-side of Eq.(45) with Sk, we
have

(δI− H̄kPkH̄
H
k +

∑
i ̸=k

H̄iPiH̄
H
i −

K+L∑
l=K+1

ḠlRlḠ
H
l )Sk = 0.

(46)
Denote that Xk = δI − H̄kPkH̄

H
k +

∑
i ̸=k H̄iPiH̄

H
i −∑K+L

l=K+1 ḠlRlḠ
H
l and Yk = δI +

∑
i ̸=k H̄iPiH̄

H
i −∑

l ḠlRlḠ
H
l + Pk(1 : Nt, 1 : Nt). We have Xk = Yk −

Pk(Nt + 1, Nt + 1)dkd
H
k . Then we discuss about rank(Yk).

When Yk is full-rank, it results in rank(Xk) ≥ Nt − 1.
Therefore, we have rank(Sk) = 1. The optimal solution Sk

is expressed as Sk = a0µk,0µ
H
k,0, where µk,0 spans the null

space of Xk. If rank(Yk) = t < Nt, denote Πk ∈ CNt×Nt−t

with Πk(Πk)
H = I as the orthogonal basis of the null

space of Yk. Let µk,n ∈ CNt×1 be the n-th column of Πk.
According to [42], [43], we have dkd

H
k Π = 0. Therefore, the

optimal solution Sk is expressed as

Sk =

Nt−t∑
n=1

anµk,nµ
H
k,n + a0µk,0µ

H
k,0. (47)

We can then obtain a range of solutions {S1, · · · ,SK ,SE}.
If rank(Sk) = 1, we have S̄k = Sk. If rank(Sk) > 1 for
∀k = 1, · · · ,K, then we can obtain a new solution as

S̄k = a0µk,0µ
H
k,0 (48)

S̄E = SE +

Nt−t∑
n=1

anµk,nµ
H
k,n. (49)

We can traverse this process from 1 to K. Then
{S̄1, · · · , S̄K , S̄E} with rank(Sk) = 1 for ∀k = 1, · · · ,K
can achieves the same performance as {S1, · · · ,SK ,SE}.

APPENDIX E
CONVERGENCE ANALYSIS

The objective function of (P1.1) is continuous and the
constraints are also continuous, while the constraints are
continuous within a closed interval. Therefore, the op-
timum has an upper-bound. Let an auxiliary function
Pt(S

[n−1]
1 , · · · ,S[n−1]

K ,S
[n−1]
E ,Φ[n−1]) represent the transmit

power, where {S[n−1]
1 , · · · ,S[n−1]

K ,S
[n−1]
E ,Φ[n−1]} are the

transmit covariance matrices and passive reflecting beam-
former, respectively. During the (n − 1)-th iteration, the
input to (P2.1) is Φ[n−2], which yields the objective val-
ue of Pt(S

[n−1]
1 , · · · ,S[n−1]

K ,S
[n−1]
E ,Φ[n−2]). The output of

(P2.1) is also the input to (P3.1). Then we obtained the
solution to (P3.1) as Φ[n−1]. Since the passive reflecting
beamformer Φ[n−1] can improve both the WDT and WET
performances, according to Proposition 2, the transmit power
Pt(S

[n]
1 , · · · ,S[n]

K ,S
[n]
E ,Φ[n−1]) reduces in the next iteration.

Therefore, the objective value of (P1.1) monotonously de-
creases. The convergence of Algorithm 2 is proved.
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