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ABSTRACT We present a new dust extinction technique with which we are able to retrieve parsec-scale gas surface density rnaps for entire nearby galaxies. The method measures the dust attenuation in optical bands on a pixel-by-pixel basis against a smoothed, reconstructed stellar distribution. The contribution of foreground light along the line-of-sight is calibrated using dust emission observations, assuming that the dust sits in a layer close to the mid-plane of the face-on galaxy. Here, we apply this technique to M51 (NGC 5194) as a proof-of-concept, obtaining a resolution of 0.14" (5 pc). Our dust (and gas) surface density rnap is consistent with independent dust- and CO-based studies at lower resolution. We find that discrepancies between our estimates of surface density and other studies stern primarily frorn the choice of dust model (i.e. different dust absorption coefficients). When assuming the same dust opacity law, our technique produces surface densities that are consistent with independent studies. This dust extinction technique provides us with gas surface density rnaps at an unprecedented resolution for full disc coverage studies of nearby galaxies. The resulting well-resolved spatial information opens the possibility for rnore in-depth examination of the influence of large-scale dynamics (and also stellar feedback rnechanisrns) on the interstellar rnediurn at parsec-scales, and consequently star formation in nearby galaxies. 
Key words: methods: observational- dust, extinction - galaxies: individual (M51) - galaxies: star formation- galaxies: ISM­galaxies: spiral 
1 INTRODUCTION 

A key process in a galaxy's evolution is its ability to form stars. Star 
formation (SF) originates in the molecular phase of the interstellar 
medium (ISM) in galaxies (e.g. Young & Scoville 1991; Bigiel et al. 
2008). To better understand the initial conditions of SF it is therefore 
important to study the molecular gas content in galaxies. By far, 
the most common method employed in molecular gas studies (since 
its main component, H2, cannot be directly observed at the cold 
temperatures of this gas) is CO emission observations (e.g. Koda 
et al. 2009; Schinnerer et al. 2013; Schuller et al. 2020; Leroy et al. 
2021). With the advancement of instrumentation, interferometric 
observations are now able to distinguish and resolve giant molecular 
clouds (GMCs) in nearby galaxies, catapulting us into an exciting 
era of SF and ISM studies. Still, CO is not a perfect tracer; CO 
surveys are only sensitive to the "CO-bright" molecular gas since 
at low column densities CO is not abundant enough to self-shield 
(unlike H2, the main component of the molecular ISM) and is rapidly 
photodissociated by the interstellar radiation field (e.g. Lada et al. 

* E-mail: faustinovieirah@cardiff.ac.uk© 2023 The Authors 2007; Bolatto et al. 2013; Penaloza et al. 2017; Galliano 2022). 
Furthermore, 12CO is generally optically thick and therefore does
not trace the full column density of the gas (e.g. Bolatto et al. 2013). 

Another proxy for the invisible H2 is interstellar dust. Assuming 
that dust and gas are well-mixed - a fair assumption given that dust 
grains act as a catalyst for the otherwise inefficient formation of H2 
(e.g. Galliano 2022) - we can use measurements of dust emission 
or extinction to retrieve the molecular gas content of a galaxy since 
dust absorbs the stellar light in the visible-UV range and re-emits 
it at infrared (IR) to sub-millimetre (sub-mm) wavelengths. This, 
of course, also assumes that the dust-to-gas mass ratio is constant 
and known. A constant dust-to-gas mass ratio of 0.01 is an often 
made assumption for the MW and galaxies with similar metallici­
ties (e.g. Hildebrand 1983; Lada et al. 2007; Mentuch Cooper et al. 
2012; De Looze et al. 2020), but might be underestimated in differ­
ent density regimes such as the outskirts of galaxies (Smith et al. 
2016; Giannetti et al. 2017). Given the long wavelengths involved, 
as well as the atmospheric filtering that occurs at this range, dust ob­
servations are best carried out from space. This, of course, limits the 
spatial resolution achieved given the physical constraints on instru­
mentation. Still, dust can be a more reliable tracer of the molecular 
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ISM than CO, and dust extinction in particular is a very promising 
tracer considering that it is independent of the assumed dust temper­
ature, unlike dust emission ( e.g. Lada et al. 2007) .  Currently, some of 
the obser vational techniques used to measure dust extinction are star 
counts (extinction is measured through comparison of the number of 
stars of similar brightness within separate regions of a galaxy, e.g. 
Dobashi et  al. 2005) and stellar reddening or colour- excess (where 
extinction measurements a re retrieved by computing the colour dif­
ference between individual stars of similar spectral types, e.g. Lada 
et al. 2007 ; Kahre et al. 201 8 ; B ar rera-Ballesteros et al. 2020) .  Both 
methods rely on being able to resolve individual stars positioned be­
neath obscuring dust, which is increasingly difficult the further the 
distance to a galaxy (i.e. the poorer the spatial resolution) and in 
saturated/high extinction areas. Another significant limitation is that 
in crowded regions of a galaxy, such as the centre and spiral arms, 
several stars c an blend within a resolution element and consequently 
a reliable determination of extinction is not possible. Additionally, 
for the stellar reddening technique, it is necessary to disentangle the 
true colour of a star from foreground reddening, which will introduce 
fur ther uncertainties. The dust extinction technique introduced in this 
paper s upersedes the aforementioned methods in terms of the final 
resolution achieved and is not reliant on resolving individual stars 
and accurately measuring their colour. 

Here, we present a dust extinc tion technique that allows us to 
retrieve sub- arcsecond dust (and by extension gas) column density 
maps for entire galaxies .  This method is adapted from dust extinc­
tion studies done for the MW in the IR (e.g . B acmann et al. 2000; 
Peretto & Fuller 2009), where we do not measure the extinction of 
individual s ta rs, but instead rely on measuring the attenuation against 
a di ffuse and smoothly var ying background light. Fundamentally, the 
technique measures the attenuation of the local stellar background 
caused by dust on a pixel -by- pixel basis .  In order to apply this tech­
nique to other galaxies, we use readily available, high resolution 
op tical Hubble Space Telescope (HST) data to reconstruct the stellar 
background, and determine the column of dust (and conversely gas) 
by comparing the obser ved intensity of each pixel against what the 
intensity would be if there were no dust to cause any extinction (i.e. 
the reconstructed stellar distribution) . We also use Herschel Space 
Obser vatory (Pilbratt et al. 20 10) observations of dust emission to 
calibrate the unknown contribu tion of foreground light in the line­
of- sight. This novel technique allows us to map entire galaxies at 
sub -arcsecond resolution, practically an order of magnitude better 
than the typical resolution achieved by current interferometric obser­
vations of entire nea rby galaxies (generally a few arcseconds). 

In this paper, we showcase our new high -resolution extinction 
mapping technique for our test galaxy M5 1 (NGC 5 194), chosen for 
its ample survey coverage, its relatively near distance, and its near 
face -on inclination. We adopt 7. 6 Mpc as the M5 1 distance to the 
MW (Ciardullo et al. 2002), and an inclination of 22° (Tully 1974; 
Colombo et al. 2014b). The data used are described in §2. In §3 we 
describe the details of our high- resolution extinction technique. We 
present the resulting sub -arcsecond gas mass surface density map 
in §4, as well as a comparison with other dust mass and optical 
depth determinations in M5 1 ,  and also with 12CO (1 -0 ) observations 
from the PdBI Arcsecond Whirpool Survey (PAWS ; Schinnerer et al. 
2013). We provide a summary of our findings in §5. 

2 DATA 

In this paper, we apply our new high -resolution extinction mapping 
method to HST optical data of M5 1. This technique measures dust 
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Figure 1. Simplified flowchart of the high-resolution extinction mapping 
technique presented in this paper (further details in §3).  

extinction from HST optical data in order to build gas mass sur­
face density maps .  We use Herschel dust em ission observations as 
a calibrator for the unknown foreground light contribution along the 
line- of- sight, and CO data from PAWS to compare our results . 

2.1 Archival HST data 

The F435W (B -band, with pivot wavelength 433 nm) and the F555W 
(V- band, with pivot wavelength 536 nm) filters from the HST ACS 
(Advanced Camera for Surveys) Heritage, retrieved from the Hubble 
Legacy Archive 1 are used here to build extinction maps of M5 1 in 
the optical. Both the B- and the V-band have a pixel size of 0. 049" 
and resolution 0. 1 "  (Mutchler et al. 2005). An astrometric correction 
of 0. 1 "  in the RA direction and -0.4" in the Dec. direction is applied 
to both the B-band and the V-band, as explained in Schinnerer et al. 
(20 1 3 ) - see also Mutchler et al. (2005). 

The V -band is chosen as the prime wavelength for our high­
resolution extinction mapping technique as it should reach higher 
Av (visual extinction) before reaching saturation compared to the 
B-band, therefore probing deeper into the structure of the clouds . 
The B-band is used for testing the applicability of the method on a 
different band. 

For the purpose of this paper, as a proof of concept, we are only in­
terested in applying our new technique to NGC 5 194 (referred to here 
as simply M5 1 ). Its companion, NGC 5 195, is therefore cut from the 
original HST observations since it is known to have different metal­
Jicity and dust -to- gas mass ratio than M5 1 (e .g. Mentuch Cooper 
et al. 2012). Additionally, we mask out the outer edges of the HST 
M5 1 observations using the reprojected Herschel data as a guide. 

2.2 Archival Herschel data 

The high-resolution extinction mapping technique presented here 
allows us to map surface densities for nearby galaxies at an angular 

1 https ://hla . stsci . edu/ 



resolution close to the native resolution of HST. However, since 
we cannot make the simple assumption that all observed light is 
being attenuated by dust, we make use of Herschel dust emission 
observations to retrieve the corresponding total dust column densities 
at a lower resolution and calibrate the contribution of foreground light 
along the line-of-sight that we should assume for our technique so 
that statistically, the column densities obtained via dust emission and 
dust extinction measurements are consistent with each other. 

At the IR-submm wavelengths where dust emission is the brightest, 
the spectral energy distribution (SED) of the galaxy is often mod­
elled using a single-temperature modified blackbody (MBB) fit. In 
applying a single MBB fit, we assume: (1) the dust emission is opti­
cally thin, (2) the galaxy's population of dust grains is homogeneous 
in size and composition, (3) the dust emission seen comes primarily 
from heated large dust grains that are at thermal equilibrium with 
the interstellar radiation field and thus share an average temperature 
along the line of sight (e.g. Draine 2003; Galliano 2022), and (4) 
the mass absorption coefficient, K(A), is a power-law in the shape 
K(A) = Ko (Ao/ A)/3 (Hildebrand 1983), with Ko being the value of 
K(A) at some reference wavelength Ao , and /3 being the dust emissiv­
ity spectral index. Despite all these assumptions, single-temperature 
MBB fits are commonly used, and can reliably retrieve estimates of 
dust properties for A � 100 µm (Bianchi 2013). 

In this paper, we perform a single-temperature, MBB SED fit 
to four bands from Herschel, retrieved from the Herschel Science 
Archive2. The bands used are the 160 µm band from the PACS instru­
ment (Photodetector Array Camera and Spectrometer for Herschel,
Poglitsch et al. 2010), and the 250 µm, 350 µm, and 500 µm bands 
from SPIRE (Spectral and Photometric Imaging Receiver, Griffin 
et al. 2010). The archival PACS and SPIRE data used here are the 
level 2.5 and level 3 data products, respectively (Davies et al. 2017). 
The pixel sizes for the 160 µm, 250 µm, 350 µm, and 500 µm bands 
are, respectively, 3.2", 6", 10" and 14", with the corresponding full 
width at half-maximum (FWHM) of ~ 11.5'', ~ 18", ~ 25" and 

~ 36". All SPIRE bands were converted from MJy/sr to Jy/pixel. 
The PACS 160µm data was chosen as the template pixel scale - re­
maining bands were therefore reprojected onto a 3.2"/pix grid. All 
bands were convolved to the angular resolution of the SPIRE 500µm 
band (worst resolution), resulting in all four dust emission maps used 
here having a common FWHM of 36". The Gaussian kernels used in 
this operation were 34" (for the 160 µm), 31" (for the 250 µm) and 
26" (for the 350 µm). 

The pixel-by-pixel SED fitting used non-linear least squares to 
estimate the dust temperatures (Td) and dust emission surface densi­
ties (Lem) in each pixel of M51. The reference absorption coefficient 
adopted was K250µm = 21.6 cm2g-l from Ossenkopf & Henning 

(1994, hereafter OH94), often used in MW studies (e.g. Kauffmann 
et al. 2008; Schuller et al. 2009), which is valid for grains covered 
by a thick ice mantle that follow the classical Mathis, Rumpl, and 
Nordsieck (MRN) size distribution model (Mathis et al. 1977). We 
assume a fixed dust emissivity spectral index of /3 = 2 - an appropri­
ate assumption for metal-rich, late-type galaxies such as M51 (see 
Boselli et al. 2012; Mentuch Cooper et al. 2012; Clark et al. 2016). 
The average values resulting from this SED fit are Td "' 21. 7 ± 3.64 K
and Lem "' 0.06 ± 0.03 M0 pc-2. For comparison purposes, the dust 
surface densities obtained using K250µm = 3.98 cm2g-l from Men­
tuch Cooper et al. (2012) are about a factor 5.4 larger than ours. 
Similarly, using K250µm = 10 cm2g-l from Elia et al. (2013) (a 

2 http://archives.esac.esa.int/hsa/whsa/
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Galactic study), the resulting dust surface densities are about a factor 
2.2 larger. 

2.3 Archival PAWS data 

In this paper, we also compare our extinction results to the column 
densities derived from the 12CO(l-0) emission maps from PAWS

(Schinnerer et al. 2013), retrieved from the PAWS website3 . PAWS 
imaged the CO gas in the central 11 x 7 kpc region of M51 using 
both the Plateau de Bure Interferometer (PdBI) and the 30m sin­
gle dish telescope from IRAM. The resulting combined datacubes 

(PdBI+30m) have a resolution of 1.16" x 0.97" (corresponding spa­
tial resolution of~ 40 pc), a pixel scale of 0.3"/pix, and a sensitivity 
of 0.4 K per 5 km s-1 channel.

3 HIGH-RESOLUTION EXTINCTION TECHNIQUE 

We present a new high-resolution extinction mapping technique us­
ing HST data at visible wavelengths that allows us to construct an 
all-galaxy dust surface density map at a resolution close to the native 
resolution of HST. In summary, this technique is similar to the tech­
niques used in Galactic studies in the IR (e.g. Bacmann et al. 2000; 
Peretto & Fuller 2009), which determine the amount of the local 
background radiation attenuated by the dust at each pixel. As such, 
this method only works if we can recover a reliable estimate of the 
local background radiation. This is only possible if the background 
radiation is smoothly varying - such that it can be reconstructed di­
rectly from the HST images using median filtering techniques. This is 
the case for the relatively diffuse stellar background traced by the B­
and V-bands of HST, but it becomes less usable in the near IR bands 
due to the increased detection of younger, embedded stars, which 
dominate in the dust regions we are studying here, consequently 
causing the stellar background to be less smooth. 

The different steps involved in this technique (summarised in 
Fig. 1) are described in more detail in this section, namely the prepa­
ration of the images for the analysis (removing point-like sources), 
the reconstruction of the stellar background, computing the opti­
cal depth, and calibrating our results with lower-resolution surface 
density maps of our test galaxy, M51, obtained from dust emission 
observations from Herschel at far-IR wavelengths. 

3.1 Removal of point-like sources 

The first step in our method consists of removing bright point-like 
sources, which can be the cause of artifacts in the final map. In 
particular, given that our method estimates the attenuation caused 
by the dust against a smoothly varying background on a pixel-by­
pixel basis, in regions where bright point-like sources appear in the 
foreground, any dust attenuation that might exist behind is completely 
hidden by the bright object, effectively creating artificial "holes" of 
negative opacities in the background clouds. If these foreground stars 
are small enough (i.e. point sources of a size similar to the resolution 
of the HST image), we can remove them from the map and refill 
those positions with an interpolated background, which will give us 
an estimate of the opacity of the clouds behind the bright sources. 
Additionally, a high density of bright point-like sources (such as a 

3 https://www2.mpia-hd.mpg.de/PAWS/; see also https://www.
iram-institute.org/EN/content-page-240-7-158-240-0-0. 
html 
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Figure 2. Left: original HST V-band image of MS 1. Right: M51 after removal of bright point-like sources. At the bottom of both panels are the same two regions zoomed for better visualisation of the source-removal results. Given that star clusters are not point-like sources, they are not removed from our image completely (as seen in the right panel). Additionally, in regions immediately on top of bright, young star clusters, we do not expect to retrieve molecular clouds. 
large cluster of stars) can skew the median filtering techniques (see 
§3.2), resulting in an overestimation of the average stellar distribution 
around those bright regions.

The simplest way to remove point sources from the original inten­
sity would be to perform sigma-clipping and reject any pixels that 
are above a certain threshold. However, due to the wide dynamical 
range of intensities seen in the original HST map, this process is 
not straightforward. For example, if we use a relatively high value 
for the sigma - or if our median is skewed towards high values due 
to the really bright regions of the spiral arms or galactic centre -
the sigma-clipping method will miss the fainter point-like sources 
clearly visible in the lower intensity regions such as the inter-arms. 
Conversely, if we use a lower value for the sigma-clipping, or the 
median, entire bright regions (like the galactic centre) are clipped 
off. To circumvent this, we need to perform the sigma-clipping on a 
map where background fluctuations are flattened, so that the sigma­
clipping performs well across the entire map. 

We use the Background2D function from Photutils (vl.0.1, 
Bradley et al. 2020) to compute a flattened background to subtract 
from the original HST image in order to facilitate our source removal. 
Essentially, the function splits the original map into a grid and es­
timates the background of each square within the grid, ignoring all 
pixels that deviate more than 3 standard deviations (a-) in this calcu­
lation. The resulting grid is then transformed into the final, full-size 
estimated median background through bicubic spline interpolation. 
To capture the large background fluctuations we define a grid of 
7.35" x 7.35" boxes (- 270 x 270 pc), which we transform into a 
full-size large-scale background map using a median filter with kernel 
size 0.245". Subtracting this large-scale background image from the 
original HST map does flatten the larger fluctuations of the original 
image, but many of the smaller variations are still included. There­
fore, in an attempt to flatten our background as much as possible, 

we also estimate a small-scale background. This is done in similar 
manner but with a smaller grid size of0.15" x 0.15" (- 5.50 x 5.50 
pc). 

Removing both large and small-scale backgrounds from the orig­
inal HST V-band intensity leaves us with a map that includes only 
bright point-like sources surrounded by a relatively constant value. 
It is now possible to easily identify these point sources by creating a 
source mask using make_source_mask also from Photutils. This 
source mask contains only sources that have at least three connected 
pixels that are all 3a- above the median of the map. In practice, 
this procedure eliminates not only single point-like sources, but also 
clusters of stars, as well as any saturated HST source with diffraction 
spikes. Additionally, the bright pixels in the source mask are dilated 
with a 3 x 3 pixel square array to ensure that the whole bright source 
is clipped off rather than just the > 3a- peaks. 

Instead of simply removing the bright point-like sources in our 
final source mask, we fill it with an interpolated background value, 
which we obtain by convolving the HST V-band image (ignoring the 
bright point-like sources) with a Gaussian kernel of - 0.3", which 
is roughly equal to the size of the empty regions. We apply one final 
small convolution to account for any boundaries that might have been 
created in the filling process or any other artefacts. This convolution 
has a kernel size of - 0.1" and it only slightly degrades the resolution 
of the source-removed image to 0.14" (-5 pc at the distance ofM51), 
compared to the 0.1" native angular resolution of the HST data. The 
original HST V-band image and the respective source-removed image 
are shown in Fig. 2. 

3.2 Reconstruction of stellar distribution 

The next step of our method is the reconstruction of the total stellar 
distribution, which is meant to reproduce the stellar radiation field 
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Figure 3. Reconstructed stellar distribution ofM51 for the V-band. Extinction features present in the original HST V-band image are eliminated, whilst the overall shape and features ( such as the bright spiral arms) of the galaxy are preserved. 
of the galaxy if there was no light being absorbed by the dust grainsin the ISM. The stellar distribution, Io, is reconstructed by applyinga sizeable median filter to the source-removed image, /,i (§3.1). In
order to have a good approximation of the total stellar light, the kernelmust be bigger than the typical size of the absorbing structures (i.e.molecular clouds), so that the stellar light estimate is not sensitive to 
the absorbing medium, but not too big as to risk losing the intrinsicfluctuations of the stellar distribution due, for instance, to the spiral
structure of the galaxy. The choice of the kernel is therefore crucial
so as to not under- or over-estimate the stellar distribution, as thatwill result in under- and over-estimating the respective opacities. The
kernel size chosen was - 16" ( -600pc) - a little under the size of thegalactic nuclear bar for M5 l (see Colombo et al. 2014a). This scaleis larger than the typical size of giant molecular clouds, but smallenough to capture the changes due to spiral arms and the galactic
centre. Changing this kernel by a factor 2 either way - 300pc or
l .2kpc - changes the final calibrated opacities by a factor 1.1 and0.97, respectively. The final reconstructed Io4 is shown in Fig 3. 

3.3 Constructing a preliminary opacity map 

Dust absorbs radiation in the optical. The simplest approach to de­scribe how the observed light, I,i, is being attenuated by dust is by 
assuming a flat foreground screen of dust, such that: /,i = Io e-T,l,where T ,i is the optical depth of the dust. In reality, dust is likely to be evenly mixed with the gas within a galaxy (see Calzetti 2001,
and references therein), and the use of a foreground dust screen of­
ten overestimates the total attenuation (e.g. Calzetti 2001; Kessleret al. 2020). Here, we adopt a "sandwich" geometry model where
the dust sits in a layer close to the mid-plane of the galaxy (which
is a fair assumption for face-on galaxies, such as M51). This dust
4 Assuming a fixed total stellar mass for M51, M. = 4.5 x 1010 M0 (Leroy et al. 2019), it is possible to retrieve an effective mass-to-light ratio and thus convert Io into a stellar mass surface density estimate. Our total stellar mass estimate is a factor of 1.26 and 1.23 higher than the values quoted by Querejeta et al. (2015) and Martfnez-Garcfa et al. (2017), respectively, well within the expected uncertainties. High-resolution extinction technique 5 

layer follows the distribution of the stellar light of the galaxy, but itdoes not include any clumps ( e.g. Tuffs et al. 2004 ). Considering this
"sandwich" dust/stars geometry, the observed light can be describedthrough: 

I,i = lbg e-T,l + /rg, (1)
where I,i (the point-like source removed-image, see §3.1) is the sumof the light that is free to travel in the line-of-sight without any ob­scuration (i.e. foreground intensity, /rg) and the light that has to travel 
through an absorbing medium to reach us (i.e. background intensity,
hg)- The stellar distribution, Io, can be related to the foreground
and background intensities through Io = hg + lbg· Additionally:
hg = b Io, and hg = f Io, where b and f are the background andforeground fractions of the total light respectively, and b + f = I. Eq.(1) can be rearranged to give the spatial distribution of the opticaldepth or line-of-sight opacity: 

T,i = -ln ( /,i l�
g

/rg ) (2) 

To construct a preliminary opacity map for the V-band, T�, it was
assumed that /�g = 1;.

g
' and therefore b' = f' = 0.5. We adopt

a prime superscript on the quantities referring to our first guess of
background/foreground fractions. Physically, this would mean that
the emitting light is split equally beneath and above the absorbing dustcontent of the galaxy. We do not expect the background/foregroundfraction to stray far from these values in a face-on spiral like M51,given that the gas scale height of a disc galaxy is typically smaller
than that of the stars ( e.g. Patra 2019), and therefore we expect most ofthe obscuring dust to lie close to the galactic plane. Still, since clouds become optically thick relatively quickly in the optical it would be
possible to reach optical depths slightly offset from the exact mid­
plane of the galaxy. It is also possible that the reconstructed stellardistribution is not an accurate representation of the true stellar dis­tribution against which the clouds are absorbing (particularly where
there are large patches of obscuring dust lanes that will skew the largemedian filters and underestimate the total stellar light), and thereforethe background/foreground fractions might not lie exactly at 50%.
Nonetheless, this initial background/foreground fraction assumptionis not very important, as it will be calibrated at a later stage ( de­scribed in §3.4). The distribution of our first-guess opacity map, T�, 
is represented in Fig. 4 (top panel). 

3.4 Constraining leg and lbg 

It is impossible to constrain lbg and /rg with the optical data alone.However, dust emission observations in the IR-subrnrn wavelength
range can provide an independent measurement of the dust mass sur­face densities, albeit at lower resolution. Thus, we perform a compar­
ison between our dust extinction maps and dust emission surface den­sities fitted from Herschel observations (§2.2) in order to calibrate our 
technique and automatically constrain the background/foreground fraction. 

Before proceeding with this comparison, we first need to deal withthe regions where our T� estimates are not usable: negative opticaldepth pixels and "saturated" pixels. Pixels with negative T� weremasked to zero, since these would correspond to points where the
observed intensity is brighter than the assumed background stellar
distribution and therefore there is no measurable dust attenuation.In addition, in pixels where the observed intensity is lower than the
assumed foreground emission, we obtain undefined values (NaNs).
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Figure 4. Top: Histograms of first-guess optical depth, T�, (in light grey) and 
calibrated optical depth Ty, (in dark grey). The isolated bins at the higher 
end of each data set correspond to the saturated pixels of each map, set at 1 0/o 
higher than the maximum optical depth value. Bottom: Spatial distribution 
of the optical depth of M5 l resulting from the calibration process within our 
method (further details in §3.4). The calibrated optical depth, Ty, is built with 
b = 0.53 and f = 0.47 as the background and foreground light fractions, 
respectively. 

We call these our "saturated" regions, and fill them with a fixed 
maximum value set at l 0/o higher than the peak value of T�. Less 
than 0.010/o of the pixels in our opacity map are saturated. 

The optical depth can be related to dust surface densities, Lctust, 
through a dust mass absorption coefficient at the relevant wavelength, 
K,.l, following: 

T,.l = K,.l Ldust· (3) 

Since we are working with dust extinction in the V-band, the above 
equation becomes T� = Ky L�xt, where T� is our preliminary opacity, 
Ky is our adopted dust absorption coefficient (Ky = 8.55 x 103 cm2 

g-1 , or equivalently Ky = 1.79 pc2 M;;:; 1 , Draine 2003, hereafter 
D03), and L�xt is our preliminary extinction surface densities.

The comparison between extinction and emission is done in the 
grid (3.2"/pix) and resolution (36") of the coarser dust emission col­
umn density map. Consequently, the L�xt is regridded and convolved 
accordingly. 

The left panel of Fig. 5 shows the relationship between the con­
volved, preliminary extinction surface densities from our method, 

L�xt • and the emission surface densities from Herschel, Lem (both 
at 36" resolution). It is clear from the figure that the relationship 
between the dust extinction and emission surface densities is not ex­
actly linear, with a systematic flattening of L�xt towards higher values 
of surface density. This is expected, as estimates of column density 
from dust extinction and emission do not always match exactly. In 
the densest regions with high surface densities, the dust becomes 
optically thick quickly at visible wavelengths, and so the surface 
densities derived from dust extinction will be a lower estimate of 
the column, while dust emission should still be sensitive to the full 
column. On the other hand, for the more diffuse regions with lower 
surface densities and for regions where the dust is being heated ( such 
as the centre of M51, see Appendix B), the ISM is warmer and thus 
the SED will start peaking at shorter wavelengths (and outside the 
wavelengths used for our SED fitting), causing the surface densi­
ties from the dust emission to be less accurate. In terms of spatial 
agreement between dust emission and dust attenuation, Thilker et al. 
(2023) recently analysed the spatial distribution of attenuation from 
the HST B-band against several wavelengths tracing dust emission 
from PHANGS-JWST5 (Lee et al. 2023). They found that in NGC 
628, over 400/o of sight lines contain both dust emission and extinc­
tion at 25 pc scales (increasing to 55% at 200 pc). Furthermore, they 
argue that this may be a lower estimate due to line-of-sight effects 
and difficulties in consistently extracting filamentary structures. In 
this work, we are not able to retrieve any measurement of dust ex­
tinction wherever star clusters sit in front of the gas/dust, whereas 
dust emission can measure the full column. Still, we perform our 
comparison between extinction and emission at a spatial resolution 
of about 1 kpc, where any significant smaller scale variations should 
average out, and thus differences in column sensitivity between the 
two tracers should be predominant. These sensitivity differences are 
in fact what is seen in the right panel of figure 5, which shows the 
spatial distribution of the ratio between the two surface density maps, 
L�xtfLem • As expected, in regions of high density (i.e. spiral arms, 
shown in red), L�xt < Lem, and in more diffuse regions (shown in 
blue) L�xt > Lem• 

In order to calibrate our extinction surface densities with the emis­
sion ones so that the final calibrated extinction map is (statistically) 
consistent with the emission map, we start by analysing the rela­
tion between our first-guess of L�xt and the reference Lem from 
the emission. In this comparison we choose to ignore the centre 
of M51 due to not only potential temperature effects (further ex­
plained in Appendix B) but also saturation effects. Considering only 
the points where L�xt < 0.1 M0 pC2 and Lem < 0.11 M0 pC2 

(shaded region shown in left panel of Fig. 5), a linear regression is 
a reasonable approach within the scatter. A simple linear fit gives 
a slope of k = 1.077 ± 0.002. Changing the cutoff values by 300/o 
changes the slopes of the linear fit only marginally: k = l .030 ± 0.002 
for L�xt < 0.13 M0 pC2 and Lem < 0.14 M0 pc-2, and k =
1.14 ± 0.003 for L�xt < 0.07 M0 pc-2 and Lem < 0.08 M0 pc-2. 
We use the k = l.077 ±0.002 fit to make a new decision on the back­
ground/foreground fraction, and thus calibrate our optical depths. 

Neglecting nonlinearity (i.e. where dust extinction and emission 
are not sensitive to the same column), our calibrated extinction sur­
face densities, Lext, should equal Lem. Knowing that our preliminary 
L�xt relate to the emission surface densities through L�xt = k Lem, 
with k being the aforementioned slope of the linear fit, then it is pos­
sible to write a relation between our first estimate and our calibrated 

5 http://www.phangs.org
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Figure 5. Left: First-guess dust surface densities from our extinction technique, I�I' against the surface densities estimated from Herschel dust emission data, 
Iem • Both quantities are in logarithmic space. The blue scale represents the density of points. The significant scatter seen in the plot corresponds to regions 
where dust extinction and dust emission are not sensitive to the same column. We perform a linear fit where this scatter is minimal (grey shaded region in plot), 
shown as a solid black line. The desired 1: 1 relation is plotted as a solid red line. Right: Ratio of the preliminary extinction dust surface densities, I;xl' and the 
surface densities fitted from dust emission Herschel observations, Iem, done at the resolution and pixel scale of Iem (36" and 3.2"/pix, respectively). Only the 
points below I�1 = 0.1 M0 pc-2 and Iem = 0.11 M0 pc-2 (i.e. grey-shaded region in left panel) are plotted, showing that the excluded points are exclusively
in the centre of the galaxy. estimate of extinction dust surface densities: L;xt Lex!= T· (4) This relation (and consequently k) tells us by how much we should change our measured extinction surface densities such fuat tliey match fue emission on a global scale (at lower resolution). We assume that fuis global "fractional" change remains the same for fue finer grid of our high-resolution map, and use this to re-calibrate our b and ffractions. Combining Eq. (3) witli Eq. (4), gives rv = r'vf k. Replacing Eq. (2) into fue previous expression gives:Iv -lrg = (Iv -Ifg )l/kIbg I�g ' (5) which relates the new calibrated opacity (TV) to fue preliminary opacity (r'v, see §3.3). Remembering that hg = b Io, and likewise /rg = (1 - b) Io, it is possible to rearrange Eq. (5) to give the new calibrated background distribution, b: 

(6) where Iv is the source-removed intensity for fue V-band (§3.1), Io is fue reconstructed stellar distribution (§3.2), Ifg and I�g are our first­guess foreground and background intensities wifu f' = b' = 0.5 (§3.3), and k is the slope of the linear fit between L;xt and Lem ­Eq. (6) gives, for each pixel in our high-resolution map, what fuebackground fraction b (and consequently the foreground fractionsince f = 1 -b) should be so that the surface densities derived fromour dust attenuation technique correlate with fue kpc-scale surfacedensities computed from dust emission at IR to sub-mm wavelengtlis. We choose to adopt a single value for fue calibrated b and f,rather than use a pixel-by-pixel correction that would guarantee our convolved extinction surface densities match fue Herschel dust emis­sion densities exactly. As explained before, we do not expect dust extinction and emission to always be sensitive to fue same column densities. Furfuermore, in regions where dust emission is particularly bright (i.e. centre), dust temperatures and properties may be different than fue rest of the galaxy, which will not be accounted for with our single-temperature and single-,B SED fits. In order to not propagate fuese ambiguities into fue dust extinction - which is independent of dust temperature - we prefer to adopt a statistical approach to estimate fue typical b ( and f) across fue galaxy. This is furfuer discussed in AppendixB. The medians of the calibrated background and foreground fraction are, respectively, b = 0.53 and f = 0.41, wifu a tight interquartile spread of Q75 - Q25 = 0.01. Note fuat fuis background/foreground calibration process gives similar results for different initial assump­tions of b' and f' ( e.g. starting with b' = 0.6, the background fraction is calibrated to b = 0.51, with Q75 -Q25 = 0.01). To construct the new optical depfu map for fue V-band, TV, we simply feed the calibrated b and f into Eq. (2), keeping fue remain­ing maps (Iv and Io) the same as before. The calibrated opacity map receives fue same treatment described in §3.3: negative opacities are masked to zero, and saturated pixels are filled wifu a value corre­sponding to a 1 0/o increase of the peak value of TV. The resulting rv distribution is shown in fue bottom panel of Fig. 4. We estimate tliat values of opacity wifuin 300/o of our maximum value of r (i.e. opacities close to saturation, T > 7) are more uncertain, and likely lower limits due to saturation effects, but a more detailed analysis is shown in Appendix A. 
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4 FINAL HIGH-RESOLUTION GAS SURFACE DENSITY 
MAP 

Recalling Eq. (3), it is possible to convert our calibrated opacities,ry (§3.4), into dust surface densities through a dust absorption co­
efficient, KV = 1.786 pc2 M0 1 (D03). Additionally, assuming a 
dust-to-gas mass fraction of 0.01, and that the gas and dust are well­mixed, the dust surface densities are easily converted into their gasequivalent. The resulting gas surface density map, Lgas, will inheritthe resolution and pixel scale of the optical depth map (0.14" and 0.049"/pix, respectively), which translates into a spatial resolution 
of~ 5 pc for M51 at the adopted distance of 7.6 Mpc (Ciardullo 
et al. 2002). Fig. 6 showcases the final high-resolution gas surfacedensity distribution resulting from our extinction mapping technique
for M516. The uncertainty in the opacities mentioned in the previoussection (§3.4) will be inherited by the surface densities; we perform Monte Carlo simulations to obtain relative uncertainties, as well as 
determine an upper limit of surface densities we can accurately mea­sure, all of which is further detailed in Appendix A. 

4.1 Impact of dust absorption coefficient assumption 

As previously stated, our extinction technique employs the D03 spe­cific opacity for the V-band and the OH94 specific opacity at in­
termediate densities for the IR. Consequently, our calibrated gassurface densities will reflect these dust estimates. In order to cali­brate the background/foreground split of stellar light in relation tothe dust (§3.4), our technique requires that the opacity laws used in 
the two different wavelength regimes (i.e. visual and IR) be consis­tent with each other. Keeping Kv from D03 and instead adopting K2soµrn = 3.98 cm2g-1 from Mentuch Cooper et al. (2012) to con­
struct Lem, for example, would lead our calibration procedure to 
output a background fraction of just b = 0.13 (i.e. only the bot­tom 13% of the stellar light in M51 would be attenuated), and our
calibrated opacities would peak at values of roughly 14.3 (visual ex­tinction values up to 15.5). Additionally, over a quarter of our final
map would be saturated, preventing us from estimating an opacityvalue in a significant portion of M51. Alternatively, we could fix our background/foreground light frac­
tion and instead attempt to retrieve a new dust absorption coefficient 
in the optical that would match the K2soµrn from Mentuch Cooper et al. (2012) (or any other Kzsoµrn). Remembering Eq. (3), the new specific opacity in the visual, KV'w, would simply be the ratio be�w�enry (assuming a fixed b = 0.53 and f = 0.47) and the dust ermss1on 
surface densities derived using Kzsoµrn from Mentuch Cooper et al. 
(2012), L��w. This results in a median KV'w = 0.345 pc2 M0 1 , or 
Knew= 1.65 x 103 cm2 g- 1 . Utilising this combination of absorp­tibn coefficients (i.e. Kzsoµrn from Mentuch Cooper et al. 2012 and 
the derived Knew) results in a final gas surface density map with val-V th . . ues a factor ~ 5 larger than our original map, but o erw1se retams 
the same structure (i.e. the maps are proportional to each other). 

It is possible to write a scaling relationship between our calibrated 
extinction surface densities, Lext (using OH94 and D03), and otherdust absorption coefficients for the IR: 

new - (21.6 cm2g-1) L Lext - new ext,
K 

(7) 

6 This map is publicly available at https: //dx.doi. org/10 .11570/23. 
0010, and also at the FFOGG (Following the Flow of Gas in Galaxies) projectwebsite (https: //ffogg. gi thub. io/ffogg. html). 

where Lnew is the high-resolution, extinction-derived gas surface ext . d"ll" . density map for M51 resulting from calibratmg to a 111erent opacity law in the IR (Knew at 250 µm). We caution that although this allows 
for the use of different dust absorption coefficients (and thereforedifferent dust models), this scaling relationship is only true if the
background/foreground fraction (bf f) is fixed at b = 0.53 and f = 0.47. Since the relationship between b/f and the assumed opacity 
laws is not linear, it is not possible to calibrate for both b / f and K atthe same time. In this paper, we prefer to adopt an established value
of K from the literature and calibrate for b / f instead. As previously stated, adopting a different combination of specific
opacity laws will only change our final gas surface density map by 
a scaling factor; the observed structural hierarchy, or environmental 
trends, will remain the same. As will be shown in the following 
sections, after correcting for the difference in dust recipes used (i.e. 
applying a scaling factor), our high-resolution extinction �apping technique is able to retrieve similar gas/dust surface density (and optical depth) values to estimates of other studies which apply various 
independent approaches. 

4.2 Comparison with other dust studies 

The dust extinction technique outlined in this paper is one of many 
ways of measuring the dust mass of galaxies (see e.g. Calzetti 2001). 
One such method involves measuring the reddening of stellar light 
in order to retrieve colour-based extinction maps (e.g. Regan 2000;Thompson et al. 2004; Kainulainen et al. 2007). For M51, Holwerda
et al. (2007) constructed a colour map using near- to mid-IR bands, ( I -
L), and found an average optical depth ofr(I-L) = 0.18±0.09 within one of the areas imaged by WFPC2 aboard HST. For roughly the same
region in our map ( coverage differs due to our cropping of NGC 
5195), we report a similar median optical depth (Ty = 0.15 ± 0.1).) 

Colour-based extinction approaches often assume a simple fore­
ground dust screen geometry and a single colour (and consequentlyage) for the stellar population, with the resulting dust masses being systematically lower than estimates from attenuation of ionised gas 
emission lines (e.g. Kreckel et al. 2013). An alternative method to measure the dust mass within a galaxy is to perform radiative trans­
fer simulations. These high-resolution models can account for more 
complex dust/stars geometry, as well as different dust heating sources(e.g. young ionising stars, old stellar population, AGN). Nersesian et al. (2020) utilise a state-of-the-art 3D radiative transfer simulation, 
which includes the THEMIS dust model (Jones et al. 2013, 2017), and 
the CIGALE SED fitting routine (Noll et al. 2009; Boquien et al.2019). They find that the M51 system holds a total dust mass of 
Mdust = 3.40 (±0.65) x 107 M0 for a dust absorption coefficient 
of Kzsoµrn = 6.40 cm2 g- 1 (adapted from the THEMIS model). Our 
high-resolution extinction technique retrieves a dust mass for M51 (i.e.just NGC 5194) of Mdust = 9.70x 106 M0 . As discussed above
(§4.1) and shown in Eq. (7), we can apply a scaling factor to our 
estimates of dust surface density to account for a different dust ab­
sorption coefficient assumed for the IR. Using the specific opacity 
from the THEMIS model would scale our surface densities by roughly a factor 3.4, resulting in a final dust mass of Mdust = 3.27 X 107 M0 ,which is consistent with the dust mass range found by Nersesian et al.
(2020)7. Using a similar radiative transfer simulation but with theDraine & Li (2007) dust recipe, De Looze et al. (2014) retrieve a dust mass of Mctust = 7.70 x 107 M0 for M51. Again following Eq. (7), 

7 Although we caution that in the THEMIS model, a /3 = 1 .  79 is assumedrather than /3 = 2.0. 
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Figure 6. Gas surface density map of a portion of M51 resulting from our high-resolution extinction-mapping technique (bottom), and with zoom-ins of three 
example regions in the inter-arms (1), spiral arm (2) and centre (3) shown in the top row. 

our estimate for the total dust mass would increase by roughly a factor 
5 if we had adopted the Draine & Li (2007) absorption coefficient in 
our dust emission modelling (equivalent to K250µm = 3.98 cm2 g-1,
Mentuch Cooper et al. 2012), which is within a factor 0.7 of the mass 
value quoted by De Looze et al. (2014). 

4.3 Comparison with PAWS integrated line intensity, Wco 

Molecular line observations of the 12CO(l-0) emission are one of the
most commonly used tracers for the invisible, cold H2 in molecular 
clouds (MCs). Unlike H2, at the cold temperatures characteristic of 
MCs, CO - the second most abundant molecule in the ISM - is still 
easily excited. Despite this, CO emission is not sensitive to the total 
gas column within a cloud; CO is quickly photodissociated by the 
interstellar radiation field at low column densities, whilst H2 is still 
present in these regions due to self-shielding (e.g. Lada et al. 2007; 
Penaloza et al. 2017; Galliano 2022). Therefore, surveys that employ 
CO as a tracer are only sensitive to the "CO-bright" gas, and might 
miss a significant fraction of cloud masses (e.g. Lada et al. 2007; 
Bolatto et al. 2013). Additionally, 12CO(l-0) is optically thick at
relatively low/intermediate column densities and consequently does 

not trace the full column of gas ( see Bolatto et al. 2013, and references 
therein). Often, a "CO-to-H2" conversion factor is used to retrieve 
the total molecular column densities of MCs from CO observations. 
This conversion factor, Xco, is defined as: 

(8) 

where Xco has units cm-2(K km s-1 )-1, N(H2) is the column
density of molecular gas in cm-2, and Wco is the integrated line
intensity of 12CO(l-0) in K km s-1. Xco is an empirically de­
rived value, and is known to have a large uncertainty associated 
to it (e.g. Lada et al. 2007; Bolatto et al. 2013; Barnes et al. 
2018). The most commonly adopted value of Xco is the Galactic 
Xco = 2 x 1020 cm-2(K km s-1 )-1, obtained through observations
ofMCs in the Milky Way disc (Strong & Mattox 1996; Dame et al. 
2001). However, many studies suggest that Xco varies significantly 
from galaxy to galaxy, and even within different environments of the 
same galaxy (e.g. Pineda et al. 2008; Bolatto et al. 2013; Sandstrom 
et al. 2013; Barnes et al. 2015; Gong et al. 2020). 

In the PAWS field-of-view (FoV, shown in Fig. 7 alongside our ex­
tinction surface densities), Colombo et al. (2014a) quote 84 M0 pc-2 

as the median gas mass surface density value, derived assuming the 
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Figure 7. Gas surface density maps, �gas, from our dust extinction method (left) compared to the gas surface densities obtained from converting the PAWS 12CO(l-0) integrated intensity with Xco = 3.14 x 10 19 cm-2(K km s-1 )-1 (right). Zoom-ins of 3 example regions are shown at the bottom of both panels forbetter visualisation of the spatial resolution achieved by the two different methods ( all shown in the same colour scale). Galactic Xea - If we estimate the median in the same region that PAWS imaged (and at the same angular resolution and pixel grid), but using our extinction surface densities instead, we obtain a much lower value ( ~ 7 M0 pc-2). This median value is calculated con­sidering only surface densities within the PAWS FoV above Ser, where er, the average standard deviation in low-emission areas, is 0.44 M0 pc-2. Dust extinction traces the total gas, whilst CO traces only the molecular gas; calculating the same median only in regions more likely to be molecular (i.e. L > 10 M0 pc-2) gives a valueof roughly ~ 20 M0 pc 2. Both of the medians we report within the PAWS FoV are much smaller (between a factor 4 to 12 smaller) than the PAWS gas mass surface density median computed using the Galactic Xea quoted by Colombo et al. (2014a), even when only considering pixels above our molecular surface density threshold. Guelin et al. (1995) find that their dust-derived molecular masses are about a factor 4 smaller than masses computed from 12CO(l-0) emission using the Galactic Xea , suggesting that the CO-to-H2 con­version factor in M51 might be lower than the Galactic value. Bell et al. (2007) found Xea = 2.5 x 1019 in the centre of M51 through comparison of observed emission line intensity ratios and predic­tions from photon-dominated region (PDR) chemical models (see also Bell et al. 2006). Using large velocity gradient (LVG) modelling of several transitions of 12CO and 13co, as well as neutral carbon,Israel et al. (2006) calculated Xea = 1(±0.5) x 1020 for the centre of MS 1. On the other hand, several studies reiterate that the standard Galactic Xea should be applicable in M51 (e.g. Schinnerer et al. 2010; Leroy et al. 2017), given its nearly constant solar metallicity (e.g. Croxall et al. 2015). In order to make our extinction method's results comparable to the CO results from PAWS, instead of assuming an ad-hoc value such as the Galactic Xea , we rederive the Xea by comparing the PAWS Wea map (§2.3) directly to the surface densities we computed from the Herschel data (§2.2), as this is also what we used to calibrate our extinction column densities. We convert the dust emission surface densities into molecular gas column densities, N(H2), through: 

(9) where Lem,gas is the gas surface densities from Herschel (converted from dust, Lem, assuming a dust-to-gas mass ratio of 1 %), mH is the mass of a hydrogen atom, and µ the mean molecular weight. We adopt a mean molecular weight ofµ = 2.8 (Kauffmann et al. 2008). The PAWS Wea map is regridded and convolved to the pixel grid (3.2"/pix) and resolution (36") of the Herschel column densities. The distribution of the Herschel N(H2) against the con­volved PAWS Wea is depicted in Fig. 8. The resulting Xea is al­most a factor 7 smaller than the Galactic standard: we retrieve a median of Xea "'3.14 x 1019 , with lower and upper quartiles of Xea "'2.84 x 1019 and Xea "'3.52 x 1019, respectively. Our de­rived Xea is within the range of lower Xea values reported for M51 in the literature. As previously discussed in §4.1, our determination of an Xea value for M51 will also be heavily influenced by our assumed dust models (see also Sandstrom et al. 2013; Roman-Duval et al. 2014), as are our final gas surface density estimates. Following Eq. (7), we combine Eq. (8) and Eq. (9) to give a scaling relation between our 



determined Xea value and the adopted absorption coefficient for the
IR: 

new = 3 4 1019 ( 21.6 cm2g-1 ) Xea .l X new '
K 

(10)

where Xco is the CO-to-H2 conversion factor (in
cm-2 (K km s-1 )-1 ) obtained when assuming a dust absorption co­
efficient, Knew, at 250 µm. In particular, taking Knew = 3.98 cm2g-1 

from Mentuch Cooper et al. (2012), retrieves a value of Xea within
a factor 0.5 from the standard Galactic value (shown in top panel of
Fig. 8). 

Our main goal in determining a CO-to-H2 conversion factor is to
make the surface densities from PAWS comparable to our results.
In fact, if we compare the PAWS Wea with our extinction column
densities at the PAWS resolution (bottom panel of Fig. 8), we can
see that the Xea "" 3.14 x 1019 cm-2 (Kkm s-1)-1 derived from
the comparison with Herschel dust emission at kpc-scales works
reasonably well at the higher resolution. It is also clear from this figure
that adopting the Galactic Xea would overestimate the molecular
masses from CO, producing the discrepancy of statistics previously 
mentioned. Applying the new Xea to the Wea from PAWS gives a
median mass surface density of~ 18 M0 pc2 for M51, which is
now consistent with the median values we report for the same region
at the PAWS resolution. This calculation is only performed in regions
with significant CO detections8 , and where our gas surface densities
are above 5CT (CT= 0.44 M0 pc-2, as previously mentioned). 

Comparing the spatial distributions of the gas surface densities
from PAWS with those from the extinction method, we find that there
is no substantial change in the surface density medians for the spiral
arms between the rescaled PAWS surface densities and our surface
densities at the same resolution ( ~ 21 M0 pc-2 and~ 22 M0 pc-2,
respectively). There is, however, a difference between the PAWS
inter-arm surface density median and our value, with~ 12 M0 pc-2 

and ~ 17 M0 pc-2, respectively. This discrepancy may be due to 
the enhanced presence of CO-dark gas towards the inter-arms, where
CO does not trace the full column of gas due to the lack of shielding,
whereas dust extinction is still sensitive. 

The median from the rescaled PAWS surface densities for the cen­
tre ofM51 is 37 M0 pc-2, higher than the median we report for the
same area (23 M0 pc-2). In the centre ofM51 most of the gas is CO­
bright, whilst dust extinction is limited to lower estimates of column 
due to saturation effects, and failures in the removal of bright sources. 
On the other hand, the centre of M5 l is known to host different condi­
tions than the disc (e.g. Mentuch Cooper et al. 2012; Schinnerer et al.
2013; Nersesian et al. 2020). In particular, the dust in that region is
hotter due to considerable heating caused by the dominant old stellar
population. Therefore, CO-based measurements will be less accurate
due to temperature effects. Furthermore, applying a single value of
Xea for the centre and the disc is likely not a fair assumption under
these conditions (see Sodroski et al. 1995; Bolatto et al. 2013; Gong
et al. 2020). 

4.4 Comparison with B-band surface densities, LB 

The B-band emission is more heavily attenuated by the interstellar
dust grains than the V-band, such that we reach saturation with lower

8 The PAWS 12CO(l-0) map is already masked to only contain high-fidelity
CO detections. 
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Figure 8. Top: H2 column densities from the Herschel dust emission data,
N(Hz)Hersche/, against the integrated line intensity of 12CO(l-O) from PAWS,
Wco,36", at the resolution of the dust emission data (36"). The different
colours represent the resulting dust emission column densities from adopting
two different dust absorption coefficients: the Ossenkopf & Henning (1994)
specific opacity in blue (used in this work), and the Mentuch Cooper et al.
(2012) specific opacity in grey (see §4.1). Bottom: H2 column densities re­
sulting from our extinction technique, N(H2)ext • also against the integrated
line intensity of 12CO(l-0) from PAWS, at the resolution of PAWS (Wco, I").
In both panels: the solid blue line represents the value of Xco we retrieve 
assuming the Ossenkopf & Henning 1994 (O&H 1994) dust absorption co­
efficient in the IR (see text for details) with the blue-shaded region being the
interquartile spread on said Xco at the Herschel resolution. The blue (and
grey) scale in both plots represents the density of points. In the top panel, the
dashed black line represents the resulting Xco when assuming K2SOµm from
Mentuch Cooper et al. 2012 (M-C+2012). In the bottom panel, the green
dashed line depicts the standard Galactic Xco,Mw. 

dust columns. Consequently, the surface densities of the denser re­
gions of M51 will be less accurately determined with the B-band 
than with the V-band, and thus we preferably use the V-band for our 
method. Nonetheless, our technique will still work for the B-band. 

We adopt a dust mass absorption coefficient for the B-band of
KB = 1.19 X 104 cm2 g-l (KB = 2.4858 pc2 Mei/) from D03. 
Assuming an initial guess of b' = f' = 0.5, our technique corrects 
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the background and foreground fractions of the B-band to b = 0.52 
and f = 0.48, respectively. The ratio between our calibrated maps 
of Ty and TB has a median of~ 0.73, which is in agreement with 
the ratio of the respective specific opacity laws (Ky/ KB ~ 0.72). 
The resulting surface densities, LB, are similar to the final V-band 
surface densities, with a median Lgas, v /LB ~ 1.04, highlighting 
the fact that the V-band can reach higher surface densities, but that 
within the uncertainties, both bands perform equally well across the 
galaxy. 

5 SUMMARY AND CONCLUSIONS 

Here we present a new dust extinction-based technique that allows 
the retrieval of high-resolution gas surface density maps for entire 
galaxies. The method is based on similar work done for our Galaxy in 
the IR, and consists of determining the dust attenuation pixel by pixel 
in the optical, through comparison with a reconstructed, smoothly 
varying stellar background. We applied this method to M51 as a test 
case, and our final gas surface density map has a resolution of 0.14" 
( or ~ 5 pc at the adopted distance), which is a factor ~ 7 better 
physical resolution than the currently highest resolution CO dataset 
for M51 (PAWS, Schinnerer et al. 2013). 

We compare our surface density estimates to several independent 
dust- and CO-based approaches, and find that our map correlates 
well with lower-resolution dust (and also gas) maps ofM51. In par­
ticular, we find similar trends of surface density across large-scale 
environment as those seen in PAWS (Colombo et al. 2014a). Any 
disparities in gas/dust surface density estimates between our map 
and other studies arise primarily from the different dust opacity laws 
used. If the a priori assumptions of dust model are the same, our tech­
nique retrieves values of column consistent with independent studies. 
We provide a scaling relation applicable to our high-resolution gas 
surface density map of M51, to account for the use of different dust 
absorption coefficients in the IR. 

We retrieve a CO-to-H2 conversion factor almost a factor 7 lower 
than the standard Galactic Xco. We find that the choice of absorption 
coefficient in the modelling of dust emission (i.e. adopting different 
dust compositions and therefore emissivity) has a significant influ­
ence in the determination of Xco- Using the specific opacity law 
at intermediate surface densities from OH94 results in a conver­
sion factor Xco = 3.1 (±0.3) x 1019 cm-2 (K km s- 1 )- 1 , assuming 
a constant dust-to-gas ratio of 1 "lo. Using a lower dust absorption co­
efficient instead will result in much higher dust masses, which in turn 
returns a higher Xco value. In fact, with the absorption coefficient 
from Draine & Li (2007), we obtain a value similar to the Galactic 
Xco (Xco = 1.7(±0.2) x 1020 cm-2 (K km s-1)-1). 

In summary, the strength of our extinction technique lies in the high 
spatial resolution of the resulting map ( almost an order of magnitude 
higher than previous studies), obtained from readily available optical 
data. Furthermore, we are able to probe the lower surface density 
regime composed of atomic and/or CO-dark molecular gas, and thus 
providing new tools to study the ISM and its morphology in both 
its atomic and molecular forms. Our extinction technique is also 
applicable to the full disc of galaxies, providing a wider coverage 
which greatly enhances number statistics and completeness. In a 
follow-up paper (Faustino Vieira in prep), we extract a catalogue 
of clouds from our gas surface density map of M51, and perform 
a statistical analysis of resolved cloud populations as a function of 
large-scale galactic environment as well as galactocentric radius. Our 
spatially resolved information opens up the door for such studies to 
be conducted across nearby galaxies of various morphological types, 

and examine the impact of the different dynamics and environments 
of galaxies, as well as feedback mechanisms, on the shaping and 
evolution of their gas content. Additionally, with high-resolution 
maps such as ours, its is possible to study the spatial coincidence 
between dust extinction and other H2 tracers (such as CO) as well as 
SF tracers. In fact, our achieved spatial resolution is on par with the 
emerging nearby galaxy observations from PHANGS-JWST (Lee 
et al. 2023), allowing for direct comparisons between dust extinction 
and emission. 
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APPENDIX A: UNCERTAINTIES IN OUR OPACITY 
ESTIMATES 

Assuming a fixed specific opacity law, the uncertainty in our opacity 
estimates (and consequently in our extinction technique) will trans­
late into relative errors for cloud surface densities/masses. In order 
to quantify the uncertainty in the opacities, err, we measure the stan­
dard deviation obtained across 104 Monte Carlo realizations of r for 
each pixel. 

To showcase the dependence of r in Iv, Io, and b, we rearrange 
Eq. (2) as 

T =-ln(Iv-(1-b)Io)
bio 

(Al) 

where Iv is the source-removed intensity, b the assumed background
light fraction and Io the reconstructed stellar distribution (see §3).
In our Monte Carlo simulations we allow these 3 parameters to vary
within their respective standard deviations. We estimate CTfv (i.e.
the photometric noise) by measuring and averaging the standard 
deviation within low-emission regions of our source-removed map, 
and obtained CTfv = 8.59 x 10-3. Given that the stellar distribution
is reconstructed by applying a median filter on the source-removed
map, we assume that the uncertainty in Io, cr10 , will be related to
the photometric noise through: cr10 = 1.2533 CTfv '00 = 5.94 x 
10- 4, i.e. the standard error on the median, where MF is the median 
filter used in pixels (330 pix, see §3.2). We take the scatter on our 
estimate of b (see §3.4) as its uncertainty, resulting in CTb = 6.65 X 
10-3. The running median of the relative error in the opacities (i.e.
err /r) is shown in Fig. Al, as a function of the local surface density
Ly. Above 10 M0 pc-2 (the often quoted molecular threshold), the 
maximum relative uncertainty is 45%, rapidly dropping below 30% 
above 14 M0 pc-2. 

Besides these relative uncertainties on the opacities (and 
masses/surface densities), there is another key observational limi­
tation to our method, which is the fact that the amount of extinction 
we can effectively measure depends not only on the photometric 
noise, but also on the background level. Indeed we expect that the 
maximum opacity we can measure will be lower for lower inten­
sity backgrounds. Thus we need to ensure that our measured surface 
densities are well below our maximum measurable limit. 

In order to verify this, we determine the maximum opacity, Tmax, 
(and consequently surface density) that we are able to reliably mea­
sure with our extinction technique at each pixel. Remembering 
Eq. (2), we obtain our maximum value of r when Iv - lrg is at 
a minimum. If we impose that Iv - lrg = 3cr1v , i.e. if this mini­
mum cannot be lower than 3 times the photometric error of our 
star-subtracted image, CTfv , we can write that 
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Figure Al. Running median of the relative error on the opacities ( <r r / rv) 
against our extinction gas surface densities, Iv. Our adopted molecular sur­
face density threshold, I> 10 M0 pc-2, corresponds to a maximum relative
uncertainty of 450/o (highlighted in the figure by the solid black dot and dashed 
lines), although note that it decreases very rapidly to well below 300/o uncer­
tainty. 

( 3<T[y) Tmax = -ln 
hg 

(A2) 

where lbg is the background fraction of the stellar distribution such 
that lbg = b Io (b = 0.53, see §3.4). The maximum surface density 
we can thus measure, I:max, is related to Tmax by I:max = Tmax/Ky. 
Figure A2 shows the running median of Lmax as a function of galac­
tocentric radius. It is clear from the figure that, on average, our ex­
tinction gas surface densities are below the maximum surface density 
we are able to measure. 

APPENDIX B: TEMPERATURE EFFECTS IN THE 
CENTRE OF M51 

When calibrating our dust extinction surface densities, Lext, with 
dust emission, Lem, we opted to exclude the contribution from pixels 
with large Lem located at the centre of M51 (see §3.4 and Fig. 5), 
as those are the points at which the Lem and Lext stop following a 
linear trend, potentially due to temperature effects ( or different dust 
properties). 

Unlike dust extinction, dust emission is heavily dependent on the 
dust temperature along the line-of-sight. As we employ a simple 
single-temperature modified blackbody model to retrieve measure­
ments of column density and temperature for Herschel dust emission 
observations, we intrinsically assume that dust properties do not vary 
significantly not only along the line-of-sight but also across M51. In 
the centre of M51 (Rga1 ;S 2 kpc), where a multitude of physical 
processes are in play, this assumption may not hold. In fact, Mufioz­
Mateos et al. (2009) report an excess of dust luminosity in relation 
to the derived dust mass for the inner 2 kpc of the galaxy. From 
Fig. B 1, we can see that in the centre of M51 the dust emission 
is dominated by extended emission in the MIPS 24 µm (Multiband 
Imaging Photometer for Spitzer, Rieke et al. 2004) and PACS 70 µm 
dust maps. An increase of 24 µm and 70 µm emission indicate an 
increase of dust temperatures, which is indeed what is reported by 
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Figure A2. Comparison between the running median of our gas surface den­
sities, Igas (black line and dots), and the running median of the maximum 
value of surface density we can accurately measure, Imruc, given the pho­
tometric uncertainties in our HST data (red line and dots), as a function of 
galactocentric radius, Rgal · The errorbars depict the standard error on the 
median, defined as 1.253 <r /'VN (N being the bin count and <r the stan­
dard deviation). The black and red shaded regions represent the interquartile 
ranges for I gas and Imme, respectively. 

Mentuch Cooper et al. (2012) in M51 's centre. This increase in lu­
minosity (and consequently temperature) can be caused by heating 
from the prominent old stellar population observed at small galacto­
centric radii (e.g. Schinnerer et al. 2013; Nersesian et al. 2020, and 
references therein). 

Our single-temperature SED fit from 160 µm onwards cannot ac­
curately describe this diffuse warm emission in the centre. Figure B2 
depicts an example of an SED curve of a pixel within the inner 2 kpc 
ofM51 (highlighted by a white cross in Fig. Bl). It is clear that with 
our wavelength coverage we are not able to effectively capture the 
turnover in the SED towards shorter wavelengths, which is reflected 
on the larger uncertainties in the fitted temperatures and column den­
sities. The bottom panel of Fig. B2 shows instead the SED curve of a 
pixel within the disc (highlighted by a white circle in Fig. B 1 ), where 
the SED turnover is better constrained. In order to capture the higher 
temperatures in the centre, we would require a more sophisticated 
SED model to fit Spitzer and Herschel emission together (rather than 
a simple blackbody curve), which is beyond the scope of this paper. 
Since our goal was simply to retrieve a statistically reliable conver­
sion between dust emission and dust extinction column densities, we 
opt for using the bulk of the disk of M51 where our simplified SED 
fitting is more reliable. 

This paper has been typeset from a T�pC file prepared by the author. 
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