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Governing fiduciary relationships or building up a
governance model for trust in AI? Review of healthcare as a
socio-technical system
Mehmet B. Unver

Hertfordshire Law School, University of Hertfordshire, Hatfield, UK

ABSTRACT
‘: Fiduciary law aims to mitigate the inherent risk of ‘trust’, which
helps restore interpersonal trust. It remains to be answered how
trust should be governed in an AI-driven socio-technical system
where technical and social factors are involved including
interpersonal relationships and AI-human interactions. Taking
interpersonal trust as the backdrop of analysis, this article seeks
answers to this question focusing on healthcare. It firstly draws a
conceptual framework regarding ’trust’ and investigates its
interplay with AI as well as examines how it is governed under
the fiduciary law. Subsequently, it upholds a socio-technical
system perspective, examining how to enable and sustain trust in
an AI-driven socio-technical system. A governance model is then
developed to elicit ‘intrinsic’, ‘dynamic’ and ‘ethical’ values of
trust attributed to various elements under a tri-partite framework.
It is recognised that findings of the literature as to trust, its
trajectory and implications can be implemented within the
proposed framework. Furthermore, it brings novelty by re-
conceptualising the elements of ’trust’ and associated values,
marking distinction to its interpersonal roots and fiduciary
relationships. It is considered this governance model, by
upholding a holistic viewpoint, provides a generalisable
framework that can construct, maintain and restore trust in AI-
driven socio-technical systems.

KEYWORDS
Trust; fiduciary law; artificial
intelligence

Introduction

‘Trust’ is ‘a psychological state comprising the intention to accept vulnerability based
upon positive expectations of the intentions or behaviour of another’ (Rousseau et al.
1998, 395). There are widely acknowledged elements that constitute ‘trust’ such as ‘per-
ceived competence’, ‘perceived benevolence’ and ‘perceived integrity’ (Rousseau et al.
1998; Meijer and Grimmelikhuijsen 2020). For instance, if person A trusts person B to
act for or on behalf of himself/herself, B is expected to put A’s interests first based on
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the trust and the presumed trust relationship between them. This also reflects the
approach taken by the fiduciary law in its conception of obligations and remedies
towards the unexpected behaviours of the ‘trustee’. For instance, in a scenario where
the B (trustee) betrays A (trustor) failing to meet his/her expectations, common law
imposes equity remedies for the violation of fiduciary obligations, e.g. duty of loyalty,
no profit rule, no conflict rule.

Fiduciary law can be taken as a baseline as to how trust is governed with respect to
interpersonal relationships, e.g. via restorative remedies for the unexpected conse-
quences of a trust relationship. This part of English common law consist of not only
legal but also moral and ethical obligations on the fiduciaries to whom trust is reposed
by others. While trust is inherent in law and ethics, this relationship needs to be
checked out against the impact of AI, in particular concerning socio-technical systems,
where there are a number of actors engaging with AI. Against this background, one
can ask not only how the legal concept of interpersonal trust interacts with the real-
world scenarios of AI but also how to understand the trust in an AI-driven socio-technical
system, given the need to enable trust against the human and non-human factors
involved in it.

Seeking answers to the above questions, this article firstly sets out a definitional frame-
work regarding ‘trust’ and examines different approaches to define ‘trust’ conceptually,
mainly from the perspective of moral psychology, and legally, based on the English
fiduciary law. It then examines trust in (relation to) AI and from the socio-technical per-
spective after drawing a framework of socio-technical system theory and its application
AI-driven context. After all, a model is built up to demonstrate how trust can be governed
from a socio-technical perspective with a review of healthcare sector.

Given the restraints of fiduciary law, e.g. focused on interpersonal trust from a restora-
tive viewpoint, and the fact that cutting-edge AI technologies that can erode trust, a
broader perspective is upheld. This is mainly to investigate how trust should be governed
in an AI-driven socio-technical system where technical and social factors are involved
including interpersonal relationships and AI-human interactions. In this regard, expanding
the idea of mitigating the risks inherent within the ‘trust’ relationships towards enabling
and sustaining trust during the AI life cycle, the article focuses on the main drivers to elicit
the full value of trust given the role(s) taken by AI agents and their capabilities in a socio-
technical system.

Against this background, this article makes the discussion based on the domain of
healthcare as a socio-technical system, considering that in this sector AI is employed by
multiple actors, e.g. clinicians, for various tasks, e.g. diagnosis of diseases, personalised
medicine, patient care monitoring, disease management using robotics, based on inter-
action with the stakeholders, e.g. manufacturers, insurers, towards the provision of health-
care to the patients. In this regard, the article delves into the interaction of human and
non-human factors and derivation of full value from overall trust in healthcare as a
socio-technical system.

After all, a governance model is developed finding that overall trust can be distilled
from the interaction of all the (healthcare) actors via pertinent tools, safeguards and reme-
dies to ensure reliability, transparency, adaptiveness, competence, responsibility and
accountability. These elements of trust are categorised under a tri-partite framework
including (i) elements of intrinsic value, (ii) elements of dynamic value and (iii) elements
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of ethical value. As demonstrated in the healthcare domain, the concept of ‘trust’ is pri-
marily predicated on ‘reliability’ and ‘transparency’ which provide the intrinsic value of
it. On top of these antecedents, ‘trust’ can develop with a dynamic value to be derived
from ‘adaptiveness’ and ‘competence’. Finally, ‘responsibility’ and ‘accountability’ of the
actors can bring about ethical value.

On this basis, it is concluded the proposed model can enable and sustain ‘trust’, elicit-
ing its full value in an AI-driven socio-technical system. It is recognised that findings of the
literature as to ‘trust’, its trajectory and implications can be implemented within this fra-
mework. Given all this, it is considered this governance model, by upholding a holistic
viewpoint, provides a generalisable framework that can construct, maintain and restore
trust in AI-driven socio-technical systems.

Trust: conceptual and legal framework

Overview of ‘Trust’: focus on interpersonal trust

According to Rousseau et al. (1998, 395) ‘trust’ is ‘a psychological state comprising the
intention to accept vulnerability based upon positive expectations of the intentions or
behaviour of another’. In case trustee, namely the person who is trusted, fails to act the
way s/he is expected, the trustor would then become betrayed. This level of risk or vulner-
ability accepted by the trustor is a pre-requisite for trust, although having a degree based
on the trustworthiness of the trustee. Trust is an attitude that we have towards people
whom we hope will be trustworthy, where trustworthiness is a property, not an attitude
(McLeod 2021). Which characteristics a trustor takes to be important for assessing a trus-
tee’s trustworthiness may depend on the characteristics of the trustor (sometimes called
trustfulness), the situation in which the interaction takes place, the nature of the task, the
type of agent the trustor is engaging with, and the propensity of the trustor to engage in
trust relationships (Starke et al. 2022). Given this fact, trust is situation-specific, and can be
described with the following parameters: ‘A trustor A that trusts (judges the trustworthi-
ness of) a trustee B with regard to some behaviour X in context Y at time t’ (Sharan and
Romano 2020, 2).

Interpersonal trust establishes the ground upon which the definitional framework is set
up for trust from the beginning, although it is widely acknowledged institutional trust,
trust in government, trust in AI and self-trust exist (McLeod 2021). All the definitions of
trust assume the presence of some form of positive expectation regarding the intentions
and behaviour of the object of trust (Rousseau et al. 1998). The three most cited elements
of trust are ‘perceived competence’, ‘perceived benevolence’ and ‘perceived integrity’
(also sometimes called honesty) (Meijer and Grimmelikhuijsen 2020). All these perceived
elements together demonstrate that trust is a subjective and elusive concept also being
dependent on a variety of factors, mainly based on past experiences and future optimism,
along with the degree of vulnerability and dependency on the part of each party.

According to McLeod, trust is ‘warranted’ when it is justified or well-grounded, where
well-grounded trust successfully targets a trustworthy person (McLeod 2021). In her view,
trust happens to be justified (i) sometimes when the trustee is not in fact trustworthy,
which suggests that the epistemology of trust is relevant, or (ii) often because some
value will emerge from the trust or because it is valuable in and of itself (McLeod
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2021). Last but not least, trust is considered to be ‘plausible’ when people feel optimism
toward one another, hoping by such trust to elicit, in the fullness of time, more respon-
sible and responsive trustworthy behaviour (McLeod 2021). A counter claim is that
such trust involves the normative attitude that the trustee ought to do what one trusts
him or her to do, rather than optimism that s/he will do it (McLeod 2021).

For instance, when P needs private medical advice and for this purpose consults D, this
means P has a trust in D with regard to the specific matter(s) of consultation. P might have
in mind that D specialises in a particular area of medicine being a qualified doctor and
would have an epistemic trust based on this belief (Faulkner 2011; Origgi 2020). When
D’s advice works out with a satisfactory result, there arises a clear justification for P to
believe D is a trustworthy doctor. Before this, P’s philosophical state might be closely con-
nected to others’ belief and testimony, e.g. in the community where s/he lives. If this belief
is sourced from a social norm or expectation impacting P’s decision, this means normative
trust exists (Faulkner 2011; Origgi 2020; Carter 2020; Ryan 2020; Nickel 2022). Regardless
of any social or epistemological ground, P’s previous appointments might have gone well
making her/him to have a strong belief that D will continue to behave in the same pro-
fessional and trustworthy manner. Then we can assume there is a predictive trust in this
attitude of P asking for D’s advice each time s/he needs (Faulkner 2011). It is also note-
worthy that a P’s decisions in building trust to D might be affected by several reasons
including (positive) bias, which can result in affective trust possibly having some epis-
temological features in it (Faulkner 2011; Origgi 2020; Ryan 2020; Nickel 2022).

Against this background, some distinguish ‘emotional’ and ‘cognitive’ constructs of
trust while discussing trust in AI (Glikson and Wooley 2020). From this point of view,
trust would sustain either on the cognitive construct that involves rational evaluation
of the trustee and situational features or on the emotional construct that is mostly
built upon more human emotions or both (Glikson and Wooley 2020). Another distinction
can be made as to the ‘normative’ and ‘discretionary’ aspects of the trust (Nickel 2022).
According to Nickel, one accords another entity discretionary authority because one
has relevant normative and predictive expectations toward it; following on this, a user
trusts an AI application when s/he is disposed to give it discretionary authority over prac-
tically important questions on the basis of normative and predictive expectations about
its performance in context (Nickel 2022). Albeit with such different accounts and under-
lying factors to build trust, the ‘value of trust’ arguably surfaces most when the trust-
worthiness (of AI) is visible and proven usually based on both cognitive decisions and
behavioural interactions.

On the opposite side, Ryan (2020) rejects the idea of developing trust in AI, arguing AI
cannot be something that has the capacity to be trusted for it does not possess emotive
states or cannot be held responsible for their actions. In his view, AI should not be viewed
as trustworthy because it undermines the value of interpersonal trust, anthropomorphises
AI (the affective account of trust), and diverts responsibility from those developing and
using AI (the normative account of trust) (Ryan 2020). As a contrary argument, responsi-
bility would be regarded as a factor to influence development and maintenance of trust,
as predicated in the proposed governance model within this article. Likewise, Lewis and
Marsh (2022, 35) posit that ‘trust is about much more than just attribution of responsibility
or blame’.
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Against the above background one can grapple to estimate which trust is the one we
develop across to a device or service driven by AI. AI’s peculiar features such as working
with high computation and data but no consciousnesses make the trust in relation to AI
more elusive and hardly recognisable. There are many aspects that can indicate the
nature of such a trust, including the nature of AI service or function expected by the
user, the context AI is embedded, whether the AI is hidden or visible as well as the dispo-
sition and needs of the trustor. Not delving into such factors and their investigation, this
article aims at examining how to enable trust in a socio-technical system driven by AI
comparing to interpersonal trust and its reflections under fiduciary law. To that end,
this study looks into fiduciary relationships and related duties and remedies under
English common law for they take ‘interpersonal trust’ as granted and prescribe a legal
framework to govern it.

‘Trust’ in fiduciary law: how interpersonal trust is governed under law?

Trust means a relationship between ‘trustor’ and ‘trustee’ embodying some risks associ-
ated with the former’s dependence to the latter. If this concludes with betrayal of the
former, this would have some legal consequences which are manifested well in
fiduciary law. Given this, this part of the article is focused on fiduciary duties and respon-
sibilities and the consequences of failure of them under common law, mainly to shed light
on the interplay between trust and law. This is also considered to benefit upholding a
wider perspective in relation to how to govern trust in a socio-technical system where
many agents co-work towards a common task for which trust is developed by the
users or beneficiaries. While the beneficiaries also partake in fiduciary relationships, the
‘trust’ they develop in interpersonal interactions and in socio-technical systems might
differ from each other. Despite this fact, considering the latter embodies the former,
fiduciary law would offer guidance before upholding a socio-technical perspective.

Fiduciary law refers to common law principles and rules governing relationship
between a fiduciary and beneficiary. ‘Fiduciary’ is a person who is entrusted with a respon-
sibility to pursue the interests of a ‘beneficiary’ for the interpersonal trust developed
between them. Fiduciary rules under common law systems mitigate the risks and vulner-
abilities inherent in such trust relationships. Inspired by fiduciary rules, law and policy
makers often adopt comparable rules to govern relationships based on interpersonal
trust, e.g. between fiduciaries such as doctors, lawyers, financial advisors and beneficiaries
such as patients, clients and businesses. Given this, fiduciary law is taken as the reference
in this study to find out how trust is governed under English common law.

Historically, under fiduciary law, when a person (A) acts for, or on behalf of, another
person (B) in circumstances which give rise to a relationship of trust and confidence,1 A
is B’s fiduciary and owes B fiduciary duties.2 A fiduciary is not said to be subject to the
rules of the duties because he occupies the position of a fiduciary in a relationship, but
rather he is said to be a fiduciary because he is subject to the rules of the duties for
the purposes of that relationship (Atkins 2017). A fiduciary relationship may arise on an
ad hoc basis if the relationship in question has the requisite attributes, whereas there is
a presumption that fiduciary duties are owed within certain categories of relationships,
i.e. between trustee and beneficiary, agent and principal, partner and co-partner, solicitor
and client, director and company, promoter and company, although rebuttable.3 Courts
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have discretion to decide whether such a relationship has arisen along with the fiduciary
duties and obligations considering each case within its entirety of circumstances. It has
thus far been possible for professional advisers, bank managers, mortgagees, doctors
and employees to be subject to fiduciary obligations even though they do not fit into
the recognised relationships which are fiduciary per se (Panesar 2005).

There are a number of fiduciary duties arising out of such relationships based on trust
and confidence. The core fiduciary duty is the obligation of loyalty, which distinguishes
fiduciary law duties from other common law duties.4 This core fiduciary obligation,
having a prescriptive nature, requires that the fiduciary pursue the best interests of his
principal or beneficiary, that he will be loyal to the interests of another (Practical Law Cor-
porate 2022). The essential idea is that fiduciaries are not permitted to use their positions
for their own private advantage but are required to act unselfishly in what they perceive
to be the best interests of the other person (Practical Law Corporate 2022). Fiduciaries
must act only in the interests of the other person in the fiduciary relationship and not
adversely to them, and in particular must subordinate any personal interests they have.5

From an early authority of equity law, two accompanying fiduciary duties arise as
follows:

It is an inflexible rule of the Court of Equity that a person in a fiduciary position […] is not
unless otherwise expressly provided for, entitled to make a profit; he is not allowed to put
himself in a position where his duty and interest conflict. (Lord Herschell, Bray v Ford
[1896] AC 44 para. 57)

Two key fiduciary duties can be derived out of this landmark case: ‘duty to avoid conflicts
of interest’ (‘no conflict of interest’ rule) and ‘duty to avoid unauthorised or secret profits’
(‘no profit’ rule), which are proscriptive in nature. The former requires fiduciaries not place
themselves in a position where their duty and interest conflict or where there is a real
possibility they may conflict.6 The latter means fiduciary must not make a profit or
allow his own interests to run contrary to those of his beneficiary in the absence of
express and valid authorisation (Atkins 2017).

There are various obligations in the field of company law that are originated from these
two particular fiduciary duties being imposed on company directors, as set out in
Company Act 2006. Not being limited to company law or corporate law, there are
various areas of law heavily affected or governed by fiduciary law such as trust law,
agency law and professional practice (Velasco 2021). For instance, delivery of financial ser-
vices is regulated under the under Financial Services Act 2021 incorporating fiduciary type
obligations when provided by financial advisors and firms.7 In such cases of application,
fiduciary duties are often extended with duty of good faith, duty of care, duty of confiden-
tiality and full disclosure (Practical Law Corporate 2022; Velasco 2021; Hall 2019) or with
some modifications over the legacy obligations.

Among such obligations, notably, it is the obligation of loyalty which is unique to a
relationship in which is found a fiduciary standard of trust and confidence (Atkins
2017). This trust and confidence are what is protected by the specifically designed
duties, imposing ethics not found in other commercial relationships (Atkins 2017). In
fact, fiduciary law employs strong moral rhetoric that is uncharacteristic outside of crim-
inal law (Velasco 2021). This very ground of fiduciary law creates a standard of trust which,
though adjustable to each context, embeds some ethical rules to law to maintain that
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standard. This ethical thrust and moral rhetoric is reflected also in the comprehensiveness
of the equity remedies in fiduciary law which include monetary awards, injunctive and
declaratory reliefs. Not only equitable compensation but also other restitutionary reme-
dies such as accounting for profits, disorgement and constructive trusts, unwinding reme-
dies such as equitable rescission and supervisory remedies such as declaratory
judgements are embodied within the body of fiduciary remedies (Velasco 2021; Bray
2019).

Artificial intelligence (AI) and trust

AI in general

Artificial Intelligence (AI) is an umbrella term for a range of computer systems that demon-
strate intelligence within the meaning of performing tasks commonly associated with
human mind such as reasoning, generalising, problem solving or learning. While AI is
used to describe (typically digital) artefacts that extend any of the capacities related to
natural intelligence (Bryson 2018), this approach might not be sufficient to explain all
the attributes of AI. Not only do existing applications of AI already show super-human per-
formance with regard to specific tasks such as playing and winning at chess, but also, they
do not have to function like the human mind, nor do they need to exhibit self-awareness
and consciousness to perform tasks that would otherwise require intelligence when
done by humans (Konig et al. 2022). While conceptually AI is difficult to define, the EU’s Pro-
posed AI Act makes a broad definition including a number of approaches and techniques.8

Among the techniques and approaches referred to in the EU’s Proposed AI Act, the
most prominent one is Machine Learning (ML) which mainly build on the artificial
neural networks (ANNs). ANNs are computational models that use a simplified under-
standing of how the human brain learns through the use of essentially statistical
models, involving several layers each consisting of multiple neurons, with neurons in
each layer linked to the neurons in the previous and subsequent layers by synapses
(Markou and Deakin 2021). Deep Learning (DL), a subset of ML, although vary depending
on applications, generally involve large ANNs where ‘depth’ is determined by the number
of hidden layers and neurons within them (Markou and Deakin 2021).

AI employ cognitive processes to solve the problems humans face, if not the same way,
usually by detecting, observing and interacting with the environment and creating new
correlations across myriad data. These computational correlations and solutions are
realised by AI agents. At the heart of modern of AI lies the concept of agents which is a
piece of software within a larger computer system performing a function on behalf of a
user or another software agent and situated in an environment and interact with that
environment while showing a certain degree of autonomy (Pasquale 2022).

The concept of agent, entailing all the AI techniques and approaches, is different from
the legal concept of agent in the sense that the former does not necessarily act on behalf
of a person (‘beneficiary’) and provide certain outputs based on the perceptions from and
interactions with the environment, fulfilling a task of information gathering, filtering and/
or correlating which result in automated decision making (ADM) so many times. Regard-
less of legal debate around agency,9 it is important to underpin the distinction between
autonomy and control to fully comprehend the reach of AI capabilities. Broadly speaking,
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the more autonomy is given to the agents embedded in AI system, the less control is
meant to be on the part of the human decision makers in such systems,10 also being
echoed with the artificial moral agents.

Against morally problematic situations which cannot be fully controlled by humans,
whether or not artificial moral agents should be acknowledged in philosophy is an
ongoing debate. Explicit moral agents, e.g. fully autonomous AI agents, are arguably situ-
ated somewhere in between moral subjects in the Kantian sense, who act from duty, and
Kant’s example of the prudent merchant whose self-interest only accidentally coincides
with moral duty (Misselhorn 2022). It is also noteworthy that even if artificial moral
agents do not fulfil the conditions for trustworthiness, trust may play a role with
respect to their design and development, e.g. via developing codes of conduct, standards
and certifications (Misselhorn 2022).

The environment AI agents interact with might be physical e.g. in object recognition
systems such as autonomous vehicles (AVs) or virtual, e.g. AI-driven computer games, or
alternatively they are software agents that are designed to interact with the physical
world in a specific way, as do the chatbots that operate as text-based or voice-controlled
conversational agents (Pasquale 2022). AVs manifest such capabilities of AI including
systems of sensors and processing capacity that generate new complexities in the
extract, transformand loadprocess of their data systems (OECD2019). AVs have light detec-
tion and ranging systems that canmapout the environment, computer vision technologies
that can track the eyes and focus of drivers and determine when they are distracted, and
increasingly with a new capability of split-second operational decisions (OECD 2019),
which all are governed by AI agents posing a significant degree of autonomy.11

While performance indicators in the AV industry would entail speed control, high-per-
forming sensors, fuel efficiency, etc. they would differ when wemention socio-technical AI
systems, which depend on not only technical hardware but also human behaviours and
social institutions (Benk 2022). Given this, AI’s computational capabilities need to respond
to both the social fabric embedded in a socio-technical system as well as related moral
and ethical concerns alongside the economic needs for a proper functioning.

Trust in (relation to) AI: from interpersonal to socio-technical perspective

Threading the needle from fiduciary law to socio-technical systems
Fiduciary law is steeped in moral issues such as trust, vulnerability and abuse of power
(Velasco 2021). As implicated above, the governance of fiduciary relationships is built
on interpersonal trust and how to remedy unexpected consequences of breaching this
trust. The rationale behind fiduciary duties lies at the fact that the beneficiary (trustor)
is vulnerable and needs protection from any abuse at the hands of fiduciary (trustee).
Since the latter has the power to betray the former, the fiduciary obligations are
imposed and equitable remedies are invoked to protect the latter. Crucially, the
common law does not satisfy with contractual and tort obligations and remedies and
creates a space for equity law to protect the vulnerable, mainly for the ethical and
moral reasons which go to the roots of the trust as placed at the core of fiduciary law.

By making a connection between another area of law and fiduciary law, legal scholars
may be able to borrow and incorporate its strong moral rhetoric without being encum-
bered by its strict technical duties (Velasco 2021). However, even this approach would
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not be sufficient for the areas where trust is of paramount importance being affected by
technologies such as AI. In the case of autonomous AI agents, how to govern trust
becomes trickier, given the multiple actors, e.g. software developer, manufacturer, user;
wide range of factors, e.g. the data on which the algorithm is trained; the techniques
for modelling; design and architecture; as well as the impact the use of technology on
people’s decisions and lives. Not only the multiple agencies but also the dynamic relation-
ships among the parties in the context of an AI-driven socio-technical system such as
healthcare would require a broader perspective to govern trust in such a context.

For instance, if a fiduciary misdirects their principal’s property, it is important for the
purposes of deciding which remedy to impose that the Court determines the nature of
the obligations that the fiduciary owed, for example, whether the property was the
subject of legal or equitable obligations, or both (Ryan 2021). This standpoint takes
trust on board as a per se relationship, e.g. fiduciary and property owner, and elaborates
on certain obligations and potential remedies to be applicable in the case of betrayal of
the latter. This rather ‘restorative’ approach would however fall insufficient for the trans-
formative nature of trust in socio-technical systems which involve multiple actors includ-
ing AI taking part as a sub-system. In such a context, the actors are often interconnected
with each other carrying out the defined task that is influenced by technical and social
elements and their interaction.

Given all this, trust in a socio-technical system needs to be entangled by considering
the interactions and trust relationships among different actors including AI agents. A
typical socio-technical system consists of subsystems that interact with each other
being oriented to the same goal, e.g. delivery of healthcare services to the patients. By
definition, in a socio-technical system, multiple stakeholders, e.g. engineers, business
owners, and customers interact with the AI to achieve their goals according to their
roles, through the use of system interfaces, over time, and following the rules of the
system social institution (Benk 2022). Taking the healthcare as an example, the structural
core of such a system comprises of people, e.g. providers, patients, patient family; per-
forming various tasks, e.g. diagnosis, treatment; within a physical environment, e.g.
cancer setting, home care; using tools and technologies, e.g. AI-enabled technologies,
consumer health informatics tools; within an organisational context, e.g. guidelines to
integrate AI results into decision-making (Choudhury and Asan 2020).

Socio-technical system theory and its application to AI-driven contexts
While the socio-technical system theory originally examines ‘both the technical system
and the social system and their interrelations on the work group level’, it aims to
explore learning and behaviours regarding the resources and interactions of the
system that involves current technology, interpersonal interactions, language, and exter-
nal environment (Yu, Xu, and Ashton 2023). The sociotechnical perspective acknowledges
that a system’s outcomes depend on mutual influences between technical and social
structures, as well as between instrumental and humanist values (Dolata, Feuerriegel,
and Schwabe 2022). From this point of view, socio-technical perspective can be built
on interpersonal interactions and other interactions e.g. human-AI that are focused on
functionality and technical efficiency of these systems.

The socio-technical approach implies that the technical and social subsystems of work
cannot be decoupled and are inter-related; the compatibility and interaction between the
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two sub-systems determine the effectiveness of a work system (Holdsworth and Zaghloul
2022). Having said that, interconnected elements of a socio-technical system, in which an
AI agent subsists as a sub-system, cannot be considered in isolation from each other.
Inter-connection of subsystems is a key aspect of an AI-driven socio-technical system
where multiple actors interact and co-work enabling functionality of the whole system.
Human-AI interactions in the system may comprise the periodic validation of batches
of images, AI outcomes and the performance of the AI (data engineer, data scientist, clin-
icians, and the AI), the discussion of a given image and its AI outcome to determine diag-
nosis (patient, clinician, and the AI), or the treatment for the fracture (clinician, surgeon,
and the AI) (Benk 2022).

The placement of trust in socio-technical system often requires a belief about its trust-
worthiness including AI agents. This notion seems to portray the EU’s Ethics Guidelines for
Trustworthy AI, which underlines that trust ‘concerns not only the technology’s inherent
properties, but also the qualities of the socio-technical systems involving AI applications’
(IHLEG 2019, 5). This standpoint brings us to a rather broad perspective to incorporate not
only the AI agents but also the overall socio-technical system they are embedded, while
constructing and maintaining trust. The EU Commission attributes a number of proper-
ties, i.e. lawfulness, ethics and robustness, to trustworthy AI, and regards ‘trustworthiness’
as a pre-requisite ‘to ensure that we can trust the sociotechnical environments in which
[AI systems] are embedded’ (IHLEG 2019, 4). This approach prioritising ‘trustworthiness’
under governing mechanisms and principles can also be seen within the UK approach
as well. For instance, the recently issued UK guidance refers to a list of 12 requirements
in its governance framework by which to develop public trust as well as respond to
other concerns (UK Department of Health and Social Care 2021). This suggests a rather
rational approach, arguably along with a re-conceptualisation of trust focused on trust-
worthiness and the risk of harm on trusting activity (Lee 2022).

However, marking a distinction to cognitive trust, there are some emotional aspects
that might have a role in building trust. In this regard, human-likeness is a noteworthy
property of AI being echoed with the term ‘anthropomorphism’ which is found to
increase trust as far as virtual or robotic AI are concerned (Lockey et al. 2021; Glikson
and Woolley 2020). Empirical research so far broadly support the proposition that anthro-
pomorphism increases in trust in AI, although some studies demonstrate it can also cause
discomfort in the case of highly human like robots (Lockey et al. 2021; Glikson and
Woolley 2020). This implies that trust in (relation to) AI also encompasses some properties
of interpersonal trust. For instance, the factors of interdependency and vulnerability are
also discernible in an AI-driven socio-technical system where human factors rely on AI.
Yet, the purposes of efficiency and cost-saving usually prevail in multi-actor contexts
such as healthcare (Holdsworth and Zaghloul 2022) which would make trust less
affective and more predictive. Furthermore, trust towards a socio-technical system
would have a normative and/or epistemological nature interrupting or intersecting
with interpersonal trust. Overall, it is unrealistic and unreasonable to delve into each inter-
personal or two-sided relationships including human-AI interactions in such a context.

In multi-agent systems, AI users e.g. clinicians place trust in the institution and working
there to meet their normative commitments and to act in the best interests of trustors,
e.g. patients. Despite the complexity and multi-dimensionality of decision-making, the
user does not infer that one can, or does, trust to technologies that the institution is
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using, no matter how advanced, autonomous, or intertwined they are within the business
practices of the institution (Ryan 2020). By the same token, if users are sceptical towards
institutionalised healthcare in general, they might also be sceptical towards robots used
for that purpose in the same context (Aroyo et al. 2021).

Arguably, there exists a hierarchical relationship between the human and the machine,
in which the final control and responsibility always remain with the human, suggesting
machine agency is the capacity attributed to machines to evoke changes within a
socio-technical system by autonomously carrying out a task to reach a certain goal
(Zafari and Koeszegi 2018). This implicates that trust in such contexts needs to be con-
sidered holistically taking account of the AI autonomy alongside the original attributes
of trust that can be developed within a socio-technical system in which AI is embedded.

This approach highlights the dynamic, hierarchical, and interactive subsystems and the
need to enhance ‘trust’ in an AI-driven socio-technical system which should be revisited in
view of the roles of the actors involved. While finding out the legal implications come to
the fore in interpersonal trust, as manifested in fiduciary law, how to enable and sustain
trust from a socio-technical perspective appears to be the leading concern from a holistic
viewpoint. Having said that, trust in socio-technical systems need to be considered as a
broader concept than trusting AI on an individual basis. Trust should thus be the
central tenet of such a socio-technical system, encompassing the stages of AI life cycle,
more explicitly during design, development and deployment of AI (Leslie 2021).

In such a socio-technical system, integrity and inter-connectedness of the sub-systems
requires an overall approach incorporating designation of responsibilities of the medical
staff, e.g. clinicians, doctors, determination of the extent to which the inner processes, life
cycles of AI are to be kept transparent, and setting out the ethical and legal rules that
govern the workflows, e.g. diagnosis, prognosis or treatment involving AI-assisted tools
such as in detection of cancer. This arises as a necessity both to provide healthcare follow-
ing the ethical principles, i.e. beneficence, nonmaleficence, autonomy and justice (Attfield
2023), and to successfully run the whole system including AI agents to enable trust and
elicit its full value.

From this point of view, this study regards trust as worthy of value to be constructed,
maintained and restored within and across the sub-systems of socio-technical system. In
the field of healthcare, any institutional approach oriented to trust should thus enable
‘trust’ from the very beginning, e.g. training of AI, to the further steps of AI trajectory,
e.g. day-to-day usage, along with ethical safeguards, e.g. concerning accountability for
any damage resulting from AI reliance. Hence, cognitive processes embedded in an AI-
driven healthcare system need to be run and monitored entailing the management of
the risks related to transparency, reliability and fairness, considering all the potential
dark holes of trust.

Building up a governance model to enable trust in an AI-driven socio-
technical system

While AI is mostly used for the sake of technical efficiency and cost saving, the socio-tech-
nical character of AI-driven systems compels any consideration of trust to be made from a
holistic viewpoint. Multi-agent relationships are a more combination of trust (interperso-
nal and institutional) and reliance (with AI and other technologies being used) (Ryan
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2020). In this approach, AI functions as a sub-system which should serve to the overall
trust across to a socio-technical system such as healthcare. This suggests ‘trust’ needs
to be revitalised by building up a ‘governance model’ to facilitate identifying the key pro-
cesses, tools, safeguards and remedies. In other words, trust can be constructed and sus-
tained rather than being regarded as granted. Based on this approach, this article
proposes a framework by taking trust as the main thread of a ‘governance model’ in
which all the AI-inclusive processes, ethical and legal challenges can be worked out.

Construction, maintenance and restoration of trust would enable effective solutions to
tackle opacity as well as bias and discrimination in AI-enabled processes. In fact, AI pro-
cesses and systems can raise various concerns, which can relate to the opacity of under-
lying software, potential challenges over human agency and control, and inequalities
being leveraged and/or duplicated (Sartori and Theodorou 2022). Not limiting to these,
many of the ethical and legal challenges that can arise from reliance on AI can be pre-
empted and mitigated by building a trust-centric structure. From this point of view,
this study proposes a governance model built upon 6 elements, i.e. reliability, transpar-
ency, adaptiveness, competence, responsibility and accountability, which can cumulat-
ively create the full value of trust, as shown in the below figure (Figure 1).

In this model ‘trust’ is revitalised with a view to demonstrate how it can be governed by
leveraging the tools, safeguards and remedies to elicit the full value of trust from a socio-
technical perspective. All of the elements that underlie trust in an AI-driven socio-techni-
cal system are related to each other, yet their value relates to their respective role and
functionality within the overall structure. For instance, reliability and transparency of an
AI-driven socio-technical system are key to the ‘intrinsic’ value to be derived from it. In
close relation to this, competence and adaptiveness surface over time, e.g. when the AI
users find out solutions via this system on the face of new problems, delivering a
‘dynamic’ value. Last but not least, ‘ethical’ value arises from the implementation of safe-
guards and remedies to restore trust in view of the ethical and legal challenges that might
otherwise erode it, e.g. when an AI-based diagnosis has turned out to be biased for the
training data.

Having said that, this model pays attention to construction, maintenance and restor-
ation of trust taking it broader than the fiduciary law does, considering the latter provides
remedies applicable under certain circumstances, e.g. a solicitor’s giving advice to a client,
company director’s acting on behalf of a company, a trust’s managing assets for settlors.
In this approach, trust would be achieved from distillation of the human-human and AI-
human interactions in a socio-technical system. Once this happens, in other words when
the multiple actors interactively develop and maintain the overall trust, all of them includ-
ing patients as well as clinicians would benefit from this along with the full value demon-
strated above.

With respect to the value of the trust, a framework is drawn within the model by cate-
gorising each of the 6 elements under 3 parts: (i) elements of intrinsic value, (ii) elements
of dynamic value and (iii) elements of ethical value. Under this tripartite framework, no
structural link or sequence exists between these elements, since all the elements drive
each other in carrying out the socio-technical tasks. These three inter-related chains of
trust include the gears making the whole system work up and running eliciting the full
value of trust out of that. From the systems viewpoint, the overall trust becomes more
than the sum of all the constituent elements for the dynamic and distilled nature of
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trust from a socio-technical perspective. On the other hand, the full value can decrease in
case an element does not perform well towards the functioning of the whole system, e.g.
because of a broken or damaged gear.

Framing governance model with a focus on healthcare

Elements of intrinsic value

In AI-driven sociotechnical systems such as healthcare, AI users e.g. clinicians need to be
provided with information about the properties of AI, since this is often necessary to
develop trust, from the beginning. In this category is included ‘reliability’ and ‘transpar-
ency’ of AI, which are considered to be the antecedents of ‘trust’ creating its intrinsic
value. This value would then become augmented along with other features, e.g. ‘compe-
tence’ being added on to ‘reliability’ and ‘transparency’. While ‘competence’ overlaps with
as well as complements ‘reliability’, they are distinguished for the purpose of this study.

For instance, before using navigation app or a GPS map, we would prefer to find out
some useful information and/or ask any experienced user or friend (‘testimony’) with
regard to some key aspects such as what the fault ratios are or whether alternative
routes are given for cyclists, pedestrians, drivers, etc. The former aspect is usually

Figure 1. Full value of ‘Trust’.
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echoed with ‘reliability’ meaning the same or similar outcome being reached on the part
of all the users, whereas the latter (‘competence’) denotes capability of the AI tool or
agent to offer diverse options and capabilities on top of the reliability.

Evaluating ‘reliability’ by comparing to higher performance or quality on the basis of
‘competence’ is usually distinctive because the former addresses the robustness of AI,
i.e. concerning whether deviations from normal functioning occur as usually labelled as
‘breakdowns’ or ‘malfunctioning’ (Starke et al. 2022). Technical requirements and stan-
dards are entailed within the meaning of technical robustness to ensure the AI agent
be not open to malicious use and not cause any unintentional harm (IHLEG 2019).

Along with ‘reliability’, ‘transparency’ needs to be noted as a key aspect and antece-
dent of trust in relation to AI. Transparency indicates the capability to describe, inspect
and reproduce the mechanisms through which AI systems make decisions and learn to
adapt to their environment along with the provenance and dynamics of the data that
is used and created by the system (Virginia Dignum 2020).

Reliability
In the case of AI, reliability is often difficult to assess, especially in the context of high
machine intelligence, as learning from data can lead technology to exhibit different beha-
viours, even if the underlying objective function remains the same (Glikson and Wooley
2020). In research conducted with robots, working with inconsistent (medium level)
reliability is found to be more confusing to the participants with their trust being lower
than in the consistent low level reliability condition (Glikson and Wooley 2020). It is
found low reliability significantly decreases trust, not being limited to the robots and
entailing other types of AI, e.g. virtual and embedded (Glikson and Wooley 2020).

Reliability means safety and robustness also need to be found in AI. Unreliable per-
formance early in one’s experience with an AI system may cause more significant trust
breakdown than failure later in an interaction (Lockey et al. 2021) and safe and technically
robust AI systems would have a key role in building trust from the outset. There are
various ways and procedures to ensure this such as testing and approval processes run
by the US Food and Drug Administration (FDA). Likewise, under the EU’s Proposed AI
Act, an assessment for high-risk AI systems would require a full, effective and properly
documented ex ante compliance with all the regulatory requirements, compliance with
quality and risk management systems and post-market monitoring (Council of the EU
2022, Art. 17–19). However, non-deterministic AI systems e.g. ML would require more
than just the application of quality assurance protocols designed for conventional soft-
ware systems, incorporating built-in test techniques (Middleton 2022). All these processes
and techniques facilitate robustness and cybersecurity of the systems, leveraging reliable
AI and enabling the intrinsic value of trust.

Reliability of AI is a key aspect to build trust in (relation to) AI through which inaccurate
outcomes including bias and discrimination can be mitigated. Reliability would co-relate
with accuracy or validity, and for reliable AI these latter aspects might be needed (Grimm,
Grossman, and Cormack 2021). Unfair outcomes including bias and discrimination,
whether directly or indirectly, might stem from the quality of the training data or algorith-
mic design or programming (Grimm, Grossman, and Cormack 2021; Criado and Such
2019; Yeung 2019). For instance, in AI models, configuration of parameters includes
classification and correlation of specific attributes, and this process might result in
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certain features, e.g. being white, male, with no disability, being weighted more than
others, e.g. black, female, disabled (Scantamburlo, Charlesworth, and Cristianini 2019;
Criado and Such 2019; Mittelstadt 2016). This can cause other problems, for example,
when a treatment actually works better for one gender or race than another, but the ben-
eficial effect is masked by an overall i.e. combined accuracy rate that is low, or because the
protected data is either not collected or not considered by the algorithm (Grimm, Gross-
man, and Cormack 2021). This situation would adversely affect reliability of AI. Such
examples demonstrate that accuracy would become at stake yet would not be
sufficient alone for building reliable and trustworthy AI. To deal with the problems of
bias and discrimination, AI systems should therefore be transparent as well as reliable
within the meaning of functioning within a reasonable margin of accuracy.

Transparency
ML-driven systems are often opaque in the sense that the patients affected by them can
hardly ever comprehend how or why a certain input of data has been categorised and
produced a certain output. This is echoed with the ‘opacity’ or ‘black box’ problem. For
instance, medical research indicate that ML and DP techniques could be used to diagnose
Alzheimer disease years before symptoms appear, by complementing the work of radiol-
ogists with other biochemical and imaging tests (Diogo, Ferreira, and Prata 2022; Brierley
2022; Fabrizio et al. 2021; Radiological Society of North America 2018). However, clinical
usefulness, interpretability, and generalisability of the classifiers across datasets and MRI
protocols remain limited, mainly for the black-box problem (Diogo, Ferreira, and Prata
2022). Likewise, in detection of breast cancer (Salvi and Kadam 2021), pancreatic cancer
(Liu 2020), head and neck cancer (Ma et al. 2019), DP techniques e.g. ANNs can pose chal-
lenges to transparency, since how conclusions are drawn is mostly not visible to the clin-
icians, even to their programmers, let alone the patients. Ironically, black-box medicine
might promise substantial benefits regarding diagnostics, personalised treatment,
image analysis (Ford, Price, and Nicholson 2016) which usually has a cost in terms of
explainability.

In the US, FDA has approved several black-box medical devices with ‘locked’ algor-
ithms that generate the same result each time for the same input (FDA 2019).12 This
means exchanging transparency with predictability and promising accuracy rates. Until
certain satisfactory rates are achieved, ‘human oversight’ would still be needed as the
EU’s Proposed AI Act suggests. This Regulation Proposal requires high-risk AI systems
to be designed and developed in a manner that ‘they can be effectively overseen by
natural persons’ (Council of the EU 2022, Art 14) incorporating appropriate human-
machine interfaces (Schwemer, Tomada, and Pasini 2021). In case there is no or
minimum risk, human oversight would arguably be reduced or diminished to embody
a ‘no-human-in-the-loop’ approach.13 This approach looms on the horizon along with
the calls for the ‘post-market surveillance’ to mitigate the adverse consequences with
monitoring (Samir 2022). Effectively, the barricade for entry of novel advanced algorithms
has been lowered recently (Asan, Bayrak, and Choudhury 2020) and this trend seems to
continue with differentiated policies of monitoring.

Overall, it may be more important to explain how a system has been validated and
whether a particular use falls within the parameters with which the system can be
expected to produce reliable results rather than explaining how an AI model arrives at
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a particular judgement (WHO 2021). Clinicians require other types of information, even if
they do not understand exactly how an algorithm functions, including the data on which
it was trained, how and who built the AI model and the variables underlying the AI model
(WHO 2021). Insofar as this is assured, the need for full transparency would be reduced for
the complexity embedded in AI-driven healthcare system. From this point of view, the
FDA’s recently published ‘Patient-Centred Approach’ (FDA 2021) signifies an optimum
way of dealing with the need for transparency vis-à-vis accuracy and predictability,
given the explicit requirement that manufacturers ensure transparency towards users
e.g. clinicians about the functioning of SaMD devices to the effect that they understand
the benefits, risks, and limitations of these devices (Unver and Asan 2022).

Elements of dynamic value

We follow the suggestions of the AI agents which we trust based on their key features, e.g.
reliability, transparency. While they exhibit a certain level of autonomy when computing
results, we believe they provide a service in our best interest based on their capabilities.
This trust belief reinforces our reliance on such agents, even sometimes we do not recog-
nise this, such as while relying on a navigator that guides us while driving on the road.
Another example includes in-car collision avoidance system which can sense danger
and react faster than humans. We tend to feel more vulnerable in traffic than before
and increasingly rely on these technologies with everyday enhancing capabilities also
in view of their decreasing and affordable prices. Our trust in AI systems, among other
factors, often depends on our experience as well as the third parties’ belief or testimony
(Jacovi 2021). Given the fact that throughout such learning process AI would respond
better as our needs (re)surface and the capabilities of ML and DL enhance over time,14

the value to be derived from this can be best described with the term ‘dynamic’.
This situation makes ‘competence’ quite important in the sense that this experience

itself is key to arriving to a trust decision, usually with new information and achievements,
echoed with ‘adaptiveness’ in this study. We can either ‘establish’ or ‘develop’ a trust
relationship based on our reliance. This would be a new experimental process enabling
to assess the so-called competence and adaptiveness of AI, e.g. by testing its hidden or
extra features. In case AI is not configured robust and reliable enough, such new features
would not come up. Nor do they emerge unless data quality is accomplished. In the case
of socio-technical system, reliance can equally make the trajectory of AI-related trust
dynamic, although meeting the antecedents of trust (reliability and transparency)
would lessen the potential risks.

In the healthcare sector, regardless of the degree of autonomy of the AI agents, clin-
icians are responsible for the diagnosis and treatment processes and are held liable for
their erroneous decisions causing any damage for relying on AI (WHO 2021; Gerke,
Minssen, and Cohen 2020). Even in situations when AI substitutes clinicians, e.g. such
as in SEDASYS machines monitoring patients’ breathing and heart rates and (re)setting
does of anaesthesia accordingly (Pasquale 2022) the ultimate decision makers are the
physicians in charge. Clinicians are usually trained to use AI for various purposes such
as for gathering X-ray images, recommendations, etc. where necessary by obtaining
informed consent from the patients.15 All the key responsibilities being on the clinicians
makes healthcare rather distinctive when compared to other sectors, e.g. AV industry
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where manufacturers rather than operators are at the forefront.16 In this regard, auton-
omy of the AI devices and software, embracing their ‘competence’ and ‘adaptiveness’,
stands as a key factor in building of trust in socio-technical systems.

Overall, antecedents of trust, e.g. reliability and transparency, are complemented by AI
having multi-purpose character and capabilities (competence) and being responsive to
changing environmental conditions (adaptiveness). That is not to say, without these
additional properties, trust will fall behind. However, in a dynamic and steadily changing
environment, AI’s having such complementary features would reinforce a trust decision
and pre-empt any likelihood of deterioration in terms of trust relationship.

Adaptiveness
Adaptiveness is meant to cover AI algorithms that update themselves over time with new
data. ‘Adaptiveness’means self-updating with and learning through a continuous stream
of incoming data. Adaptive algorithms enable adapted strategies and decisions according
to the circumstantial changes based on the data gathered and pooled from great many
sources. Vehicles can take advantage of the experience of other vehicles on the road,
without human involvement, and the entire corpus of their achieved ‘experience’ is
immediately and fully transferable to other similarly configured vehicles (West and
Allen 2018). Adaptive AI solutions are getting widespread in various industries, e.g.
finance, telecommunications, insurance, aiming to adjust the service delivery to the
changes in the market.

Faster adjustment with wealthier data would result in more responsive and effective AI
solutions and tools. Hardware or software level innovations can enable this, sometimes by
means of the Internet of Things devices and chips integrated into the environment. For
instance, in healthcare, Body Sensor Networks (BSNs) are becoming more prominent
given their miniature size and capability to enable wireless data transfer. Major technical
hurdles are related to continuous sensing and monitoring, requiring long-term stability of
the sensors and low-power operation, bio-inspired design requirements and battery life-
time (Imperial College London 2022). ‘Adaptiveness’ of BSNs is key to cope with these
hurdles. Along with real-time datasets, adaptive transmission data rate mechanism and
self-adaptive routing algorithm would enable pervasive and cost-effective healthcare
through wearable devices (Zahid 2022). Not being limited to BSNs, an adaptive ML algor-
ithm changes its behaviour using a definitive learning process without requiring any
manual input and might generate different outputs each time a given set of inputs is
received due to learning and updating (Asan, Bayrak, and Choudhury 2020) with increas-
ingly higher rates of success (Abdel-Jaber et al. 2022; Davenport and Kalakota 2019).
Under this light, adaptiveness would increase not only efficiency but also improve the
level of trust in AI-driven socio-technical systems.

From a technical point of view, adaptiveness is a key driver of competence for which
computational power, processing latency and wireless data transfer need to be managed
effectively. In this regard, success of AI needs to be considered in combination with other
elements of IT and up-to-date datasets to derive enhanced competence. Hence, the
quality of data used for AI algorithms is key for increased success rates to build trust.
Not limited to this, all the related factors relevant to adaptiveness, e.g. IT resources,
enhance ‘competence’ of AI and ultimately serve to building of trust in AI-driven socio-
technical systems.
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Competence
‘Competence’ is of a distinct nature although closely related to ‘adaptiveness’. Compe-
tence is evaluated with the further capabilities than the baseline features of steady func-
tionality towards a particular task. Normally, AI performs a task detecting its environment
and working out the given problem via the algorithms trained based on datasets. If
trained on a static pre-existing dataset, that situation signifies a model running on
fixed parameters. To update the model based on new data or changing circumstances,
we have to retrain it offline with the updated dataset (generally a computationally- and
time-intensive process) and then redeploy it (Toews 2022). Competent AI, incorporating
new variables and/or modifications over the model, would better cope with the real-
world environments providing solutions against diverse circumstances.

Language learning models (LLMs) is an important AI/ML tool based on Bayesian pro-
gramme learning which increasingly enables a stream-based learning process to be
implemented across new data and languages (Toews 2022). Enhanced LLMs can dynami-
cally incorporate far more inputs basis from their environment and decipher wide-ranging
language structures with more accurate translations over time (Toews 2022; Zewe 2022).
In their quest to develop an AI system that could automatically learn a model from mul-
tiple related datasets, the researchers chose to explore the interaction of phonology (the
study of sound patterns) and morphology (the study of word structure) and achieved suc-
cessful results of high-level language patterns for 58 languages (Zewe 2022). Notably, the
‘competence’ of AI here is related to not only multiple datasets being employed but also
cross-learning across different languages of the AI system. This probabilistic method of ML
has similar manifestations of success in the field of healthcare such as in prediction of dis-
eases. Indicating signs of diabetes, oncology, liver and kidney diseases, such ML tools
have so far been used in a variety of classification tasks, rather than a discreet function.

Competence in this regard embodies enhanced capabilities of AI to deal with different
(iated) cases via models that update themselves based on new variables as well as wide-
ranging datasets. This poses new affordances creating dynamic value, e.g. accomplish-
ment of similar performance across different fields, on top of reliability features. This
can be seen in case AI is proven to have reliability features in a field, e.g. breast cancer,
and its capabilities is tested in another field, e.g. lung cancer. For instance, Watson for
Oncology (WFO), an AI assistant decision system, was developed by IBM with the help
of top oncologists from Memorial Sloan Kettering Cancer Center (Jie, Zhiying, and Li
2021). It took more than 4 years of training, based on national comprehensive cancer
network cancer treatment guidelines andmore than 100 years of clinical cancer treatment
experience in the US, and can recommend appropriate chemotherapy regimens for
specific cancer patients (Jie, Zhiying, and Li 2021). When compared to multidisciplinary
teams of clinicians, WFO is recorded to have displayed a high rate of concordance
overall (over 80%) across different regions and types of cancers, including breast
cancer, rectal cancer, colon cancer, gastric cancer, lung cancer, ovarian cancer and cervical
cancer (Jie, Zhiying, and Li 2021). While this clearly demonstrates ‘competence’ consider-
ing the concordance rates across a huge variety of regions and cancer types, disparate
rates of concordance among the cancer types (breast cancer was the highest with
81.76% and gastric cancer was the lowest with 29.90%) and stages (stage I–III versus
stage IV, the latter being less concordant) (Jie, Zhiying, and Li 2021) can lead to an
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interpretation that the reliability of WFO (AI) is different across distinct cancer types and
stages. In other words, one can argue WFO is more reliable in terms of giving recommen-
dations as to the detection of breast cancer when compared to gastric cancer.

Elements of ethical value

Enablement of trust in an AI-driven socio-technical system, as lying at the centre of this
proposed model, means not only construction and maintenance but also restoration of
it. Safeguards and remedies to restore trust therefore stand as key factors that would
impact the overall trust decision towards such systems. This can be compared to a situ-
ation when we would like to purchase an AV based on our knowledge and past experi-
ences as to their reliability, transparency, performance, etc. In such a scenario, we
usually require extra information as to the consequences in case of an accident, including
to what extent the insurer or the manufacturer will meet the costs for damages caused by
an erroneous AI system. Following on this, several questions remain to be answered as
follows:

(ii) Who is responsible for taking the necessary safeguards to prevent any damage or
harm that would result from erroneous AI system and to ensure the AV is steadily
working in compliance with the standards and technical requirements?

(iii) Whether or to what extent explanation will be given for any AI-related damage or
harm, e.g. for the faulty auto-pilot system, including the justifiable measures to
pre-empt it with the causes of the problem?

(iiii) Who will be liable for the monetary and non-monetary damages or losses in case a
bodily injury or death takes place?

While the first of the above questions is related to ‘responsibility’ of the related actors,
the second question is related to ‘accountability’ and the third ‘liability’. Although all these
concepts are related to each other, ‘liability’ is not necessarily related to ethics but to the
legal obligations to pay for damages or losses caused by one’s actions, e.g. under civil or
criminal law. Therefore, the below categorisation encompasses ‘responsibility’ and
‘accountability’ as the elements of trust having ‘ethical’ value that needs to be preserved
via certain safeguards and remedies, as explained below.

Responsibility
Responsibility is an issue of governance by which to set out the roles and duties of each
actor involved in a regulated setting. Regulation in this context needs to be considered as
broad as to entail all types of regulation, including self and co-regulation, and by all actors
and means. It is up to governments and citizens, namely the society to determine the
extent to which AI and its actions are to be regulated including the degree to which
responsibilities are detailed for each participant or agent. A responsible approach to AI
is needed to ensure that systems are not only developed in a good way but also devel-
oped for a good cause (Dignum 2020). Responsible AI concerns not only the software
system itself, but also, and foremost, the people, institutions and organisations that
compose the socio-technical system (Dignum 2020).

216 M. B. UNVER



In a socio-technical environment where AI can potentially affect other participants with
respect to their rights or benefits, it should be ascertained which agent(s) or stakeholder
(s) are to be held responsible and to what extent. For instance, an AV owner should know
who is responsible for prevention of any collusion as well as overseeing and maintenance
of the car including for all hardware and software incorporating AI agents that function
autonomously. As the chain of responsibility grows, means are needed to link the AI
systems’ decisions to their input data and to the actions of stakeholders involved in
the systems’ decisions (Dignum 2020).

Responsibility responds to the need for mechanisms that enable AI systems to func-
tion ethically and legally. And at this point, responsibility serves to building ‘trust’,
enabling humans to participate in and figure out the best ways to govern an AI-
driven automated process. It is widely acknowledged that there should be human over-
sight for the involvement of AI in the regulated processes (IHLEG 2019; Middleton
2022). This is sometimes echoed by the term ‘human in the loop’ implicating the
role of the human actors to lead, design and/or validate the processes where AI is
embedded.17 Although the degree to which human should be in the loop is debated
(Grimm, Grossman, and Cormack 2021),18 human oversight appears to be key to
build trust not only during the design and validation processes but also during use
and reliance on AI.

For instance, Clinical Decision Support Systems (CDSSs),19 which are designed to assist
clinicians with their decision-making based on prior successful diagnoses, treatment, and
prognostication (Lysaght, Lim, and Xafis 2019) embody the mechanisms of human over-
sight – technically signifying human-in-command approach in which humans have the
control and command over the AI recommendations. In this example, based on the pub-
lished data on its performance characteristics including assigned weights to the data, a
clinician can determine whether s/he should override the recommendations given by
the CDSS or not (Lysaght, Lim, and Xafis 2019). The CDSS can predict outcomes based
on various social determinants of health, which can arguably lead to further discrimi-
nation of already-marginalised groups and communities (Lysaght, Lim, and Xafis 2019)
and this fact requires the clinicians be knowledgeable about the capabilities and limits
of such systems. On this note, CDSS-made decisions would complicate the responsibilities
regarding how far information acquired by these AI systems may be used to build patient
profiles by private health insurers as well as public health systems. From this point of view,
socio-technical systems in which AI is deployed and used needs to be regulated particu-
larly for the bias and discrimination risks, based on well-balanced and formulated
responsibilities.

Accountability
Accountability refers to the requirement for the system to be able to explain and justify its
decisions to users and other relevant actors (Dignum 2020). Rationale and default
outcome based on AI can diverge from the well-established values, principles as well
as rationale that used to drive decisions or assessments made by humans, resulting in
accountability gap (Widlak, Van Eck, and Peeters 2020). Accountability gap can also
emerge when the physicians follow AI recommendations in view of their success rate
for another community or country that has different cultural or social norms. Besides,
such a gap would be sourced from the ‘many hands problem’ or the ‘traceability of
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harm’ which bedevils health-care decision-making systems even in the absence of AI
(WHO 2021, 43). To ensure accountability, decisions should be derivable from, and
explained by, the decision-making mechanisms used (Dignum 2020). It also requires
that the moral values and societal norms that inform the purpose of the system as well
as their operational interpretations have been elicited in an open way involving the sta-
keholders (Dignum 2020).

Accountability enables identification of the causes for decisions and outcomes, indicat-
ing responsible actors to provide further explanation regarding the life cycles of AI, e.g.
the diagnosis and treatment processes for the healthcare sector. From a broader point
of view, it would mean risk management, identifying and mitigating risks in a transparent
way that can be explained to and audited by third parties in an AI-driven healthcare
(Rodrigues 2020). In managing the related risks and potential harms, a distinction can
be made between accountability for content and for operation (Academy of Royal
Medical Colleges 2019). According to such distinction, a clinician might be accountable
for not using an algorithm or device correctly, but in the event of harm being caused
by incorrect content rather than improper use, the accountability must lie with those
who designed and then quality assured it (WHO 2021).

Clinicians should not, however, be fully exempt from accountability for errors in
content, not checking out whether an automated technology meets their needs or
those of the patient (WHO 2021) given the risk of automation bias (Grimm, Grossman,
and Cormack 2021). At this point, accountability and liability intersect with each other,
particularly where the responsible actors need to follow standard of care.20 While phys-
icians must be able to trust an AI algorithm, they should not ignore their own expertise
and judgement and simply rubber-stamp the recommendation of a machine for the
possibility of automation bias (WHO 2021; Blasimme and Vayena 2020).

This broader approach means an expansive vision through which responsibilities of the
agents can be reinforced. Given the fact AI is ever fast increasing along with likelihood of
unpredictable consequences, such a broader approach seems compelling also from the
perspective of trust. Hence, rather than relying on a narrowly formulated right to expla-
nation such as under the GDPR,21 broadly formulated accountability rules are advisable
in an era where AI increasingly inhabits in modern life and society. Ethical value of
trust would then be compounded with the intrinsic and dynamic values that emerge
from the initial decision and relationship of trust.

Conclusion

We increasingly rely on the automated services and processes run by AI. Trust has always
been a debated topic not only given the transformation led by AI, but also for its auton-
omous nature and ensuing legal and ethical challenges. Given such challenges, ‘trust-
worthiness’ has come to the fore, being connoted with ‘trustworthy AI’ (IHLEG 2019),
yet governance of trust should not be boiled down to the ethics and standards in relation
to AI. Its subjective nature would similarly mislead any debate in the sense that interper-
sonal interactions cannot be indicative of ‘trust’without elaboration of the socio-technical
systems AI is embedded. Considering that socio-technical systems involve many human
and non-human factors that engage with AI, assessment of ‘trust’ in such a context
requires a holistic viewpoint to look into this multifaceted and elusive concept.
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Notwithstanding, interpersonal relationships that constitutes the core of fiduciary law
offers a useful vision through which trust can be analysed with an expansive outlook in
relation to AI. Following this approach, this study has reviewed various aspects and
accounts of trust with a view to first flesh out the common law perspective, i.e. based
on the fiduciary duties and remedies, and then build up a governance model with a
focus on AI-driven socio-technical systems, based on 6 components, i.e. reliability, trans-
parency, adaptiveness, competence, responsibility and accountability. Although inspired
by the fiduciary law, this governance model upholds an expansive vision emphasising the
construction, maintenance and restoration of ‘trust’ along the life cycle of AI, to underlie a
trust-centric structure in an AI-driven socio-technical system.

According to the proposed governance model, ‘trust’ is taken as the main thread of a
socio-technical system for which various tools, safeguards and remedies need to be in
place. While the fiduciary law acknowledges the trust as granted and invokes remedies
to restore it, e.g. in the case of betrayal of the trustor, this study does not consider
‘trust’ as per se or a granted feature of two or multi-sided relationship. Nor does it
attempt to make an unequivocal definition or boundaries of ‘trust’ while acknowledging
it is situational and context-specific. Rather, boundaries are set for the governance of trust
in view of the interaction of human and non-human factors that can unlock the full value
of trust to be derived from ‘reliability and transparency’, ‘adaptiveness and competence’
and ‘responsibility and accountability’. Interactive subsystems should aim to distil intrin-
sic, dynamic and ethical values from these trust chains in an AI-driven socio-technical
system.

After all, it is concluded that the proposed tri-partite governance model can bring
about the so-called full value of trust in an AI-driven socio-technical system in the pres-
ence of the constitutive elements working in coherence. It is recognised that the
findings of the literature as to trust, its trajectory and implications can be implemented
within this framework. As demonstrated in the healthcare domain, the concept of
‘trust’ is primarily predicated on the components of ‘reliability’ and ‘transparency’
which provide its intrinsic value. On top of these antecedents, ‘trust’ can develop with a
dynamic value to be derived from ‘adaptiveness’ and ‘competence’. Finally, ‘responsibility’
and ‘accountability’ of the actors can bring about ethical value within an AI-driven socio-
technical system.

Against this background, it is plausible that without one of these components, trust
would not be implicated fully in an AI-driven socio-technical environment. As can be
seen from the review of healthcare, a holistic approach incorporating all the elements
of trust is crucial for a sustainable model and its implementation. Overall, it is considered
that, this governance model, by upholding a holistic viewpoint, provides a generalisable
framework that can enable trust in AI-driven socio-technical systems.

Notes

1. Although trust and confidence are key to fiduciary relationship, the relationship must also
require the exercise of judgment and the making of discretionary decisions by A on behalf
of B; alternatively, the giving of advice by A to B where A has a substantial degree of
power over B’s decision-making, and constitute trust and confidence in A’s loyalty such
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that A will put aside any personal interest and act solely in the interests of B (Al Nehayan v
Kent, Leggatt LJ, paras. 159 and 165).

2. According to the landmark decision of Bristol & West Building Society v Mothew, ‘a fiduciary is
someone who has undertaken to act for or on behalf of another in a particular matter in cir-
cumstances which give rise to a relationship of trust and confidence. The distinguishing obli-
gation of a fiduciary is the obligation of loyalty. The principal is entitled to the single-minded
loyalty of his fiduciary’ (Bristol & West Building Society v Mothew (t/a Stapley & Co) [1998] Ch 1).

3. Practical Law Corporate (2022) ‘Fiduciary duties’ (Practical Law UK Practice Note 8-107-4883).
4. Bristol & West Building Society v Mothew judgement sets out as follows:

A fiduciary is someone who has undertaken to act for or on behalf of another in a particu-
lar matter in circumstances which give rise to a relationship of trust and confidence. The dis-
tinguishing obligation of a fiduciary is the obligation of loyalty. The principal is entitled to the
single-minded loyalty of his fiduciary. (Bristol & West Building Society v Mothew (t/a Stapley &
Co) [1998] Ch 1).

5. Regarding the fiduciary duty to subordinate any personal interests to those of the other
person, see Children’s Investment Fund Foundation (UK) v Attorney General [2020] UKSC 33;
Tulip Trading Ltd v Bitcoin Association for BSV [2022] EWHC 667 (Ch); Kyla Shipping Co Ltd v
Freight Trading Ltd [2022] EWHC 1625 (Comm) (Practical Law Corporate 2022).

6. Regarding the ‘no conflict of interest’ rule, see Aberdeen Railway v Blaikie Bros (1854) 1 Macq
461; Boardman v Phipps [1967] 2 A.C. 46; Bristol & West Building Society v Mothew (Practical Law
Corporate 2022).

7. The recently adopted Financial Services Act (FCA) 2021 sets out a framework under which
banks, wealth managers, financial advisors or any other person or body that manages
money for others are subject to prudential regulatory standards that are reminiscent of
fiduciary duties and obligations. The new rules under FCA require firms to provide consumers
with information they can understand, offer products and service that are fit for purpose and
provide helpful customer service (Financial Conduct Authority 2021).

8. According to the EU’s Proposed Regulation (AI Act), ‘AI system’ means ‘a system that is
designed to operate with elements of autonomy and that, based on machine and/or
human-provided data and inputs, infers how to achieve a given set of objectives using
machine learning and/or logic and knowledge based approaches, and produces system-gen-
erated outputs such as content (generative AI systems), predictions, recommendations or
decisions, influencing the environments with which the AI system interacts’ (Council of the
EU 2022, Art 3(1)).

9. For a comprehensive discussion around the concept of ‘agency’, see Aksoy (2022).
10. Regarding a more detailed explanation on the concepts of ‘autonomy’ and ‘control’ in the

context of AI, see Wheeler (2020) and Powers and Ganascia (2020). Regardless of this discus-
sion, an autonomous AI agent does not have itself have a concept of ‘its own behalf’, meaning
they take the orders from the AI users and fulfil them, while still having and operating some
sense of autonomy.

11. While fully autonomous AI agents can hardly be mentioned for AVs, the more agents involved
in the decision making process, the more control assumed by them, as can be seen through
the six-stage standard AV types developed by the Society of Automotive Engineers (SAE): (i)
Level 0 (no driving automation), (ii) Level 1 (driver assistance), (iii) Level 2 (partial driving auto-
mation), (iv) Level 3 (conditional driving automation), (v) Level 4 (high driving automation)
and (vi) Level 5 (full driving automation) (SAE International 2021).

12. The US Food and Drug Administration (FDA) categorises Software into three classes: (a) Soft-
ware as a Medical Device (SaMD), (b) software in a medical device, and (c) software used in the
manufacture or maintenance of a medical device. FDA defines SaMD as ‘ … AI/ML-based Soft-
ware, when intended to treat, diagnose, cure, mitigate, or prevent disease or other con-
ditions, are medical devices under the FD&C Act and called Software as a Medical Device’
(FDA 2019). SaMD ranges from smartphone applications to view radiologic images for diag-
nostic purposes to Computer-Aided Detection software to post-processing of images to
detect breast cancer (FDA 2017).
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13. No human-in-the-loop approach contrasts with human-in-the-loop approach which means a
control mechanism by human is incorporated into ADM process run by AI such as in humans
marking false positives in the email spam filters. See also infra notes 17 and 18.

14. For instance, when an AI user (human) sets the destination for the AI agent (driverless car), the
latter determines the way to reach that destination in an autonomous way, while still obeying
the former’s order. In doing so, the autonomy the latter has entails the algorithms pre-pro-
grammed that usually develop over time based on new data, ending up new ways of ADM
(Wheeler 2020).

15. For processing of patents’medical data, ‘informed consent’ needs to be obtained from them
in line with the data protection laws, e.g. Articles 6 and 9 of the EU General Data Protection
Regulation (GDPR). Notwithstanding, from the perspective of liability regime there is pre-
sumption that there would not arise liability for failing to inform patients about the use of
medical AI to help formulate treatment recommendations (Cohen 2020).

16. Notwithstanding, Pasquale argues liability should lie at the vendors because AI and robotics
increasingly replace a skilled medical professional shifting the burden (Pasquale 2022).

17. Human-in-the-loop refers to the capability for human intervention in every decision cycle of
the system (IHLEG 2019).

18. As the White Paper of the European Commission (2020, 21) establishes, the appropriate type
and degree of human oversight may vary from one case to another. According to White
Paper, ‘it shall depend in particular on the intended use of the systems and the effects
that the use could have for affected citizens and legal entities’.

19. CDSS, being programmed with rule-based systems, fuzzy logic, artificial neural networks,
Bayesian networks, as well as ML techniques, works by continuously monitoring information
that clinicians enter into the EHR (Lysaght, Lim, and Xafis 2019). As information is recorded,
the CDSS can analyse the entries in real time along with other clinically relevant data includ-
ing test results from pathology laboratories, radiological departments, genetics departments,
and ambulatory settings, as well as research results stored in biobanks, clinical trials, and
databanks of genome sequences (Lysaght, Lim, and Xafis 2019).

20. For example, in the UK law, a doctor will not be liable in negligence if s/he adopts a treatment
accepted at the time as proper by a responsible body of medical opinion, even if other
medical professionals would disagree (Turner 2020). Otherwise, if a doctor follows an ML
model that results in erroneous prediction or treatment plan, application of it would
create liability for the doctor who decides to do so. Only if the balancing condition
(between the respective costs and benefits of accuracy and explainability) is met, the use
of the model should be deemed generally legitimate (but not yet obligatory) (Hacker et al.
2020). Under German law, for example, new medical methods meet the standard of care if
the marginal advantages vis-à-vis conventional methods outweigh the disadvantages for
an individual patient (Hacker et al. 2020).

21. Article 5(2) of the GDPR imposes an accountability obligation on the data controllers yet does
not detail this obligation except stating the controller be ‘responsible for, and be able to
demonstrate compliance with’ the governing principles under Article 5(1). On the other
hand, there exist information and transparency obligations under Articles 12–14 and 22 of
the GDPR serving to keep the controllers accountable to some extent, e.g. requiring ‘mean-
ingful information about the logic involved, as well as the significance and the envisaged con-
sequences of such processing for the data subject’ in the case of automated decision making
process. Watcher, Mittelstadt and Floridi (2017) explores the potential accountability gaps
within the boundaries of the GDPR with a focus on the ‘right to explanation’ and refers to
the lack of precise language as well as explicit and well-defined rights and safeguards
against ADM under the GDPR. Likewise, Edwards and Veale (2017) explain the shortcomings
of this right to ensure transparency and accountability and argue this right would even lay a
ground for a new kind of transparency fallacy.
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