
San Jose State University San Jose State University 

SJSU ScholarWorks SJSU ScholarWorks 

Master's Projects Master's Theses and Graduate Research 

Spring 2023 

Federated Learning for Protecting Medical Data Privacy Federated Learning for Protecting Medical Data Privacy 

Abhishek Reddy Punreddy 
San Jose State University 

Follow this and additional works at: https://scholarworks.sjsu.edu/etd_projects 

 Part of the Artificial Intelligence and Robotics Commons, and the Other Computer Sciences Commons 

Recommended Citation Recommended Citation 
Punreddy, Abhishek Reddy, "Federated Learning for Protecting Medical Data Privacy" (2023). Master's 
Projects. 1277. 
DOI: https://doi.org/10.31979/etd.cfgv-t6wa 
https://scholarworks.sjsu.edu/etd_projects/1277 

This Master's Project is brought to you for free and open access by the Master's Theses and Graduate Research at 
SJSU ScholarWorks. It has been accepted for inclusion in Master's Projects by an authorized administrator of SJSU 
ScholarWorks. For more information, please contact scholarworks@sjsu.edu. 

https://scholarworks.sjsu.edu/
https://scholarworks.sjsu.edu/etd_projects
https://scholarworks.sjsu.edu/etd
https://scholarworks.sjsu.edu/etd_projects?utm_source=scholarworks.sjsu.edu%2Fetd_projects%2F1277&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/143?utm_source=scholarworks.sjsu.edu%2Fetd_projects%2F1277&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/152?utm_source=scholarworks.sjsu.edu%2Fetd_projects%2F1277&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarworks.sjsu.edu/etd_projects/1277?utm_source=scholarworks.sjsu.edu%2Fetd_projects%2F1277&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholarworks@sjsu.edu


FEDERATED LEARNING FOR PROTECTING MEDICAL DATA PRIVACY 

 

 
Federated Learning for Protecting Medical Data Privacy 

 

 

A Project 

Presented To 

Department of Computer Science 

San José State University 

 

In Partial Fulfillment 

Of the Requirements for the Degree 

Master of Science 

 

By 

Abhishek Reddy Punreddy 

May 2023

 

 

 

 

 



FEDERATED LEARNING FOR PROTECTING MEDICAL DATA PRIVACY 

 

 

The Designated Project Committee Approves the Project Titled 

Federated Learning for Protecting Medical Data Privacy 

 

 

by 

Abhishek Reddy Punreddy 

 

 

 

 

Approved for the Department of Computer Science 

San José State University 
 

May 2023 

 

 

 

 

 

Professor Robert Chun   Department of Computer Science 

Professor Nada Attar    Department of Computer Science 

Mr. Hemant Koti    Member of Technical Staff, Salesforce 



FEDERATED LEARNING FOR PROTECTING MEDICAL DATA PRIVACY 

 

ABSTRACT 

Deep learning is one of the most advanced machine learning techniques, and its 

prominence has increased in recent years. Language processing, predictions in medical research 

and pattern recognition are few of the numerous fields in which it is widely utilized. Numerous 

modern medical applications benefit greatly from the implementation of machine learning (ML) 

models and the disruptive innovations in the entire modern health care system. It is extensively 

used for constructing accurate and robust statistical models from large volumes of medical data 

collected from a variety of sources in contemporary healthcare systems [1]. Due to privacy 

concerns that restrict access to medical data, these Deep learning techniques have yet to 

completely exploit medical data despite their immense potential benefits. Many data 

proprietors are unable to benefit from large-scale deep learning due to privacy and 

confidentiality concerns associated with data sharing. However, without access to sufficient 

data, Deep Learning will not be able to realize its maximum potential when transitioning from 

the research phase to clinical practice [2]. This project addresses this problem by implementing 

Federated Learning and Encrypted Computations on text data, such as Multi Party 

Computation. SyferText, a Python library for privacy-protected Natural Language Processing 

that leverages PySyft to conduct Federated Learning, is used in this context. 

 

Index terms – Deep Learning, Privacy preserving, Machine Learning, Language Processing, 

Federated Learning, Multi-Part Computation.
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I. INTRODUCTION 

Deep learning has received a great deal of attention in the scientific community because 

it enables traditional learning algorithms to surmount their reliance on hand-designed features. 

Deep learning models can now be used in a variety of domains, including big data analytics and 

applications such as natural language processing, speech recognition, computer vision, pattern 

recognition, and intrusion detection, among others, due to their unprecedented accuracy. One 

such field in which these models have been successfully employed is the medical analysis. Any 

aspect of the medical analysis that involves manual intervention and repetitive work can cause 

a lot of fatigue as it can be a laborious task. This can cause human error as a single mistake is all 

it takes to an incorrect diagnosis of the patient which can sometimes potentially lead to human 

life loss. While humans may not always perform repetitive tasks to the best of their abilities, 

machines will perform them tirelessly and consistently [3]. This is where Deep Learning models 

have had enormous success, not only in Medical Image Analysis but also in other areas of 

medical science. Monitoring chronic diseases [4, 5], cancer prediction [5, 6], and tumor 

detection [7, 8] are just a few examples of how ML and DL-based models have revolutionized 

healthcare. 

Deep learning models usually require a large set of data and highly efficient machines to 

perform any kind of operations. This might not be possible at smaller institutions as they cannot 

necessarily afford the infrastructure whereas the larger medical institutes can employ their DL 

models and train them locally. Even these models cannot be termed perfect as they could be 

biased because of the homogeneous pattern of the data and thus it is not a good 

representation of the general population [7, 8, 9]. Institutes specializing in a certain disease, 
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gathering data from a particular geographical location, or not having data of their patients 

across all ages can lead to data homogeneity and these don’t totally help the DL models as they 

need to be trained across varied types of data. Inorder to achieve this, data needs to be 

collected from several institutes and this is what exactly raises the privacy concerns. 

Centralized training requires gathering data from multiple sources to a single server. 

Once this is done, the concerned parties lose their ownership and the governance rights [10]. 

Furthermore, there is no guarantee that the data is securely transmitted and stored, making it 

vulnerable to attacks. Attempts have been made to create centralized repositories containing 

anonymized medical data [11-27]. 

However, data privacy and protection laws such as the GDPR in Europe and HIPAA in the 

United States impose significant costs on the development of such data repositories [28]. The 

information must be anonymized so that it cannot be traced back to the original patient. While 

this is a step toward protecting patients' privacy, the anonymization and de-identification 

process has a negative impact on the utility of future research data. It is widely acknowledged 

that simply removing identifiable information such as a patient's name or date of birth is not 

always enough to protect privacy, even if data anonymization is attempted [29]. In fact, 

anonymized data can still contain statistical signatures that make it vulnerable to 

reidentification through linkage attacks [30, 31]. The collection and maintenance of high-quality 

data sets is a resource-intensive process that requires significant investments of time, effort, 

and resources. Due to the commercial value of such data, it is less likely to be made freely 

available and is often subject to the control of data collectors. 
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Privacy-preserving deep learning is an active area of study that has made significant 

progress over the past decade. Federated learning permits multiple devices or entities to 

cooperatively train a model while preserving the confidentiality of their raw data. The model is 

trained on decentralized data sources. Distributed learning addresses the data ownership and 

governance concerns expressed by centralized training by moving the model to the data. There 

are a number of distributed learning methodologies, but they require additional data privacy 

protection techniques in order to learn without violating the privacy of patients. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



FEDERATED LEARNING FOR PROTECTING MEDICAL DATA PRIVACY 

 

4 

II. BACKGROUND 

 

A. Group-Based Anonymity 

One of the earliest privacy preservation techniques involved using data anonymization 

to hide sensitive data. Group-based anonymity is a privacy preservation method used to protect 

sensitive data shared by multiple individuals. It is a type of k-anonymity approach where data is 

anonymized by grouping together individuals. Groups are constructed in a way that ensures 

that each group contains at least k individuals with the same set of attributes or characteristics 

[35]. This makes it difficult to identify any particular individual in the group, as the group 

members share the same attributes or characteristics. The method can be implemented using 

various techniques, such as generalization, suppression, or a combination of both. 

Generalization involves replacing sensitive data with more general data, while suppression 

involves removing sensitive data [36-37]. The choice of technique depends on the data being 

anonymized and the privacy requirements of the application.  
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Fig. 1. Multiple Group-based privacy techniques 

 

B. Homomorphic Encryption 

Homomorphic encryption is an emerging technique for protecting data privacy while 

enabling computations to be performed on encrypted data. This method provides a high degree 

of privacy protection because it encrypts sensitive data throughout the computation process. 

The encrypted data may be transmitted to a third party for processing without the danger of 

data exposure or leakage. The result of the computation can only be decrypted by parties with 

the correct key. 

In recent years, the use of homomorphic encryption in real-world applications has 

grown in popularity. This method has been implemented in numerous industries, including 

healthcare, finance, and cloud computing. In healthcare, homomorphic encryption has been 

utilized to protect the privacy of patient medical records, allowing hospitals and healthcare 
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providers to securely share sensitive health information. Additionally, the technique has the 

potential to revolutionize finance by facilitating encrypted financial transactions without 

disclosing sensitive data. 

Despite its benefits, homomorphic encryption continues to confront obstacles. The 

computational burden associated with the encryption and decryption procedures is one of the 

primary obstacles. These processes can be sluggish and resource-intensive, which can have a 

significant impact on system efficiency. Researchers are continually enhancing the efficacy of 

homomorphic encryption techniques to make them more applicable in the real world. In 

addition, the use of homomorphic encryption in large-scale data processing applications is still 

in the experimental stage, and more research is required to determine the complete potential 

of this method. 

 

 

 

Fig.2. Homomorphic Encryption function on cloud 
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C. Differential Privacy 

Differential privacy is a technique that adds noise to data prior to sharing it in order to 

safeguard the privacy of the individuals whose data is being shared. The quantity of added 

noise is meticulously calibrated to not only prevent any individual from getting identified but 

also to conserve important properties of the data that is in use. Even if an adversary has access 

to external information, the technique provides a strong mathematical guarantee that the 

shared data cannot be linked to a specific individual. This procedure is especially useful for 

protecting sensitive data, such as medical records and financial records. 

Differential privacy accomplishes its privacy-protecting objectives by introducing random 

noise into shared data. The noise is added so that the statistical properties of the data are 

essentially unaffected, while a high level of privacy is maintained. The amount of added noise is 

meticulously regulated, and the level of privacy can be altered by adjusting the amount of 

noise. This method has been proven effective in a variety of real-world situations, including the 

sharing of medical data for research purposes. 

D. Federated Learning 

Federated Learning [40] is a machine learning architecture in which numerous devices (such 

as mobile phones, computers, businesses, etc.) work together to jointly train a learning model 

under the management of a central server. The primary characteristic of FL is that the dataset is 

decentralized; each device trains the model on its own local dataset before sending the 

updated parameters (such as gradient) to a centralized server. 

In Fig. 3 [40], a traditional Federated Learning (FL) architecture is displayed. The FL 

network's clients receive the AI/ML model parameters through broadcast from a single, central 
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global server. Either a client selection algorithm or a random process could be used by the 

central server to choose the clients. After receiving the global model's parameters from the 

global server, the selected clients train the model locally using their own data. After receiving 

the clients' local models, the server will use their parameters to construct the global model. 

 

 

 

Fig.3. Architecture of FL. The clients transmit to the server local model updates trained with the 

local dataset for aggregation. Finally, the central server aggregates the local models transmitted 

by the participating clients and transmits the most recent global model to each participating 

client. 
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Fig.4 [40] below illustrates a similar architecture for FL in the medical field, where 

potential consumers include providers of home healthcare, hospital healthcare, and mobile 

healthcare. These domains' data distributions could vary. FL can be used in various fields to 

address issues with security, privacy, healthcare systems, and device distribution by considering 

how their data is distributed. 

 

 

 

Fig. 4: FL framework for the medical domain. 
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III. RELATED WORK 

Prior to the advent of deep learning, and to this day, anonymization or de-identification 

of data has remained the most popular method of protecting patients' privacy when sharing 

medical data. While there are no standardized methods for de-identification and different 

policies propose different requirements, three main approaches have been identified: 1. 

removal of patient identifiers or de-identification 2. pseudonymization, or the replacement of 

patient identifiers with unique pseudonyms, and 3. anonymization, which entails de-

identification followed by the removal of additional information to reduce the likelihood of re-

identification. Because of its simplicity and the fact that it is built into existing medical image 

analysis tools, anonymization remains popular. 

Anonymization as a means of protecting personal information is explored in [41]. Data 

randomization is used to sever ties between attribute values in records, hence protecting users' 

privacy. Homomorphic election models, which allow for several candidates to run in one 

election, are discussed in [42], along with the necessary components for producing random 

forests classification with enhanced prediction performance. Different classifier-based 

approaches to privacy protection have also been suggested. Randomized Response with Partial 

hiding (RRPH) is a new randomization method introduced in [43] that combines data 

modification with data hiding to affect the original data. The RRPH-generated distorted data is 

then used to train a Naive Bayes classifier that accurately predicts the class labels of unknown 

samples. Best randomization algorithms for privacy-protective density estimation are proposed 

in [44]. 
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The use of BiBoost and MultBoost algorithms allows boosting classifiers to be 

constructed without the need for explicit data sharing between multiple participants, as 

explained in [45], which also examines the computational and security implications of these 

methods. However, other solutions have been proposed for private computation without 

revealing sensitive data. For instance, [46] proposes secure sum computation, while [47] adds 

noise to the source data and [48] utilizes cryptographic tools to construct a decision tree 

classifier in a secure and efficient manner. In [49], privacy preserving SVM is established as a 

viable solution, although its protocols rely on circuit evaluation, which is too expensive for most 

practical applications. In contrast, [50] provides a protocol for the secure computation of any 

polynomial function in the probabilistic setting. Although in theory, safe multiparty 

computation solves all privacy-preserving computation problems, in practice it is often 

unfeasible due to its high cost. 

Meanwhile, [51] suggests a cryptographic protocol for the classification of nonlinear 

data utilizing feedforward neural networks. The three algorithms presented in [52] aim to 

safeguard private weight vectors and activation functions and prevent data providers from 

introducing false data into the system. Nevertheless, exchanging data across databases remains 

a challenge, as noted by [53]. This method is also limited to two parties and lacks a trusted third 

party, which can pose significant security risks if the querying party is malicious. Furthermore, if 

the query result is computed by combining data from multiple sources on the SSN field, the 

querying party will be able to identify the patients using the query result. [54] recommends a 

similar encryption-based approach for disseminating k-anonymous, de-identified healthcare 



FEDERATED LEARNING FOR PROTECTING MEDICAL DATA PRIVACY 

 

12 

data that cannot be linked to publicly available patient identification data. Nonetheless, this 

method fails to resolve the issue of data integration. 

In [55], RG-RP scheme, a privacy-preserving method for protecting against maximum a 

posteriori (MAP) estimate assaults using recurrent Gompertz (RG) nonlinear perturbation is 

offered. In contrast, in [56] two polynomial approximation-coupled systems are proposed, with 

cloud computing carrying out the learning process from encrypted datasets sent by participants 

over the Secure Multiparty Computation (SMC) protocol. 

The concept of "partial parameter sharing" is used in [57] to facilitate collaborative 

model learning, with each participant training a subset of parameters and then passing along 

the resulting gradients. After each round of local training in [58], participants submit encrypted 

local gradients to the cloud. Homomorphic ciphertexts are kept secure by the usage of 

individual TLS/SSL encrypted channels. The technique proposed in [59] involves users training 

locally on their own private datasets before sending their perturbed and encrypted local 

gradients to the cloud. After decryption, users can make changes to their models based on the 

global gradients. 

An alternate technique is proposed in [60], where the trainers instead of sharing the 

gradients, exchange the model weights, which they claim is more secure against information 

leakage. Last but not least, [61] employs an approach based on Secure Multiparty Computing 

(SMC), in which users evaluate their local models, modifications are aggregated securely by a 

third party, and the combined model is then uploaded to the server. To hide inputs, this 

technique uses masking with a single time pad generated by adding and subtracting random 

masking vectors. 
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IV. PROPOSED METHOD 

This paper investigates methods of implementing secure and private Deep Learning by 

utilizing PySyft and SyferText libraries, which enables separation of sensitive data from the 

model training process. We present a classifier that can accurately categorize medical 

specialties based on transcription text without direct access to the dataset. Following tasks are 

performed on the dataset that is chosen. 

• Utilizing the PySyft library to combine the client's individual datasets into a larger one. 

• Employing the SyferText library to process and ready the text data on the client's 

machines while keeping it confidential and without transferring any datasets to your 

machine. 

In-order to comprehend the dataset and the operations performed on it, it is crucial to have 

a thorough understanding of the internal workings of the libraries and the underlying concepts 

they employ. This section consists of the various concepts that are employed. 

4.1 Federated Learning 

Federated learning is a decentralized machine learning method that enables multiple 

devices to collaboratively train a model without sharing their data. The local data of each device 

is used to train the model, with the resulting updates sent to a central server. These updates 

are then combined by the server and sent back to the devices for further training, continuing 

until convergence of the model. 

Federated learning can be used to preserve privacy in medical data processing by 

keeping the patient data on individual devices. The model can be trained on the local data of 
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each device without the need to transfer the data to a central server. This ensures that the 

patient data is not shared with third parties, and the privacy of patients is preserved. 

4.2 PySyft 

PySyft is an open-source library that enables secure and privacy-preserving machine 

learning (ML) computations using various techniques. The total internal working of PySyft can 

be described as follows: 

• PySyft extends the PyTorch framework: PySyft extends the PyTorch framework, a 

popular ML library, to enable secure and privacy-preserving computations. PySyft allows 

PyTorch tensors to be shared between different parties, enabling secure computations 

across multiple devices. 

• PySyft uses Federated Learning: PySyft uses Federated Learning (FL) to train ML models 

without the need to centralize data. FL allows the model to be trained collaboratively 

across multiple devices, without sharing the underlying data. PySyft provides a range of 

tools and techniques to ensure the security and privacy of FL. 

• PySyft uses Secure Multi-Party Computation: PySyft uses Secure Multi-Party 

Computation (MPC) to enable secure computations across multiple parties without the 

need to share their private data. PySyft supports different MPC protocols, including 

secret sharing and garbled circuits, to enable secure computation. 

• PySyft uses Differential Privacy: To protect sensitive information during training, PySyft 

employs Differential Privacy (DP). To prevent the model from being properly trained on 

identifiable data points, DP injects noise into the data. 
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• PySyft supports Encrypted Computation: PySyft supports Encrypted Computation, 

allowing for computations to be performed on encrypted data without revealing the 

data to any party involved in the computation. PySyft supports different encryption 

techniques, including Homomorphic Encryption, Secure Multiparty Computation, and 

Private Set Intersection, to enable secure computations on encrypted data. 

Overall, PySyft is a powerful and flexible tool for building secure, privacy-preserving ML 

applications, and is used by researchers and practitioners around the world. Its total internal 

working involves extending PyTorch, using FL, MPC, DP, and Encrypted Computation to enable 

secure and privacy-preserving computations. 

4.3 SyferText 

SyferText is an open-source natural language processing (NLP) library built on top of 

PySyft, the secure and privacy-preserving deep learning library. SyferText extends the popular 

spaCy NLP library, providing a similar API and adding privacy-preserving features. SyferText 

includes various pre-processing techniques, such as tokenization, lemmatization, and part-of-

speech tagging.  

The NLP (Natural Language Processing) pipeline is a series of sequential steps or 

processes that are applied to text or speech data to extract meaningful information and 

insights. The pipeline is a high-level representation of the NLP workflow, which involves a 

combination of linguistic and machine learning techniques to analyze, process, and understand 

human language. 
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4.3.1 Tokenization 

Tokenization is the process of breaking down a text document into smaller units called 

tokens. In Natural Language Processing (NLP), tokenization is often the first step in the NLP 

pipeline, which is a series of sequential steps or processes that are applied to text or speech 

data to extract meaningful information and insights. The most common approach to 

tokenization is word tokenization, which involves splitting a text document into individual 

words. This is typically done by identifying whitespace and punctuation marks such as commas, 

periods, and colons as word boundaries. 

Tokenization is an essential preprocessing step in many NLP tasks, such as language 

modeling, part-of-speech tagging, named entity recognition, sentiment analysis, and machine 

translation. It enables computers to process and understand human language by breaking it 

down into smaller, more manageable units that can be analyzed and processed using a variety 

of NLP techniques. 

4.3.2 Part-of-Speech Taggers 

Part-of-speech (POS) tagging is the process of assigning a grammatical tag to each word 

in a sentence, indicating its syntactic role in the sentence and its relationship with other words. 

POS tagging involves analyzing the structure of a sentence and identifying the word's function 

in that sentence. Each word in a sentence is assigned a specific tag that indicates its part of 

speech, such as noun, verb, adjective, adverb, pronoun, preposition, conjunction, and 

interjection. These tags provide valuable information about the syntactic structure of the 

sentence and are useful in a variety of natural language processing applications, such as 

language translation, information retrieval, and speech recognition. 
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Vocab taggers and stop taggers are both specialized types of POS taggers that focus on 

specific aspects of POS tagging. A vocab tagger uses a pre-defined list of words and their 

corresponding POS tags to assign tags to new words based on their similarity to the words in 

the list. This is especially useful for handling out-of-vocabulary (OOV) words that are not 

present in a pre-trained model. Instead of relying on complex statistical models to assign tags to 

OOV words, a vocab tagger can simply look up the word in the lexicon and assign the 

corresponding POS tag. On the other hand, stop words are common words that are often 

removed from a text corpus because they do not provide significant information about the 

content of the text. Examples of stop words include "the", "and", "a", "of", "in", "to", "is", etc. A 

stop tagger is designed to identify and tag these stop words with a specific POS tag, typically a 

"STOP" tag or an empty tag, to indicate that they should be removed from the text corpus. 
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V. EXISTING TOOLS 

While PySyft is unique in many ways, there are several existing tools in the industry that 

share similar goals and features such as TensorFlow Privacy, IBM Differential Privacy Library, 

Microsoft SEAL etc. This section reviews these existing tools and their internal working and 

compares them to PySyft. 

 

5.1 TensorFlow Privacy 

TensorFlow Privacy is an open-source library that provides tools and techniques for 

training machine learning models with differential privacy. TensorFlow Privacy provides several 

tools and techniques for achieving differential privacy during model training. These include 

Gaussian noise, Sampled Gaussian mechanism, and optimization algorithms like stochastic 

gradient descent (SGD) and Adam optimizer. While TensorFlow Privacy is a powerful and 

flexible tool for building privacy-preserving machine learning models, there are some 

drawbacks when compared to PySyft as follows 

• It is built on top of the TensorFlow framework, which can make it more complex and 

harder to use than PySyft. 

• While it provides powerful tools for adding differential privacy to TensorFlow models, it 

is more limited in scope than PySyft 

• It is designed to work with the TensorFlow framework, which can limit its compatibility 

with other machine learning frameworks and libraries. In contrast, PySyft is designed to 

be more flexible and can be used with a range of machine learning frameworks and 

libraries, including TensorFlow. 
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5.2 IBM Differential Privacy 

IBM Differential Privacy Library is an open-source library that provides tools and 

techniques for implementing differential privacy in machine learning applications. The library is 

designed to be easy to use, flexible, and efficient, enabling developers to add privacy protection 

to their models without sacrificing accuracy or performance. It provides several techniques for 

achieving privacy in machine learning applications including Laplace Mechanism, Exponential 

Mechanism and Restricted Sensitivity Mechanism. While it is a powerful tool for adding 

differential privacy to machine learning models, there are some drawbacks when compared to 

PySyft as follows 

• It is limited in scope as it is designed specifically for adding differential privacy to 

machine learning models, while PySyft provides a range of privacy-preserving 

techniques, including homomorphic encryption and multi-party computation, as well as 

support for a range of communication protocols. 

• It can be more complex to use than PySyft due to its focus on differential privacy. PySyft 

provides a simpler, high-level API that abstracts away much of the underlying 

complexity. 

• It is designed to work with the IBM Watson Machine Learning service, which can limit its 

compatibility with other machine learning frameworks and libraries. In contrast, PySyft 

is designed to be more flexible and can be used with a range of machine learning 

frameworks and libraries. 
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5.3 Microsoft SEAL 

 Microsoft SEAL (Simple Encrypted Arithmetic Library) is an open-source 

Homomorphic Encryption (HE) library developed by Microsoft Research. Computations can be 

conducted on encrypted data using HE, eliminating the need for data decryption. SEAL is 

designed to be efficient, fast and flexible, allowing computations on encrypted data to be 

performed at scale. Three main components of it are Encryption, Evaluation and Decryption. 

Encryption process involves generating keys, encoding and encryption. Evaluation process 

involves Homomorphic operations & noise management. Decryption process involves 

decryption and decoding. This library too has some drawbacks when compared to PySyft as 

follows: 

• It is designed specifically for homomorphic encryption, while PySyft provides a range of 

privacy-preserving techniques. 

• Homomorphic encryption can be a complex and computationally expensive technique, 

and Microsoft SEAL is no exception. 

• SEAL is designed to work with C++ and .NET programming languages, which can limit its 

compatibility with other machine learning frameworks and libraries. 
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VI. DATASET 

Data from 40 medical specialties, comprising around 5000 transcribed medical reports, 

was obtained from https://www.mtsamples.com. The original data was pre-processed and 

converted into a CSV format for research. These reports serve as samples for reference 

purposes and are provided by various transcriptionists and users. It is difficult to obtain medical 

data in real-world situations due to privacy regulations. 

6.1 Exploratory Data Analysis 

Data stored in csv file has different features of which two have been identified as very 

essential for training. 

• transcription: The medical transcription text 

• medical_specialty: The medical specialty tagged to the corpus 

There are 40 different medical specialties with different frequencies as can be seen in 

the picture below 
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Fig 5. List of medical specialties and their frequencies 

Density of the medical_specialty is not evenly distributed as few of the specialties have 

very high frequency and many others with very less frequency thus making the data skewed. 

When the data is skewed in machine learning, it can have a significant impact on the 

performance of the model. Skewed data is characterized by an imbalanced distribution of the 

target variable. This means that one class is significantly overrepresented, while the other class 

is significantly underrepresented.  
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Fig 6. Density distribution of the medical specialties 
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Fig 7. Data distribution skewness 

 

6.2 Dimensionality Reduction 

The initial dataset has a lot of classes, but the surgery class has a much higher 

frequency. To address this, we reduced the number of features to distinguish between surgery 

and non-surgery transcription texts. All the specialties have been condensed into 4 classes in 

the following manner.  

 



FEDERATED LEARNING FOR PROTECTING MEDICAL DATA PRIVACY 

 

25 

 

Fig 8. Classification of Internal Medicine 

 

 

Fig 9. Classification of Surgery 

 

 

Fig 10. Classification of Medical Records 
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Fig 11. Classification of the rest 

We trained a multi-class classifier using the four specialties with the highest frequency as 

shown in the figure. 

 

Fig 12. Top four specialties 
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To use SyferText's NLP pipeline, we require the stop words and vocabulary files. For our 

project, we utilized the clinical concepts repository files, intended for large datasets, and 

created the vocabulary words from the classes in Systematized Nomenclature of Medicine 

(SNMI) data. 
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VII. EXPERIMENTS 

Our project involves creating a simulated environment where individual clients possess 

a portion of the complete dataset. We equip each worker to perform encrypted training on 

these datasets. 

7.1 PySyft 

PySyft is used to simulate a hospital environment represented by virtual workers, in 

which each location stores its datasets locally, without requiring data sharing with a central 

server. For our specific application, we establish a virtual environment (represented by virtual 

workers Alice and Bob) using PySyft, which allows us to train our classifier in a secure manner. 

To create a simulated work environment, three main actors are involved - a company and two 

clients who possess two separate private datasets named Bob and Alice. In addition, there is a 

crypto provider who will supply the necessary components for Secure Multi-Party Computation 

(SMPC).  

 

Fig 13. Creation of virtual workers 

Using the SyferText library's send() function, we distribute the individual datasets 

privately to the respective clients. Dataset is split into two parts, one for Bob and the other for 

Alice.  
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 Split the dataset into two parts, one for Bob and the other for Alice. Each part will be 

also split into a training set and a validation set. This will create four lists: train_bob, valid_bob, 

train_alice, valid_alice. Each list has the same format. The dataset has already been divided into 

train, validation data sets which are assigned to both the workers. Test data has also been 

separated from the original dataset. 

7.2 SyferText NLP Pipeline 

The NLP pipeline of SyferText is comprised of three components - a tokenizer, a stop 

words tagger, and a vocabulary tagger. Additionally, to access all the natural language 

processing objects and functions, a language object provided by SyferText must be loaded. The 

NLP object created by SyferText eliminates the stop word tokens added to the pipeline, and 

only tokens marked as words from the vocabulary file are retained. This pipeline improves text 

processing efficiency and assigns weights to tokens with a strong correlation to the output 

classes. 

7.3 Encrypted Deep Learning 

Our approach involves developing a hook for PyTorch that can be linked to PySyft to 

broaden the capabilities of PyTorch and make it compatible with PySyft methods. Our network 

structure is defined, and the data is loaded. By applying PySyft's share() function, the network is 

shared among the virtual workers. The tensors can be sent to virtual workers using the 

send(worker) method. The remote operations can be performed on these tensors, in this case, 

we use forward and backward passes to train our model. Once the operation is completed, we 

can securely retrieve the tensor by calling the get() function. 
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7.4 Encrypted Classifier and Hyperparameters 

The hyper-parameters used for training and validation are as follows. 

• Embedding Dimension: The dimension of the embedding vector for the training 

dataset. 

•  Batch Size: 128 

•  Learning Rate: 0.001 

•  Output classes: 4 

A Linear classifier is created with the following configuration 

Layer In features Out features Bias 

fc1 300 128 True 

fc2 128 64 True 

fc3 64 32 True 

fc4 32 16 True 

Fc5 16 2 True 

 

Table 1: Classifier configuration 

 

The network serves as a classifier with multiple classes, which means it can generate 

one of four labels - 'Surgery', 'Medical Records', 'Internal Medicine', or 'Other' - based on the 

transcribed text. 
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7.5 Results 

Once the classifier is prepared, an optimizer is used as well. SGD optimizer is chosen 

here as shown below 

 

Fig 14. Optimizer configuration 

Several attempts at running the model have been done before the model finally 

obtained an accuracy of approximately 82% as the loss decreased. This could be attributed to 

our use of the SGD and MSE optimizer, as there are no better alternatives for this framework 

yet. 

Accuracy Loss 

25 110.43 

65.62 58.21 

69.53 53.36 

72.66 42.38 

82.03 27.5 

 

Table 2: Accuracy and Loss results 
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Figure 15. Accuracy graph on training and validation dataset with private classifier 

 

 

Figure 16. Loss graph on training and validation dataset with private classifier 
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VIII. CONCLUSION 

Deep Neural Networks, for example, have had tremendous success in the medical field, 

helping to relieve the burden from their human counterparts. However, neural networks are 

"data hungry," requiring massive amounts of sensitive medical data to learn. Aside from the 

growing privacy concerns raised by training DL models on private medical data, obtaining such a 

large amount from a single institute is difficult.  

Federated Learning has proven to be a promising solution for preserving privacy in data. 

It enables multiple parties to train machine learning models collaboratively, without exchanging 

or centralizing datasets. This approach has the potential to revolutionize various industries by 

allowing organizations to leverage the collective knowledge of their data without compromising 

individual privacy. The use of federated learning can also lead to improved accuracy and 

reduced costs, making it an attractive option for businesses and researchers alike. 

While FL is still in its early stages, it has already shown significant potential in the field of 

privacy-preserving machine learning. As the technology continues to mature and more research 

is conducted, we can expect to see even greater advancements and applications of it. However, 

there are still technical challenges that need to be addressed, such as the optimization of 

communication costs and the development of robust security mechanisms. Overall, the use of 

Federated Learning as a privacy-preserving technique has great potential and warrants further 

exploration in order to fully realize its benefits. 
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IX. FUTURE WORK 

In this research, PySyft library has been used which predominantly uses Federated 

Averaging (FedAvg) as the underlying federated learning algorithm. This is the most popular 

federated learning technique, in which clients do local updates on their own data and 

communicate model modifications to the server, which aggregates them using simple 

averaging. But other algorithms such as Federated Stochastic Gradient Descent (FedSGD) and 

Federated Averaging with Local Adaption (FedAvgLA) can also be tried to explore the impact on 

the model’s performance and privacy preservation. 

The hyper-parameters used in classifiers can be altered as well to see how the model 

gets affected. The applicability of the current approach can be explored on different kinds of 

datasets to see if the performance and privacy preservation holds up. There may be 

opportunities to improve the architecture of the federated learning model utilized in this 

research. To improve the model's performance and convergence rate, use of various neural 

network architectures, regularization techniques, or weight initialization strategies could be 

investigated. 

While federated learning is intended to protect privacy, there are possible flaws that 

malevolent actors could exploit. Future research can be focused on the resilience of privacy 

preservation in federated learning under various attack scenarios, as well as techniques for 

minimizing these weaknesses. 
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