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ABSTRACT 
 

 Neural Networks are now emerging in every industry. All the industries are trying their 

best to exploit the benefits of neural networks and deep learning to make predictions or simulate 

their ongoing process with the use of their generated data. The purpose of this report is to study 

the heating pattern of a silicon wafer and make predictions using various machine learning 

techniques. The heating of the silicon wafer involves various factors ranging from number of 

lamps, wafer properties and points taken in consideration to capture the heating temperature. This 

process involves dynamic inputs which facilitates the heating of the silicon wafer to make an IC 

chip. In this research, LSTMs (Long Short Term Memory) and RNNs (Recurrent Neural Network) 

have been used with the time series. This problem comes under the Multivariate time series 

analysis where time factor is taken into account as the heating goes on. This study includes the 

wafer heating pattern recognition, implementing LSTM and findings which leads to advancement 

of the silicon wafer heating so that manufacturing firms can identify heating anomalies and adjust 

inout parameters in their heating recipes to get the best yield. Also, these findings help to simulate 

the wafer heating by inputting the input parameters to get the surface temperature of the silicon 

wafer so that process engineers can build a fair idea of the recipe adjustments beforehand to get 

the best yield. The technical implementation done in this comprises use of Keras and sklearn 

libraries to use the machine learning capability via Python. 

 

Index Terms – Neural Networks, Deep Learning, Long Short Term Memory, Recurrent 

Neural Networks, Simulation, Wafer Heating, Keras  
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1. INTRODUCTION 
 

LSTM or Long Short-Term Memory is a type of neural network which falls under the sub-

category of Recurrent Neural networks. With time series implementation, they work effectively as 

they store the short terms of sequences for a long period of time. This strengthens them to identify 

the patterns and adjust weights accordingly. The idea of LSTM was first introduced in 1997 by 2 

scientists who were working on the concept of gradient explosion in Recurrent neural network 

models [1]. The most basic unit in LSTM is a memory module which keep the track of short 

sequences. Each memory module controls the information flow and gates for the control of the 

information passing and flow. 

Its basic structure is as follows:  

 

Figure 1: LSTM architecture 

 

LSTM is called a special type or case of Recurrent neural networks. The cells in the LSTM 

have the capability to store the data, process it and transfer to the next layer. This transfer is done 

in the form of data streams within the cells [2]. The cell in LSTM is made up of 3 basic gates - 
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input gate, output gate and forgetting gate. By using these gates, LSTM hold the capability to 

process the data , make the use of the gates logic and process the data selectively. These logic gates 

are generally based on sigmoid neural networks. 

The sigmoid layer works in the below manner:  

1. Every sigmoid layer has the ability to generate number ranging from 0 to 1  

2. The generation of numbers depends on the number of number of data segments 

passed through the layer 

3. If the value is 0, it means no data passing is permitted 

4. If the value is 1, this allows all data segments to be passed through 

 

 

Figure 2: LSTM gates 

 

The logic gates in LSTM play a vital role in the information storage and passing. The most 

interesting gate is the forgetting gate which operates on the value of  0 and 1. Here 0 and 1 means 

fully “reserved” and “ignored” respectively. The storage layer which is the input layer acts as the 

layer for storing data using the sigmoid layer as tanh [3]. The tanh has the function to create vectors 

that are being used by the sigmoid layer to select the values and store them in the vectors. These 
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vectors are then added to the state of the cell. The input gate has the function of filtering, adding 

and summarizing the cell state value.  

 

1.1 Recurrent Neural Network VS LSTM  

The basic concept of a neural network is that we stack different node cells on top of each other 

that contain multiple layers, one of them being a hidden layer. The hidden layer serves the purpose 

of learning and adjusting weights accordingly. The other significant layer is the dense layer for 

generating outputs. The major drawback of neural network is there is no feature of memory [4]. 

The previous result’s essence is lost and it becomes difficult for sequential type of data where the 

core idea is to remember the previous sequence and generate the output accordingly.  This brings 

us to Recurrent Neural Networks which work in the form of a feedback loop that functions in a 

form of memory. Hence, the output received are always associated with the previous output [5].  

 

1.2 Time Series Data 

Series of data compiled over a period of time steps is known as Time Series Data. As compared to 

regular data series, this data is meant to track events with respect to a fixed unit of time. The 

observations are directly correlated with increasing or decreasing time steps are arranged in a 

chronological patterns and behavior of a particular process [6].  
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1.3 Time Series Graph 

The data series when plotted with an x-y axis is known as a time series graph. These types of 

graphs are used to analyze worthy models. 

More specifically, time series data visualization offers an exploratory tool for determining 

whether data: 

1. Reverts to being mean or exhibits explosive behavior 

2. is time-trending 

3. demonstrates seasonality 

4. displays structural flaws 

 

What does it mean to have reverting data? Data that "mean-reverts' ' eventually settles on a mean 

that is independent of time [7]. 

 

1.4 Time trending data 

A specific component of time period has a lot of information to extract, which means the data for 

that period has a specific. 

 

1.5 Seasonality  

A seasonality in terms of time series is defined as the pattern repetitive over a period of time when 

plotted in the form of a graph. The values don’t need to be exact but the shape of the graph should 

be close enough to capture an ongoing trend [8].   
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1.6 Structural breaks  

Sometimes the time series graph follows some irregular behavior which may indicate a break in 

the repetitive pattern. These are essential to tweak the model and know the insights of the data.  

 

1.7 Time-Domain VS Frequency Domain Models 

In our current use-case, we will be using a time-domain approach as a function of past and future 

values graphs on a time axis. For the forecasting, the regression values will be used for the 

prediction. 

 

1.8. Universal Approximation Theorem 

The Universal Approximation Theorem is the building block of the neural network, artificial 

intelligence and subset of virtual reality. It is fundamentally a mathematical hypothesis which 

states that a neural network which has only a single layer with neurons depending on the size of 

the input has the capability to make approximations related to the output[1] [2]. The catch here is 

that the function should be of continuous nature. The precision depends on the layers and neurons 

architecture in the network. This concept has been pivotal in building neural networks and coming 

up with multiple concepts within. 

 

This theorem was brought first in 1989 by George Cybenko and then by Kurt Hornik in 1991. The 

background theory behind building this concept was the concept of linear function. It says, neural 

network with a single layer has the capability to approximate a linear function, hence combining 

multiple neural networks can make it approximate continuous function.[3][4] 
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There are three important caveats to be taken care of . First, the function we are trying to 

approximate must be a continuous function bounded by a finite range. It ought to be defined on a 

defined set. Second, this theorem makes approximations, it does not guarantee predicting exact 

values. Third, the activation function must be non-constant and of continuous nature. Nowadays, 

the activation functions used are ReLu, sigmoid, tanh etc.[5][6] 

 

The Universal approximation theorem has played an important role in building neural networks, 

solving multiple complex problems and making predictions on a large variety of datasets. For 

Semiconductors, heating patterns , this theorem becomes motivation and food for thought if this 

can be used in the fab industry. 

 

This theorem confirms that it can make approximations, with an underlying assumption that the 

neural network is optimal with respect to layers, neurons and approximations [7]. Every dataset 

has a different configuration and this comes under the area of research to fix the model and make 

it work for the dataset. Hence, developing techniques for building the neural network is hit and 

trial and knowing the nuances of the dataset. This makes it even more important to learn the 

function of the data and apply good practices of building an optimized neural network. 

 

1.9 Motivation for using Universal Approximation Theorem to approximate cosine curve 

To perform and emulate the working of Universal approximation theorem, a 1-3-1 neural network 

model is being programmed using python where the weights and biases of the neural network are 

being used. The below python code comprises building a neural net from scratch:  
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1.9.1: Python code to emulate the cos function. 

 

 

Figure 3: 1-3-1 neural network 

 

The above code does the following: 

1. initializes random values to bias and network weights. 

2. defines the activates function.  

3. defines the derivative of the activation function for easing out the calculation. 
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Figure 4: Forward & backward pass 

 

The above code adjusts the weights and calculates the backward and forward pass while training 

the wrights. Also, the functions adjust the bias values of every pass. 
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Figure 5: The plotting of cosine curve 
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1.9.2: Cost Function  

In this section, we will observe that the loss function with respect to epoch. As we can see in the 

“Cost function vs Epoch” image, the cost function gets lesser and reached to a saturation which 

denotes the model has converged. 

 

 

Figure 6: Cost function vs Epoch 

 

1.10 Digital Twin 

 

Digital Twin is an upcoming technology which every industry is embracing. It is bound to have a 

strong impact on the engineering part of the industry in a transformative way of how operations 

are done. The idea behind the digital twin is how actual physical processes are simulated in the 

form of digitization and a process’s same replica is made, hence called a ‘twin’. As a twin has the 

same genetic material and functions the same, the process is simulated in the form of its digital 
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twin which can be controlled and manipulated easily with the help of a UI and clicks. Usually, the 

digitals twins are dynamic in functionality, which means as we change the parameters of the inputs 

and see changes corresponding to its physical nature in a programmatic and mathematical 

language. 

 

1.10.1 Digital Twin – Benefits  

When an organization needs to monitor and check their systems in real time, the digital twin comes 

into picture. For example, the Fab industry works on the sensor's data coming from various 

processing parts and being stored in a repository. Using this data, the opportunity of error detection 

comes into play like anomaly detection and pattern recognition. Also, for a new design testing and 

proof of concept, digital twins are very useful to have an initial prototype building. 

 

1.10.2 Digital Twin - Challenges  

There are multiple challenges that come with Digital twins. One of the major is - Data 

integration as the data for digital-twin requires data from multiple sources of data which needs to 

be packed into a single model. The other challenge is that it requires SME (Subject Matter 

Expert) for building the Digital Twin and for its regular maintenance of it. 

 

 

1.11 Digital Twin – Applications 
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This concept of Digital twin finds its place in multiple fields like healthcare, silicon fab industry, 

automobile and transportation. In this report, we will be focusing on the silicon wafer heating 

simulation which will help the process engineers to simulate the wafer heating mechanism and 

build their recipes to bake the wafer in the oven. Also, it will help the process engineers to detect 

the anomalies of the heating step if the process goes out of the way anyhow. In transportation, like 

for example in building a driverless car, digital twin helps the developers to test their products on 

a variety of factors to get insights of the output in terms of fuel reduction and energy conservation. 

Also in airline simulation, various accidents are also avoided by simulating flight movements and 

analyzing factors accordingly. 
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2. PROBLEM STATEMENT 

 Yield Engineering Systems (YES) manufactures wafer heating machines and uses different 

recipes to check the efficiency of the machine they assemble. To do this, they follow a 5 step 

process to heat and process a silicon wafer disk which they call it recipes. The recipes they follow 

are ordered steps to process the silicon which involves setting the power of heating lamps (two 

being used for now), the ambient temperature of the disk and emissivity value of the wafer disk. 

The recipe is converted to 1305 rows of data with input features and output features as the surface 

temperature on 4 different points on the disk. The problem statement is to input the key features 

manually by the process engineers and predict the temperature of the points of disk so that it can 

simulate the wafer heating pattern and make adjustments in the recipe during the actual processing 

step to get a better yield. 
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3. DATASET 

 

The dataset has been derived from the recipe used at Yield Engineering Systems Inc from one of 

the processes known as PI Cure. The PI machine follows a set of instructions where it bakes the 

wafer and follows a predefined process. The recipe is a set of Steps Numbers which carries 

information related to temperature, pressure , gas flow and setpoint.  

 

The dataset comprises 35000 records of process steps which are being divided into 25 files. Each 

file has 1400 rows of data which tells one complete process of the disk by a machine. The dataset 

has been made public by Yield Engineering Systems under the guidance of Vladimir Kudriavtsev 

who is a fellow at Yield Engineering Systems(YES). 

After a analysis of the dataset, 4 significant inputs are being considered which are as follows  :  

1. Power of heating lamp - 1 within the machine (Watts/m2) [ Heat Flux1_Magnitude] 

2. Power of heating lamp - 2 within the machine (Watts/m2) [ Heat Flux2_Magnitude] 

3. Ambient Temperature (Celsius) [Radiation_AmbientTemp] 

4. Convection Film Coefficient [Convection_FirmCoef] 

The output values are temperature of 4 different surfaces which are being marked using a distinct 

number for the identification purpose.  

Temp_id_22163, Temp_id_5514, Temp_id_5300 

 

Figure 7: Dataset top 2 rows 
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For our modeling point of view, we will be using the actual data which is being generated from 

the actual machine at the end of the processes. We will be focusing on the information related to 

Heat Flux magnitude-1, Heat Flux magnitude-2, Convection Film coefficient, Radiant Ambient 

Temperature. The mentioned parameters are the most important for carrying on the process and as 

an output, we will be considering four points on the wafer disk. The four output points on the wafer 

are being taken at the center, on the right boundary, top boundary and bottom. The temperature on 

the disk must be uniform and the predicted temperature must be as close to all the points.  

For our data purpose, the 4 points on the wafer have been labeled with a number with a 

Temperature id: 22163, 5514, 5300 and 25190. Hence the output columns names are 

TEMP_id_22163, TEMP_id_5514, TEMP_id_5300, TEMP_id_21590.  

The input data set and output dataset visuals are below:  

 

 

Figure 8: Heat Flux-2 input 
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Figure 9: Heat Flux-1 input 

 

 

Figure 10: Convection film coefficient 

 

 

Figure 11: Radiation Ambient Temperature 
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The output points are as follows:  

 

Figure 12: Output disk points 
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4. MODELLING APPROACHES 

4.1 - Approach 1 - Using single LSTM layer 

 

 By using one LSTM, the heating pattern is easily captured. The LSTM remembers how the heating 

phases are changing and it predicts the temperature accordingly. Going from reflow to cooling, the LSTM 

has gained enough knowledge through training that the temperature is varied in terms of change of states. 

In this approach, I have created a basic LSTM network to check the feasibility of results in the terms of 

prediction and scaling [9]. 

Number of files used for training: 8  

Number of files used for training: 1  

Number of files used for testing: 2  

 

 

Figure 13: Keras sequential model with single LSTM 
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Figure 14: Flow diagram of base model architecture 

 

 

Blue Line: Predicted temperature 

Orange Line: Actual temperature 



 
 
20 

 

Figure 15: Prediction graph for heating pattern of test file 

 

I tried to experiment different process flows to check segment wise capturing of pattern and 

scaling of the model. To verify each segment of data, I have broken down pieces in graph where 

it is off the track. 

 

 

Figure 16: Phase wise tracking of graph 
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4.2 Approach 1 – Drawbacks 

 

The drawback is, the scaling factor. The temperature is off at the high spikes as shown in the 

diagram. This is due to the use of single LSTM being used. The scope of improvement here is 

use of other layers and bidirectional LSTM. Current with this approach, the RMSE value is 

ranging from 25-35. 

 

4.3 Approach 1 - Scope of improvement 

 

(a) The missing spikes during the phase change can be experimented with different training 

batch sizes, adding a TimeDistributed layer and adding multiple LSTMS. 

(b) Adding new neurons to each layer 

(c) We can also experiment to add Bidirectional LSTM so that the information from both the 

sides of last 5 temperatures and next 5 temperatures can be used to determine the next 

temperature 

 

4.4 Approach 2 - Using Bidirectional LSTM  

 

The use of bidirectional LSTMs can solve the spike and phase change issue. The reason is pretty 

straightforward. The bidirectional LSTM keeps track of previous and next values to make a 

better prediction. We can experiment with different layers like the TimeDistributed layer [10]. It 

takes a temporal slice with respect to the time series inputted to the corresponding layer [11]. 
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Figure 17: Possible network to be experimented 
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5. EXPERIMENTS 

5.1 Single LSTM layer model architecture with look back = 1 

 

In very first experiment, we will be using a single LSTM layer of 50 neurons and a single Dense 

layer. The purpose of this architecture is to measure the level of accuracy of the LSTM and whether 

it is able to predict the right trend of the heating pattern. Also, I will be using the loss function as 

Mean Absolute Error(MAE) with an optimizer as “adam”. Also, for the first experiment, the 

result’s analysis will give us in which direction we need to proceed to build a better model 

architecture with respect to the data and the problem. 

Using a single layer will also help to avoid overfitting with model being trained quickly.  

 

 

Figure 18: Training of exp-1 

 

 

Figure 19: Model architecture of exp-1 

 

 

 

RMSE 

epochs 
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Figure 20: Predicted vs actual of exp-1 

 

5.1.1 Analysis 

 

With a single LSTM layer, the model is able to predict the trend of the heating pattern. The key 

observation here is that whenever there is a sharp change in the heating pattern, the model does 

not perform well. For example, in the above image, near timestamp 200, there is a change in the 

state of the wafer surface and the model is not performing well in those instances. 

Another key observation is, whenever the heating temperature is rising linearly, the model is 

making good predictions along with the time. Hence a look back of 1 performs well for a particular 

state of the heating (linear rising or constant temperature) but makes bad predictions when there is 

an abrupt change in the state. 

Another key observation is the start and ending timestamps of the wafer heating. The model is 

making extra predictions for the last few time stamps which needs to be fixed in the architecture. 
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For timestamp 400-1000, the model has identified the correct pattern but it’s making predictions 

larger than the actuals. This makes sense because we have added only a single layer of LSTM 

which is essentially not good enough to capture the complex relationships of the inputs with respect 

to time. 

The RMSE value 6.347 is high for this experiment, hence we will need to change our approach in 

another experiment. Also by observing the test and train loss, we can concluse that we can use the 

LSTM layer in our architecture experiment with different neurons and layers in our another 

experiment. 

 

5.2 Modeling on Delta Temperature, single LSTM layer with look back = 1 

 

Our primary objective is to make the temperature on the surface of 4 points as close as possible 

for each time stamp with a good accuracy.. We can introduce the delta-temperature and use it as 

an input feature(the only input) and observe the predicting pattern. For adding this as an input 

feature, ‘diff_temp’ has been introduced which takes the absolute difference of 4 points on the 

surface of the wafer with maximum temperature and minimum temperature. 

For example in the figure : 

At timestamp 0, the temperature on the 4 surfaces is 22, 22, 22, 22 respectively. Hence the delta 

temperature is 0. 

At timestamp = 4, the temperature on the 4 surfaces is 23.121931, 22.34, 22, 22. Hence the delta-

temperature is 1.21931 degree celsius.  
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Figure 21: Feature engineering of exp-2 

 

 

Figure 22: Training of exp-2 
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Figure 23: Predicted(orange) vs actual(blue) of exp-2 (overfitting) 

 

5.2.1 Analysis 

In this experiment, the model is trained only on the input of delta temperature to experiment the 

predictions. We can clearly see in the figure, the model is overfitting and, we cannot take this 

feature as a sole input for our model but can add it with our input feature to experiment with. We 

can check if adding this feature will give us any significant boost in our model’s performance. 

The train RMSE is low and test RMSE is quite high, which is a clear indication of overfitting. 

In this experiment, we have taken only a single LSTM layer with 50 neurons and a dense output 

layer. 

 

5.3 Experimenting with the layers, neurons, look back and learning rate 

 

In this experiment, we will be adding an input layer, adding more neurons to the LSTM layer and 

adding 2 dense layers of ‘relu’ and ‘linear’ and will keep the look back value as 1. 

Te
m
p
er
at
u
re
(C
) 

Timestep(secs) 



 
 
28 

 

 

Figure 24: Model architecture of exp-3 

 

 

Figure 25: Training phase of exp-3 
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Figure 26: Predicted vs actual of exp-3 

 

 

5.3.1 Analysis 

In the above architecture mentioned in the image, the model is able to predict the linear up and 

down heating but the spike regions (hill tops) are missed by a huge margin.  

We added ‘relu’ and ‘linear’ dense layers in the model which captures the non-linearity of the 

complex input data, but as the time goes, it is missing the changes in the state and transits to the 

new state through a straight line, hence missing the curve nature. The train and test RMSE is very 

high due to the missing mountain top curves. The Test RMSE is 23.98311. 

In this experiment, LSTM layer is taking care of the temporal dependencies, the dense layers is 

building up the non linear relationships of input and output for each heating state. The relu is 

responsible for adding the non-linearity to the model’s architecture. The linear dense layer as the 

final layer is responsible for continuous output predicted by the model. 
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By changing the model architecture in this case, we are able to fix the start and end points of the 

prediction and make better predictions during the linear increase and decrease on the surface 

temperature. Also, the dense layer of linear paired with relu, assisted in improving the model 

performance and learning more complex patterns.  

 

 

5.4 Experimenting Bidirectional & TimeDistributed layers with look back = 5 

 

In our final experiment as seen in the figure, we will be introducing the Bidirectional LSTM 

layers, Time Distribution layer and will be experimenting with multiple LSTM layers with 

different numbers of neurons. Multiple time distribution layer and LSTM layers have been 

experimented and the best architecture is mentioned below. The model architecture with 

parameters is also included here: 

 

 

Figure 27: Model architecture of exp-4 

 

  



 
 
31 

 

Figure 28: Model detailed summary of exp-4 

 

 

Figure 29: Training phase of exp-4 
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Figure 30: Predicted vs actuals of exp-4 

 

5.4.1 Analysis 

In this experiment, the look back value is 5, which means the model will check the last 5 values 

predicted at any time step. We received the best results with Training RMSE as 1.2370, 

Validation RMSE 0.7959 and Test RMSE 1.1686. To verify the results, I have used the 

validation dataset too. 

Here the game changers are TimeDistributed layer and Bidirectional layer. For each sequence, 

the timedistributed layer is applied to each time step. This is useful as it applies operation to each 

timestep independently. This enhances the model’s representational power and helps to build and 

understand the complex pattern happening between different time slots. As one observed in the 

validation test figure , the time stamp 150-250 is accurately captured by the model architecture. 

In our previous experiments, we were missing to catch up the hilltop curve. Also in the test set, 
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between 350-550 timestamp, the change in the state is being predicted by the model architecture 

quite accurately. The Bidirectional layer is responsible for processing the sequences inputted 

from both the directions, and it uses two different hidden states for performing such an operation. 

In the context of time series, it becomes essentially important to capture the temporal 

dependencies in the previous time and in future as well. Hence this helps the model to make 

better predictions by taking in account both forward and backward output values. 
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6. RESULTS & CONCLUSIONS 

We first started with emulating a cosine function using the neural network which confirms the fact 

that a pattern of different curves can be predicted using a neural network. Then we started with the 

single LSTM layer and learned that the trend can be captured by a single LSTM layer though the 

values were off by a large margin. Then we tried the feature engineering of the delta-temperature 

and observed that using solely in the LSTM model can rise to the case of overfitting. Then we 

experimented with multiple neurons in the LSTM layer and were able to achieve a fair prediction. 

We missed the abrupt transition phases in the prediction as the model fails to capture the complex 

nature of the different phases. This is evident in the visualization that is being created in 

experiment-3. By now, the look-back has been kept 1. This led us to other experiments in the 

model architecture and introducing the Bidirectional layer and time-distribution layer. This 

experiment yielded us the best prediction and we observed that combining time-distribution and 

bidirectional assists the model to learn more about the backward and forward patterns in the 

dataset. Also, keeping a look-back of values of 5 yielded us best results in our experiment-4. We 

can conclude that in the context of LSTM, adding Bidirectional layer along with the Time -

Distributed improves the ability to learn and adapt to more temporal patterns in the more complex 

form. Also, the cons of this are hypertuning the parameters to find the best fit. This also leads to 

more computation time required to perform the prediction which itself is an area of future research. 

The results can be summarized in below table : 
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Experiment 

No. 

Description Result Conclusion 

1 1-3-1 neural network Cosine curve fitted Cosine curve well 

with 3 hidden layers 

2 Single LSTM layer with all 

inputs 

Test RMSE: 

6.347(subpart), 

54.17 (complete 

curve) 

The curve missed 

phase transitions, 

more layers, and 

experiments required 

3 Only Surface Temperature, 

single LSTM later 

Test RMSE: 50.12 Overfitting, train 

RSME low 

4 Different neurons, LSTM layers, 

dropout layers, Dense layers 

RMSE: 23.98 Missed the 

transitions during 

peak temperature 

5 Added Bidirectional and Time 

Distributed later 

RMSE: 1.1686 Best model  

Table 1: Experiments summary 
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7. FUTURE WORK 

One of the futuristic aspects of this domain’s work can be application of this model architecture to 

different domains like manufacturing, simulation of artificial vehicles etc. The interpretability of 

this architecture could be used to explore networking-based models where the parameters are 

changing dynamically over the period of time. Since this work is based on dynamic 

hyperparameters, we can extend this work to the post processing of the silicon wafer and identify 

which step or process needs to be fixed [23] [24]. With the dynamic predictions and the post 

processing image of the silicon wafer, a hybrid model can be built to identify faults in the 

processing of the wafer. [25] [26] 

Moreover, this model can be extended to a live prediction of the wafer heating mechanism which 

can be the base for heating anomaly detection framework in the fab industry. Many industries 

require a live prediction mechanism or real time prediction which can be adapted with LSTMs and 

time series prediction, which can be pivotal for this purpose. For example, during the reflow 

process of silicon wafer, it is very critical to keep the temperature to a certain threshold. This model 

with the look back value of 5 can predict 5 time steps before and maintain the heating lamps heat 

parameters below a particular threshold as learned by the model. Hence this model can be a helping 

hand for the lab workers and Subject Matter Experts to simulate the wafer heating patterns 

beforehand or while during the actual ongoing process [27] [28]. 

From a simulation point of view, this model can be extended with the dynamic as well as static 

features if enough data is at disposal [29]. The data received from other sensors such as humidity, 

flow rate of chemicals can enhance the predictive power of the model. The initial prototype has 

been built and shown in this report which makes live predictions on an input set of files [30]. 
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8. ACCOMPLISHMENTS 

 

1. Successfully formalized the problem statement and found the correct dataset for it. 

2. Researched about the topic in depth and founded the scope of solution with respect to 

correct tools and language. 

3. Read multiple research papers to gain knowledge regarding the problem’s solution and 

map it with my own problem statement. 

4. Learnt about Recurrent Neural Network and Long Short-Term Memory using Keras 

5. Gained knowledge about use of multiple LSTMs and different layers to make the model 

better prediction. 

6. Experimented different scenarios to deep dive into the problem statement by breaking the 

problem into sub-parts. 

7. Achieved results for the test files with the scope of making the results better. 

8. Identified areas of improvement to work during the winter break and next semester. 

9. Worked on the model architecture and design with more than 20 experiments related to 

layers and neurons. 

10. Experimented different activation functions and training sets to identify best fitting model. 

11. Experimented different learning rates with each place in the model disk. 

12. Combined the 4 different points into a single model. 

13. Experimented different window sizes for the model output and changed the model 

architecture. 

14. Built a real-time application to predict the next timestamps of temperature so that it can be 

treated as an anomaly detection framework. 
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