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ABSTRACT
In this paper, we study the problem of urban image geo-localization,
where the aim is to estimate the real-world location in which an
image was taken. Among the previous approaches to this task,
we note three distinct categories: one only analyzes metadata; the
other only analyzes the image content; and the third combines
the two. However, most previous approaches require large anno-
tated collections of images or their metadata. Instead of relying on
large collections of images, we propose to use publicly available
geographical (GIS) data, which contains information about urban
objects in public spaces, as a backbone database to query images
against. We argue that images can be effectively represented by the
objects they contain, and that the spatial geometry of a scene—i.e.,
the positioning of these objects relative to each other—can func-
tion as a unique identifier for a particular physical location. Our
experiments demonstrate the potential of using open GIS data for
precise image geolocation estimation and serve as a baseline for
future research in multimedia geo-localization.

CCS CONCEPTS
• Information systems → Multimedia and multimodal re-
trieval; Geographic information systems.
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1 INTRODUCTION
Image geo-localization, sometimes also referred to as geo-tagging,
geolocating, geospatial localization, location inference, or location
estimation, is the task of estimating or inferring the real-world lo-
cation in which an image was taken. It typically involves extracting
and analyzing image content or the accompanying metadata to

∗Research conducted while the author was with the IT University of Copenhagen.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
CBMI 2022, September 14–16, 2022, Graz, Austria
© 2022 Association for Computing Machinery.
ACM ISBN 978-1-4503-9720-9/22/09. . . $15.00
https://doi.org/10.1145/3549555.3549589

Figure 1: Overview of our architecture using spatial pyramid
descriptors to geolocate images. The lower section repre-
sents an offline process that extracts openGIS data to build a
database of scene descriptors. At query time, corresponding
scene descriptors are built from the query image, and com-
pared to the GIS-based database to rank potential locations.

find geographical clues. While there are many approaches to image
geo-localization, it is by and large still an unsolved task.

Automatic geo-localization holds great potential in many differ-
ent contexts. Online image and video sharing services, such as Flickr
and YouTube, use a variety of techniques to automatically generate
tags, from object-level information (e.g., dog, man, or surfboard) to
information about scene and setting (e.g., indoor or outdoor, restau-
rant or office) or—most importantly in this context—the real-world
geographical location of the scene. Such tags can make it easier for
users to find the content they are looking for [7].

Another major application area for geo-localization algorithms
is the work of digital investigators. Law enforcement agents often
confiscate electronic equipment or intercept electronic messages
containing images depicting criminal offenses. In some cases, accu-
rately geo-localizing these images can help solve or prevent violent
crimes, drug related activities, or even human trafficking [19]. For
investigative journalists and researchers who work with image and
video files, the task of geo-localization has become a standard part
of the toolkit for verifying the authenticity of the material [32].

Image geo-localization has been a topic of intensive research,
and the field has significantly widened within the last decade fol-
lowing the rapid evolution of modern machine learning capabilities.
Overall, most of the related work can be divided into three cate-
gories, based on the data used: approaches utilizing visual content
[2, 11, 16, 22, 25–27, 29, 30, 35, 37, 38]; approaches relying on meta-
data, such as image title, tags and description [34]; and multimodal
approaches combining the content and metadata [5, 14].

Generally speaking, systems that consider image metadata tend
to fare much better than those that do not [14]. However, different
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approaches often have widely different scopes: while some systems
cover the entire world [16], most work on a much smaller scale, e.g.,
within a single city [3]. It is thus hard to compare results directly
between different systems, since the setups are rarely comparable.

One major drawback to all of the strategies discussed above
is that they require large collections of geo-referenced images or
image tags as a backbone for their systems. Such collections are not
always readily available, and those that exist are typically tailored
for a very specific task in terms of structure, geographical coverage,
and the type and representation of annotations.

In this paper, we take a different approach to image geo-locali-
zation. Rather than relying on large image collections, we exploit
the fact that cities in many countries are legally obliged to keep
accurate GIS data about the state of assets and other objects in
public spaces. Such data is often openly available, including the
size and location of many urban objects, such as buildings, trees,
and lamp posts. We propose using this data as a backbone for our
system, thus reducing the need for large annotated collections by
instead comparing automatically detected objects in an input image
directly with the indexed GIS data. Figure 1 illustrates the approach.

While the general idea of utilizing GIS data for urban image geo-
localization is not entirely new [3], we propose an approach to geo-
localization that is far more intuitive, computationally inexpensive
and in line with how humans understand and analyze images and
scenes [1, 15, 36]. Both journalists and law enforcement agents
are used to working with eye witnesses who describe a scene of a
crime or a location of interest. Having instruments that can assist
in determining the real-world location based on sparse, high-level
descriptions of a scene could potentially be of great importance.
For example, one could imagine that even though a witness may
not know the location of the scene, they may be able to describe
the high-level layout of objects and their spatial geometry. Being
able to convert sparse descriptions into a set of probable locations
could be very useful.

We investigate the potential of geo-localizing the images solely
based on how well the automatically detected objects match openly
available GIS data. Reducing the need for large collections of anno-
tated images by using GIS data as a backbone instead could prove
valuable for future research and real-world applications.

With this paper, we make the following contributions:

• We present a novel approach for the task of geo-localizing
images that neither relies on potentially misleadingmetadata
nor large image collections.

• We demonstrate that pre-processed, publicly available GIS
data can be used as a lookup database for matching detected
objects in an image.

• We show that performance can be improved drastically by
incorporating information about scene geometry.

The remainder of this paper is structured as follows: In Section 2
we discuss related work in geo-localization. Section 3 then outlines
the proposed architecture and its implementation. Section 4 details
the experimental setup, while Section 5 presents and discusses the
results. Finally, Section 6 concludes the paper.

2 BACKGROUND AND RELATEDWORK
Several approaches to geo-localization have been suggested through-
out the last two decades. Many have surfaced from evaluation initia-
tives in computer vision and multimedia communities, such as the
Places challenge [39] and the MediaEval benchmark [17]. Efforts
have also been made in geo-localizing media other than surface im-
ages, e.g., social media text [24], or satellite images [12, 13]. These
are outside the scope of this paper.

With regard to the type of data they rely on, most existing image
geo-localization approaches fall under one of the three general cat-
egories elaborated in the following subsections. It is worth noting
that due to a lack of standard for evaluating geo-localization algo-
rithms and systems, it is still hard to directly compare the different
approaches. Not only do they cover very different scopes in terms of
geographical reach, but they also work on widely different datasets
and are evaluated on a variety of different task-specific metrics.

Using Only Metadata. Van Laere et al. [34] used a language model
classifier based on the tags frommore than 8.6 million Flickr images
to narrow down the search space to a limited geographical area.
Then they performed similarity search within that area and used
a weighted average of the nearest neighbors as a final location
estimate. This approach, however, is not suitable for our case since
metadata will not always be available.

Using Only Image Content. Several researchers have used SIFT
features to geo-localize images, either with simple voting [29] and
dynamic pruning [37], or with GeneralizedMinimumClique Graphs
[38]. The IM2GPS system combined a collection of image features
to estimate geolocation as a probability distribution over the Earth’s
surface [11]. Penatti et al. [27] proposed the bag-of-scenes and rep-
resented each scene by low-level features in a dictionary.

More recently, many have turned to convolutional neural net-
works (CNN) for geo-localization. Arandjelovic et al. [2] proposed
a CNN architecture specifically designed with geo-localization in
mind, with the main component being the task-specific NetVLAD
layer. Medina et al. [22] combined NetVLAD features with clus-
tering and density based voting to geo-localize videos. Peddada
and Hong [26] used two-stage CNN classification to first determine
a city and then to determine an exact location within that city.
Weyand et al. [35] trained a CNN on 126 million noisy images and
presented two models: A single-image model and a model that takes
a photo album as input. Using a sequence of images rather than
a single image improved geo-localization accuracy almost 10-fold.
Seo et al. [30] used the same system with overlapping partitions
of the Earth, greatly improving accuracy. Müller-Budack et al. [25]
included scene classification in the learning process of a CNN for
state-of-the-art performance. Kordopatis-Zilos et al. [16] combined
classification and retrieval practices to achieve state-of-the-art on
a global dataset. However, none of these approaches are suitable
for our case either, since they rely on large collections of images.

Combining Image Content and Metadata.With both visual key-
points and image tags, Crandall et al. [5] determined geolocations
using mean shift clustering on over 30 million images and substan-
tially improved geo-localization accuracy. Kelm et al. [14] combined
visual features with toponym and gazetteer look-ups of words in
the image tags, accurately geo-localizing 40% within a 100 meter
radius. While this kind of multimodal approach generally fares sig-
nificantly better than those that use only either metadata or image
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content, it is still not suitable for our case for the same reasons
mentioned in relation to the previous two categories.

Using GIS Data for Geo-Localization. Perhaps closest to our ap-
proach is that of Ardeshir et al. [3], who first suggested to use
publicly available GIS data for geo-localization. They perform simi-
larity search between GIS objects and detect objects in the query
image over a dense grid of locations that are 20meters apart. At each
location the search is performed in a 360◦ fashion at 20◦ intervals
for 18 different angles in total. The similarity search is treated as a
graph matching problem where the two sets of objects can be con-
sidered opposite sides of a bipartite graph, making the assumption
that the geometric model between the two can be approximated
with an affine transformation. A Random Sample Consensus, or
RANSAC, algorithm is used to assign edges between objects of the
same class in each set such that the correspondence best fit a global
affine model, resulting in a single similarity score for each location.
While the authors demonstrate the potential in using GIS data for
geo-localization, graphmatching is both computationally expensive
and not very intuitive in cases where the query is a rough scene
description provided by e.g. an eyewitness recalling a situation.

Datasets for Geo-Localization. As with other types of computer
vision and multimedia tasks, many researchers collect and annotate
their own datasets tailored to specific purposes. However, some
location annotated datasets have been frequently used for the task
of geo-localization, including IM2GPS [11], Mmsys-14 [31], and
Placing-16 [33]. Again, because we aim to avoid using large collec-
tions of images, these datasets are not suitable for our work.

3 APPROACH AND ARCHITECTURE
Our goal is to create a system that takes an image as input and
outputs a proposed physical location. We follow a strict rule of not
trusting any kind of metadata from the input image, instead making
the assumption that the pixels in the image are trustworthy, and
everything else is not. Our approach relies solely on visible objects
in the image that are queried against a database of preprocessed GIS
data containing information about the physical placement of dif-
ferent urban objects. A location is estimated by matching detected
objects and their spatial distribution with that of the GIS objects.
Contrary to previous approaches, we compare two different types
of information on the query side and the database side: Our input
is an image, and our backbone data is GIS data from open sources.

Figure 1 shows our proposed architecture. As a preprocessing
step we build a database of scene descriptors for every scene in
our dataset. For new query images, we detect objects and build a
similar scene descriptor from the output of the object detector. The
input descriptor is then matched with the representations of all
scenes stored in the database. The top ranked scene determines the
estimated location for the query image. The following sections will
describe each component of our approach in more detail.

3.1 Building a Database of Scene Descriptors
Our pipeline works with any collection of GIS object data that has
been mapped to 2-dimensional panoramic scenes and annotated
with location coordinates.

Using abstract features, such as SIFT or SURF, is the traditional
approach to represent the shapes in the image, and there exist tried-
and-tested methods of matching sets of SIFT features. The same
applies to other low-level image features such as texture and color.
However, these approaches all require collections of images, which
we have argued against using. Instead, we want to build scene
descriptors that are purely based on object metadata and include
information about the types of objects present in the scene, as well
as their (rough) spatial geometry.

One way of accomplishing this is to rank scenes using graph
matching in the same fashion as Ardeshir et al. [3], as described in
Section 2, rather than to pre-compute descriptors for the dataset.
However, as detailed in Section 2, a major caveat of such approach
is a high computational cost associated with graph matching, which
makes it inapplicable in e.g. interactive geo-localization scenarios.

By instead choosing descriptors that we can build in advance, we
move a large part of our computational cost offline. This allows for
easier matching with query descriptors. The scenes in our particular
dataset assume a panoramic format, which requires that the query
image is oriented the same way as the scenes. To do this, we only
need the heading of the image, meaning the direction the center
of the image is facing, which is included in our dataset. However,
we conjecture that our architecture should work on any kind of
image, requiring only minor adjustments to incorporate separate
representations for e.g. each viewing direction at a given location.

Global Object Histogram. Perhaps the simplest representation satis-
fying our requirements would be a count of objects present in the
scene. Similar representations have been widely used in different
multimedia applications, such as video search and event detection
[21, 28]. The underlying intuition is that scene compositions are
somewhat unique as long as the number of objects is relatively
high. Depending on the types of objects present in the GIS data, it
is not uncommon that scenes contain several dozens of objects. The
combination alone of that many objects in a scene could in theory
be sufficient to identify potential candidates for a location.

The global object histogram consists of a K-vector where K is
the number of object classes in the dataset. Values in the vector rep-
resent the number of instances of each object class that are present
in the scene. This type of descriptor does not relay information
about how the objects are organized, but only whether objects are
present or not.

Spatial Pyramid Descriptors. To incorporate information about the
geometry of the scene, we use the spatial pyramid descriptor defined
by Grauman and Darrell [9] for its ability to accurately capture the
spatial distribution of features, or in our case, objects. This approach
has the advantage of corresponding fairly well with how humans
analyze and describe images. As described in the introduction of
this paper, we imagine a system that can be used with eyewitness
accounts of an event that needs geo-localization. Even though a
person might not remember many details of the place in question,
it is not unlikely that they remember bits of information regarding
the objects present. For example, they might be able to say, “There
was a large building on the left hand side and a couple of trees to
the right of it. There were also two lamp posts on the street in front
of the building, and a smaller building all the way to the right.” This
minimal amount of information can easily be translated to a spatial
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pyramid descriptor, and may even result in some partial matches
in the dataset. While this is not something we examine further in
this paper, it is something we keep in mind and suggest for future
research. For all the reasons mentioned here, we believe the spatial
pyramid descriptors are far more intuitive than the alternatives.

To build the descriptors, we follow the same procedure as de-
scribed by Lazebnik et al. [18] and Bosch et al. [4]. A scene is
partitioned into increasingly finer grids of even-sized cells and ob-
jects are counted in a histogram for each cell. Every level l in 0, ...,L
has 2l cells along each dimension, and every cell is represented
by a K-vector histogram, with K being the number of classes in
the dataset. Thus, every level can be represented by a C · K-vector
where C is the number of cells on that level. The final descriptor is
a weighted concatenation of all levels with a total dimensionality
of K

∑
l ∈L 4l . Weights w for each level l are defined by Lazebnik

et al. [18] aswl = 1
2L−l which puts more emphasis on higher levels

with finer grids capturing the spatial layout in more detail. Finally,
we normalize the descriptor to prevent scenes with many objects
from being weighted more strongly than those with fewer objects.

We represent the location of each object by the center point of
its bounding box. While using two coordinates instead of one—e.g.,
opposite corners of the bounding box—would preserve information
about the size of the objects, this would also result in descriptors
being twice as large. A spatial pyramid descriptor with L = 5 is
already a 34,125-dimensional vector, associated with a substantial
computational time. Since doubling of the descriptor size could
unnecessarily put additional burden to interactivity, for the purpose
of this paper we have not explored that further and choose to work
with the center point.

3.2 Image Processing: Detecting Urban Objects
Given a query image, the first (online) step in determining its ge-
olocation is detecting the visible objects and their approximate
location within the image. From that we build the scene descriptor
following the exact same procedure as detailed in Section 3.1.

For detecting objects we use a Cascade R-CNN model that has
been pretrained on the weak and noisy PanorAMS dataset [10].
The model has a ResNet-50 backbone pretrained on the ImageNet
dataset [6] with a 6 level FPN [20]. For details please refer to [10].

The detections areweak, meaning they contain inaccurate bound-
ing boxes, and noisy, meaning they contain false positives. This
is to be expected, since our scenes are typically complex and our
objects nontrivial. The accuracy of the system thus relies on the
quality and precision of the projected GIS objects on one hand, and
the quality of the object detections on the other hand.

We empirically found that a threshold for the resulting bounding
boxes of 0.3 gave the best results, meaning that all detections with a
confidence level below 0.3 are ignored. To demonstrate the proof of
concept, input images are here expected to be in panorama format
since that is the format of the used dataset, although there is nothing
standing in the way of deploying the system on the other formats.

3.3 Scene Ranking: Matching Descriptors
The second online stage is comparing the query descriptor with
those in the database. Scoring the entire backbone dataset in this
fashionwill result in a ranked list of scenes, sorted by their relevance

Figure 2: (top) Example image from the PanorAMS dataset
with bounding boxes. (bottom) Same image with dots repre-
senting the center point of the boxes.

to the query image. We use the χ2 distance, which expresses the
relative distance between two numbers rather than the absolute
distance. Finally, we return the location of the single highest ranked
scene as our estimated location for the query image.

4 EXPERIMENTAL SETUP
Overall, our approach to evaluation is that we run the entire col-
lection of images from our dataset through the geo-localization
pipeline and evaluate performance on each image, comparing an
image on the query side with processed GIS data on the database
side. This section provides the details about dataset, queries and
metrics used to evaluate performance of our approach.

Dataset. In this paper we use the PanorAMS dataset by Groenen
et al. [10]. The dataset covers the city of Amsterdam in the Nether-
lands and is built from publicly available GIS data provided by the
municipality of Amsterdam. It contains a total of 779,360 panoramic
images annotated with more than 14 million weak and noisy bound-
ing boxes of 24 urban object classes. It was built in an automated
way using simple camera models and occlusion handling, thus elim-
inating the need for creating manual annotations. It is worth noting
that although the dataset contains panorama images, we only rely
on the bounding boxes resulting from the processing of GIS data
and the spatial layout of the 2D mapping of those objects. The
actual images in the dataset have only been used to train the object
detector as described in Section 3.2 and to evaluate the system.

We work with a subset of the PanorAMS dataset consisting of
roughly 1% of the full dataset, provided to us by the authors. The
subset consists of 7,436 locations from 10 neighbourhoods and con-
tains 19,178 unique objects and 140,119 bounding box projections.
Every scene in the dataset is annotated with latitude-longitude
coordinates. The subset is heavily imbalanced in terms of objects,
where the classes tree and building represent 75% of all bounding
boxes, and in terms of neighbourhoods, where one neighbourhood
represents roughly 22% of all scenes and another only 3%.
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Evaluation Protocol. All evaluations of our system follow the same
protocol: A query image is run through the object detector and the
resulting bounding boxes are converted to a scene descriptor. The
image query descriptor is then compared to all scene descriptors in
the backbone dataset, which are further ranked by increasing dis-
tance. The geolocation of the highest ranked scene is then selected
as an estimated location for the query image.

Since the previous approaches to geo-localization are hard to
compare with directly due to a difference in setting and task, we
do not use previous work as baselines for our experiments. Instead
we use random guessing as a baseline and primarily compare the
global object histogram with spatial pyramids.

Evaluation Metrics. To evaluate our system, we measure the real-
world distance between the estimated location and the ground truth
location for every evaluated scene. Since geographical coordinates
can be considered as a continuous space it does not make sense
to use traditional measurements like precision and recall. Instead,
we evaluate our system with the Precision@k formula defined by
Medina et al. [22], which measures the percentage of evaluated
scenes that are predicted within k meters of the correct location.
We evaluate for k ∈ [10, 100, 500, 1000].

To further evaluate our descriptors, inspired by the Hit Rate at
top k (HR@k) measure widely adopted in evaluation of recommen-
dation systems, we use a top-k score that expresses the percentage
of query images where the ground truth scene is included in the
top k ranked scenes. We report the results for k ∈ [1, 10]. Similar
to the Precision@k metric, we define top-k as:

Top(k) =

∑ |N |

n=1 1{дt_rankn <= k}
|N |

(1)

where |N | is the total number of scenes that are evaluated, and
{дt_rankn <= k} is the number of evaluated images where the
ground truth rank is lower than or equal to k .

Furthermore, we perform an ablation study in which single
classes of objects are removed from the dataset to see how it affects
performance. If performance increases when removing a certain
class of object, we can deduce that that specific class contributes
negatively to the results, and vice-versa. For computational reasons,
and because there are 24 classes in our dataset, we limited the scope
of these tests to only include randomly chosen 500 query images.
We evaluate on spatial pyramid descriptors of depth 4.

5 EXPERIMENTAL RESULTS
In this paper we investigate the feasibility of an object-based ap-
proach to geo-localization that handles two different types of infor-
mation, i.e., images on the query side and GIS data on the database
side, respectively. In particular, through the experiments we aim to
answer the following questions:

• What is the usefulness of publicly available GIS data on
urban spaces for geo-localization purposes?

• How useful are individual object categories for image geo-
localization?

• How does the geo-localization performance vary across the
urban neighbourhoods?

The following sections address each of these questions in turn.

Figure 3: Evaluation of ranking using different descriptors.
The plot depicts the cumulative GT ranks for the entire col-
lection of 7,436 scenes in the dataset.

5.1 Geo-Localization Performance
We evaluate the quality of scene ranking our pipeline produces
following the procedure laid out in Section 4. We study the effect of
only including a global object count versus the effect of including
spatial information at different granularity as well.

Ranking. Figure 3 shows the ranking results, where the x-axis rep-
resents the rank of the ground truth (GT) location, and the y-axis
represents the percentage of queries where the GT location falls
within a given rank. The main observation here is that including
spatial information improves the ranking performance of our archi-
tecture. Furthermore, the performance increases on all parameters
as we move towards a higher L and thereby a finer partitioning
of the scene. However, as L grows higher, the relative increase in
performance becomes smaller and smaller, indicating that there is
a limit to the efficacy of partitioning further.

Estimating Geolocation. Table 1 shows the results for estimating ge-
olocation coordinates, using all images from the dataset as queries,
as well as the top-1 and top-10 ranking.

We observe how our first baseline—randomly selecting a location
from the backbone dataset—is a very poor location predictor. We
also observe a great improvement when we represent the image
with a global object histogram. Note that this is equal to a spatial
pyramid descriptor of depth 0, meaning that no partitioning of the
scene has been done and no spatial information is preserved.

As Table 1 shows, the deeper we make the pyramid descriptors
— i.e., the higher values of L we choose — the better the accuracy
becomes. However, it is also clear that the effect slows down as L
grows higher, just as we see in the ranking results. There is little
difference in performance between L = 4 and L = 5, and while
the P@10 score increases slightly when moving one level up, the
P@100 score actually decreases. We conjecture that with L > 5,
further gains are unlikely and performance may even degrade.

5.2 Importance of Different Classes
Figure 4a shows the results of our ablation experiment, where we
evaluate the importance of individual classes for the overall per-
formance. The x-axis represents the normalized distance between
estimated and ground truth locations, and the y-axis represents
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Table 1: Geo-localization results for different depths of spa-
tial pyramid descriptors. GOH = Global Object Histogram.

Method P@10 P@100 P@500 P@1000 Top1 Top10

Random 0.05 1.83 11.47 16.12 - -
GOH 1.47 10.45 25.79 30.12 0.28 2.78
L = 1 6.23 20.28 36.14 40.77 1.79 8.57
L = 2 9.49 25.24 39.30 43.75 4.71 16.98
L = 3 14.21 30.82 43.91 47.88 8.20 24.58
L = 4 19.92 36.71 48.94 53.00 12.82 32.61
L = 5 20.19 36.22 49.93 53.13 13.13 32.72

the proportion of the evaluated subset, consisting of 500 randomly
selected scenes. We have evaluated on all 24 classes, but for visual-
ization purposes the figure only includes results for the 5 classes
that affect results the most. When we exclude the buildings class
from our descriptors, the performance degrades significantly, in-
dicating that this class contributes a lot to the overall accuracy of
our system. For all other classes, these effects are minor.

Furthermore, we empirically found a correlation between the
number of GIS objects in a scene and the ranking accuracy. This
correlation is particularly clear for buildings, trees, and lamp posts,
where the ranking of the GT scene improves as the number of those
objects in the scene increases. For classes with fewer total objects
present in the dataset, this correlation becomes less clear.

5.3 Variance Across Neighbourhoods
Figure 4b shows the variance in geo-localization accuracy across
neighbourhoods. The y-axis represents precision, meaning the num-
ber of scenes in our dataset that are geo-localized correctly within
a certain threshold, and along the x-axis we see results for four
such thresholds. Colored dots represent neighbourhoods. We ob-
serve how results vary widely across neighbourhoods. In the lowest
scoring neighbourhood we only manage to correctly geolocate less
than 3% of images within 10 meters of their ground truth location.
For the highest scoring neighbourhood this number is almost 47%,
more than twice as many as the whole dataset on average.

Much of this can be attributed to inaccurate detections of the
classes building and tree. We see some correlation between the
number of detected objects of these classes and the ranking accuracy
across all neighbourhoods.

5.4 Discussion of Results
While the results of the ranking experiments clearly show the
promise of the approach, our analysis also illustrates the issues
stemming from using GIS objects as references for ranking. In many
cases, ground truth locations are ranked very poorly, and some
arbitrary locations are ranked high instead. One potential reason
for this could be that many scenes are generic and contain the same
combination of objects, which leads to very similar descriptors.
However, we do not see this reflected in the similarity scores of
the ranked dataset. Therefore, we believe that it is primarily due
to the large difference between the objects suggested by the object
detector and the noisy GIS objects in the PanorAMS dataset.

(a) Classes (b) Neighbourhoods

Figure 4: (a) Ablation study on the class importance on a sub-
set of 500 randomly selected scenes. Only the 5 classes with
the biggest impact are visualized. (b) Variance in precision
across all neighbourhoods, evaluated on the full dataset.

Nearest neighbour retrieval, without advanced indexing struc-
tures, has a linear complexity. We have not explored the myriad
available optimizations to the ranking process. We expect that
some of the many different feature reduction and selection or, per-
haps, search re-ranking approaches from the literature could be
successfully applied to this data [23, 28]. Furthermore, the pyramid
descriptors are extremely sparse, so using sparse representations
and corresponding high-dimensional indexing approaches should
significantly decrease computational complexity and running time.
In a full implementation, queries will thus run in sub-second time.
In contrast, the approaches based on graph matching, such as [3],
are typically associated with an exponential complexity [8].

6 CONCLUSION
This paper presents a novel approach to the task of image geo-
localization. It explores the feasibility of using openly available GIS
data as a backbone dataset and shows that physical locations can be
represented by the urban objects they contain. By focusing on GIS
information rather than low-level image features, we greatly reduce
the need for large, annotated collections of images or image meta-
data. We show that even just a simple count of objects proposed by
an object detector significantly improves performance over random
guessing. Additionally, we show that including information about
the scene’s spatial geometry drastically improves the performance
further. By building spatial pyramid descriptors from nothing but
the scene’s objects, our system correctly geo-localizes 20.19% of all
query images within just 10 meters of their correct location. For one
neighbourhood in our dataset this number was even 46.99%. Our
work demonstrates the usefulness and potential in using publicly
available GIS data for the task of geo-localization. The intuitiveness
of our object-based spatial pyramid descriptors makes it easy to
imagine such a system being used in the fields of law enforcement,
journalism, and other areas relying on digital investigation.
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