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INTRODUCTION

1.1 INTERACTIVITY AND COGNITIVE PSYCHOLOGY

As humans, our brains perceive objects through the visual system and interact with the
environment automatically and unconsciously. Cognitive psychologists often use the
example of picking up a cup of coffee, as shown in Figure 1, to illustrate the interaction
of perception with objects [48]. First, the person identifies the coffee cup among the
other objects on the table and approaches it while avoiding obstacles. As they reach for
the cup, they consider its position on the table and adjust their fingers to grasp the handle,
all while continuously perceiving the cup’s location relative to their hand and fingers.
Finally, they lift the cup without spilling any coffee, requiring the calibration of their
actions. This simple daily activity involves a series of interactive processes between the
person and the cup, including changes in their relationship from simply looking at the
cup to approaching, grasping, and lifting it. These interactive processes are collectively
known as interactivity. While humans perform these processes easily and unconsciously,
it is challenging to make a machine understand and detect interactivity. The machine
must be able to recognize objects and understand how they interact with each other,
including their relationships and how these relationships may change over time.

The ability of machines to perceive interactivity plays a vital role in our daily lives.
One such application is in surveillance systems, where analyzing the interactions between
objects and humans can help detect violent behavior [26], identify potential threats [134],

(a) Look at cup (b) Approach cup (c) Grasp cup

Figure 1: The interactivity between a person and the cup: (a) perceiving and recognizing
the cup; (b) approaching it; (c) grasping and picking it up. While it’s a routine activity
for humans to interact with objects like a coffee cup, it is a challenging task for machines
to perceive and understand the interactivity involved. Figure from [48].
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ride or stand? get on or off?

Figure 2: The interactivity can only be determined after providing their motion informa-
tion. Without taking the motion signal into account, recognizing these activities causes
ambiguity for both humans and machine understanding.

and improve overall security [22]. In addition, such systems can also be used to assist in
caring for the elderly [60] and protecting wildlife [20]. Another significant application is
in robotics. By understanding human-object interactivity, robots can better interact with
objects and humans, and perform tasks more efficiently [9,71]. In summary, it is crucial
for machines to understand interactivity for a wide range of applications.

1.2 PERCEIVING INTERACTIVITY IN VIDEOS

How can we make a machine perceive interactivity in videos? One leading solution in
the computer vision literature is learning rich context information from a large amount
of data [15, 69, 155]. There are three aspects of context information that we can leverage:
First, motion information is necessary for the machine to predict interactivity correctly.
As shown in Figure 2, the motion signal is essential for the human and machine to
understand the interactivity. Second, modeling a sequence of interactivities between
moving objects is helpful, as interactivities could occur sequentially in many videos.
Such modeling will be beneficial for reasoning future interactivity. Third, besides visual
information, multiple modalities included in video signals, such as audio and spoken
language, are beneficial when perceiving interactivity.

After we know that learning from rich data is essential, the next question is what we
want the machine to learn. In other words, how to formalize the interactivity in videos?
One way is by using a semantic triplet structure, which consists of subject—predicate—
object [89]. The semantic triplet represents an interactivity in the video as a combination
of three components: the subject performing the interactivity, the interactivity itself
(predicate), and the object being interacted upon. For instance, in the triplet (person—
open—trunk), the subject is person, the predicate is open, and the object is trunk. The
semantic output can bridge the gap between the video and natural language, leading
to better performance in downstream tasks, such as captioning [139], grounding [42],
video retrieval [112], and visual question answering [4]. However, this triplet by itself is
not enough, as the machine should also output temporal and spatial boundaries of the
interactivity. Temporal boundaries are necessary to understand a sequence of interactivi-
ties, while spatial boundaries are essential to describing where multiple interactivities
could occur simultaneously at a given timestamp. The machine should output continuous
bounding boxes to indicate the location of corresponding objects. To better understand in-
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panda chase panda

Figure 3: An example detection of the interactivity specified by the semantic triplet:
(panda—chase—panda).

teractivity in videos, the machine should output the semantic triplet, temporal boundaries,
and spatial bounding boxes to understand interactivity in videos. Figure 3 demonstrates
an example.

In this thesis, we investigate what, when, and where specific interactivities occur
in video by examining multi-modal context information. To obtain the interactivity’s
semantic triplet as well as its spatio-temporal boundaries, we need to design and analyze
automatic methods that address several challenging problems in computer vision. These
may include object detection [146], multiple object tracking [27], and scene graph gener-
ation [16]. The task is challenging as it requires a deep understanding of the underlying
principles governing visual perception and reasoning. Developing solutions entails ad-
vancing the state-of-the-art in video relation detection [108], human-object relationship
detection [65], and dynamic scene graph generation [28]. Perceiving interactivity is not
fully explored in video, in this thesis, we focus on investigating the perception and under-
standing of interactivity, and designing methods to obtain an interactivity as specified by
a semantic triplet and its spatio-temporal boundaries in a systematic and comprehensive
way.

1.3 RESEARCH QUESTIONS

Detecting interactivity in video content is a challenging problem. In this thesis, we ask
the key research question:

How to automate the perception of interactivity in video content?
Recognizing an interactivity in video requires not only the reasoning from multi-modal
information, but also the determination of its spatio-temporal location. Due to the chal-
lenging nature, we divide the main research question into four subquestions. First, we
want to know which pair of objects have interactivity in video content. Therefore we
pose the following research question:

How to define interactivity in video content?

We address this question in Chapter 2. Instead of just considering the actions per-
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formed by subjects, our approach takes into account the objects that are involved in the
interactions as well. We introduce a score called interactivityness, which reflects the
likelihood that a subject and an object are interacting. We propose a network that uses the
subject and object trajectories to compute local interactivity likelihoods, which identify
intervals of high interactivityness and generate spatio-temporal interactivity proposals.
We evaluate our approach on an interactivity dataset using new evaluation metrics and
show that our approach outperforms traditional temporal and spatio-temporal action
proposal methods.

We are interested in finding the spatio-temporal interactivity of interest for the second
research question and assigning the appropriate interactivity label, a task also known as
video relation detection [108]. We pose the following research question:

How to recognize interactivity in video content?

In Chapter 3, we aim to detect and classify the relationship between object tubelets
in a video as a subject-predicate-object triplet like (adult-chase-child). Previous works
have treated object proposals or tubelets as individual entities and modeled their relations
a posteriori. Instead, we propose classifying and detecting predicates for pairs of object
tubelets a priori. We also introduce Social Fabric, an encoding representing a pair of
object tubelets as a combination of interaction primitives. These primitives are learned
from all relations, resulting in a compact representation that can localize and classify
relations from the pool of co-occurring object tubelets across all timespans in a video.
We design a two-stage network utilizing the encoding. In the first stage, we train Social
Fabric to suggest likely interacting proposals. In the second stage, we use Social Fabric
to fine-tune and simultaneously predict predicate labels for the tubelets. Our experiments
show the benefits of early video relation modeling, our encoding, and the two-stage
architecture, achieving a new state-of-the-art on two benchmarks. We also demonstrate
how the encoding enables query-by-primitive-example to search for spatio-temporal
interactivities in video content.

For the third question, we analyze the error sources of state-of-the-art methods for
interactivity recognition in video content. We pose the research question:

What makes recognizing interactivity in video content hard?

To answer this question, we start by highlighting the errors made by current methods in
Chapter 4. The problem of recognizing interactivity in video content is a challenging one
in computer vision, requiring the localization of subjects and objects in both space and
time, as well as the assignment of a predicate label when there is an interaction between
the two. While recent progress has been made in this area, overall performance is still
relatively low and it is not yet clear what the key factors are in solving the problem. In
order to better understand the sources of errors in current approaches to video relation
detection, we have developed a diagnostic tool that goes beyond the standard metric of
mean Average Precision by defining different error types specific to this problem. Our
tool allows us to evaluate and compare existing approaches, and to conduct false positive
and false negative analyses. We have also studied the influence of various factors, such as
relation length, the number of instances, and subject/object spatial size, on performance.
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Finally, we have examined the effect on video relation performance when certain error
types are corrected. Our results, which are based on two benchmarks, highlight the
strengths and weaknesses of current approaches and suggest potential directions for
future research.

For the fourth question, we turn our attention to the inherent long-tail of interactivity
recognition in video content. We propose the research question:

How to recognize rare interactivities in video content?

In Chapter 5, we show that current methods for interactivity recognition in video content
are limited by the available data. In popular benchmarks, the imbalance ratio between
the most and least frequent predicates is extremely high, even higher than in benchmarks
specifically designed to address long-tailed recognition. As a result, state-of-the-art
methods often rely heavily on the most common predicate classes, ignoring those in the
long tail. We analyze the limitations of these approaches and find that there is a strong
correlation between predicate frequency and recall performance. To address this bias, we
propose a multi-label meta-learning framework that learns a meta-weight network for
each training sample based on all possible label losses. We evaluate our approach on the
two benchmarks using two state-of-the-art methods per benchmark. Our experiments
show that our multi-label meta-weight network improves performance for predicates in
the long tail without sacrificing performance for head classes, resulting in better overall
performance and improved generalizability.

To summarize, this thesis aims to systematically and comprehensively investigate the
machine perception of interactivity in videos. Specifically, we start with the definition and
detection of interactivity proposals. Then we learn how to recognize the interactivity, the
relationship between the subject and the object, using the rich multi-modal information
provided in videos. Following, we provide an analytic tool to diagnose methods for
interactivity detection. Finally, we study the problem of classifying rare interactivities in
videos. We conclude the thesis in Chapter 6.
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INTERACTIVITY PROPOSALS FOR SURVEILLANCE VIDEOS

2.1 INTRODUCTION

The goal of this chapter is to generate spatio-temporal proposals that capture the inter-
action between subjects and objects in surveillance videos. Spatio-temporal proposals
in videos are generally focused on actions [47,52,62, 122, 143], i.e. centered around
subjects only. The objects with which actions might interact are generally ignored or only
used implicitly. In surveillance settings, interactions between subjects and objects are
key, because they denote important events to analyze. Think about a person entering a
car or loading gear into a trunk. Since surveillance videos may contain several events that
happen simultaneously, localizing the temporal extent of an interactivity is insufficient;
spatial localization is mandatory. We aim to explicitly capture subjects performing
actions, and the objects with which they interact, in space and time. We focus on the
proposal generation step, where a video is split into spatio-temporal segments, upon
which detection algorithms can be applied.

To arrive at spatio-temporal interactivity proposals, we take inspiration from object-
ness [2] and actionness [25,128]. These approaches estimate the likelihood of object
presence in a spatial region or action presence in a spatio-temporal region. Based on the
likelihood, object or action proposals can be generated. Subsequently, such proposals
are scored by classifiers to obtain object or action detections. Here, we take this line
of work further and introduce inferactivityness. Rather than estimating the individual
likelihoods of objects or subjects performing an action, we estimate when and where
subjects and objects are jointly occurring and are also in interaction. Akin to objectness
and actionness, we use interactivityness to obtain interactivity proposals, which we define
as pairs of subject and object trajectories with the same start and end time, see Figure 4.

We make three contributions in this chapter. First, we introduce the new task
of spatio-temporal interactivity proposal generation in surveillance videos. Second,
we introduce an interactivity network. This network estimates the interactivityness
between a subject and object using an interactivity module that models the context
around subjects and objects, as well as a geometric encoding that models the spatial
relations of the pair. Third, we set up an interactivity proposal evaluation, includ-
ing a dataset distilled from the ActEV surveillance benchmark [6] and interactivity
evaluation metrics. Experiments on this evaluation show the effectiveness of our ap-
proach, outperforming existing approaches from the temporal and spatio-temporal ac-
tion proposal literature. The dataset, evaluation protocols, and code are available at
https://github.com/shanshuo/Interactivity_Proposals.
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@ subject
object

Figure 4: Interactivity proposals encapsulate a subject and object trajectory with the
same start and end time. In this chapter we define, generate and evaluate this new type of
proposals for video surveillance.

2.2 RELATED WORK
2.2.1 Action proposals

TEMPORAL ACTION PROPOSALS. Proposal methods for temporal action local-
ization form an active research topic [12, 35,40, 41, 82,87,99, 151, 151]. Escorcia et
al. [35] utilize LSTMs on extracted CNN features to capture temporal information. Buch
et al. [12] adopt the C3D network architecture as a feature extractor with a gated recur-
rent unit to capture long-term temporal information. Gao et al. [41] collect proposal
candidates through a sliding window, which utilizes unit-level information for training.
For each proposal, the average unit representation is adopted as proposal representation.
Afterwards, temporal regression is performed on the unit-level to refine the start and
end times of the proposals. Zhao et al. [151] generate actionness for each frame and
group continuous frames with high actionness as proposals. All temporal action proposal
methods use whole frames as input. In outdoor surveillance settings, many action and
interactions can occur at the same time, hence using whole frames as input is not precise
enough. Therefore, we target interactivity proposals in both space and time.

SPATIO-TEMPORAL ACTION PROPOSALS. Spatio-temporal action proposals
target the spatio-temporal locations of subjects in videos [47,52,62,95,122,143]. One
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common manner to obtain spatio-temporal action proposals is by clustering local voxels
or dense trajectories in a hierarchical manner [62, 95, 122]. Yu et al. [143] generate
generic action proposals in unconstrained videos by linking subject detections over time.
He et al. [52] propose a tupelet proposal network for action detection, which adopts Faster
RCNN [101] to collect boxes with high action scorse. They link the highest scoring
boxes to obtain tubelet proposals. Gleason et al. [47] generate spatio-temporal cuboid
proposals by clustering detected boxes in spatio-temporal regions, followed by jittering to
collect more proposals for better recall. Where current spatio-temporal proposal methods
focus on actions only, we target spatio-temporal proposals of both subjects and objects.
More concretely, where a spatio-temporal action proposal is described by a single tube, a
spatio-temporal interactivity proposal is described by two tubes with the same start and
end time. The tubes represent a subject and an object that should be in interaction.

2.2.2  Visual human-object interaction

A wide range of works have investigated the relationship between humans (subjects)
and objects [17, 39,46, 137, 148] in images. Gkioxari et al. [46] learn to predict an
action-specific density over object locations using detected subjects. Chao et al. [17]
capture interaction information in images by measuring relative location information
between boxes. Xu et al. [137] utilize semantic regularities for human-object interaction
detection in images with knowledge graphs. Gao et al. [39] propose an instance-centric
attention module that learns to dynamically highlight regions in an image conditioned
on the appearance of each instance. Prest et al. [97] previously studied human-object
interaction in actor-centric videos, such as Drinking and Smoking. In this setting, the
person boxes generally cover the object boxes. In the surveillance domain, we aim for
proposals of interactivities with unique boxes for persons and objects by focusing on the
surveillance domain. Wang et al. [127] also investigate interactions in videos, but do so
for agent-object animations, while we focus on interactivity detections by proposals.

2.2.3  Video Surveillance

Recognition in video surveillance is a long-standing challenge [19,70,78,93,117,125,
132,152]. Surveillance settings are often indoor with an explicit focus on subjects, as
exemplified by the recent benchmark of Zhao et al. [152]. The works of Maguell et
al. [105,106] relates to our work as they focus on tracking loitering activities across
multiple surveillance cameras. Our work focuses on capturing interactivity on single
surveillance camera, without considering the explicit interactivity class.

The works of Walker et al. [125] and Misra et al. [93] also relate to our work in
that both tackle object localization in space and time. In this work, we focus on
outdoor surveillance videos with the ActEv benchmark [6] and we focus on jointly
capturing the spatio-temporal localization of subjects and objects in interaction. For
spatio-temporal action detection, several datasets have been introduced, such as AvA [50],
UCEF-Sports [102], and J-HMDBS51 [64].

Current datasets are commonly focused on human-centric actions in non-surveillance
domains. Only the annotations of subjects is provided, while the spatio-temporal annota-
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tions of objects are absent. Hence, we will not consider these datasets for our experiments.
Instead, we will set up an interactivity proposal evaluation, including a dataset distilled
from the ActEV surveillance video benchmark [6] and interactivity evaluation metrics.

2.3 METHOD

In order to obtain interactivity proposals from an input video, our approach consists of
three components: 1). obtaining interactivity candidates, 2). computing interactivityness,
and 3). generating interactivity proposals. The overview of our method is sketched in
Figure 5. We will describe each component in detail next.

2.3.1 Obtaining interactivity candidates

We first generate an over-complete set of interactivity candidates, where each candidate
denotes a pair of subject and object trajectories that potentially interact. Due to the
possibly overwhelming number of subjects and objects in a surveillance video, evaluating
all possible subject and object pairs is infeasible. Physically, a subject can only interact
with an object when they are close enough at some point in time. Hence, in most cases,
the interactivity only happens when the subject and the object are in close contact with
each other.

Suppose we have obtained N subject trajectories and M object trajectories in a
video. Each trajectory has consecutive bounding boxes, e.g., the subject trajectory
ty = {bi,b%, ...} has n boxes and the object trajectory 7, = {b}),b(z,, ..., bl'} has m
boxes. A box b € R* is denoted by the leftmost, topmost, rightmost, and bottommost
coordinates. For each frame f in the video, we calculate the Intersection over Union
(IoU) between subject box b{ € t; and object box bf: € t,. If they overlap with each
other, i.e., their IoU score is larger than zero at any point in time, we deem the pair as
a potential interactivity. In addition, we compute a union box that tightly unifies the
subject and object boxes as follows:

bl = (min(6{[0], 5 [0]), min(b{[1],55[1]).

max (6] [2]6/21), max (0 (3] 6. 3). o
We add the union boxes to the subject-object pairs and obtain k interactivity candidates,
each consisting of a triplet of spatio-temporal trajectories, e.g. for temporal length k&
candidate c is denoted as ¢ = {(bL, b}, b)), (b2,b%,b2), ..., (BX, bk, bE)).

This procedure is performed for test videos to obtain an initial pool of candidates.
During training, we use ground truth trajectories of subjects and objects that are known
to interact. The interactivity label itself is ignored, only the trajectories are used.

2.3.2 Interactivity network

Given a subject-object pair from our candidate pool, we need to detect whether this pair
has any interactivity. If so, we also want to know when it starts and ends. Here we train a
binary classifier to estimate the interactivity likelihoods, called interactivityness, for each

10
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INTERACTIVITY PROPOSALS FOR SURVEILLANCE VIDEOS

triplet of boxes in each frame of the pair. The frame-level interactivityness scores will be
used to generate our final spatio-temporal interactivity proposals.

The main idea of our method is to capture interaction information to aid recognition.
We achieve the goal in two ways: (1) We propose the interactivity block, an attention
mechanism to compute interactions between the subject, object and union box features.
The union box provides spatial contextual information, which is beneficial to recognize
interactivity. (2) We encode the geometric relation between the subject and object. The
relative positions of subjects and objects change over time and therefore provide useful
information.

INTERACTIVITY BLOCK. In surveillance videos, the subjects and objects are
usually small due to the high camera position. So the context information around subject
and object is important to capture. At the same time, the network should focus on the
subject and object during feature extraction. Therefore, the interactivity block should use
union features to support subject and object features. Inspired by the non-local operation
in action recognition [131], we design an interactivity block to capture small region
features (namely subjects and objects) and context region feature (their union). We use
two interactivity blocks: one to capture the attention between the subject features and
the union features, and one for the attention between the object features and the union
features. From the above we know a subject-object pair is composed of continuous triplet
boxes ¢ = {(bL, b}, b)), (b2,b2,b2), ..., (b*, b, bX)}. For each frame, the three boxes are
first fed to a backbone convolutional neural network to extract features. For frame f,
we obtain three box features: union box features F l{ , subject box features F { and object
box features F Z The three features then form the input to the interactivity block. Let
F f = (F { ,F 5 ,F 5 ) denote the combined feature set, then the two individual blocks are
given as:

B, (F!) = c1(sm(ca(FD)T x e3(FL)) x e (F1)) + FY, (2.2)

1B, (F!) = ¢1(sm(ca(F)T x e3(F1)) x cs(FL)) + FY. (2.3)

Here cy, ¢, c3, ¢4 are convolutional layers with kernel size 1x1 and sm denotes the
softmax function. The output dimensions of c1, ¢2, ¢3, ¢4 are 512. We also incorporate
Dropout [113], Rescaling, Layer Normalization [7] and matrix transposition operations.
The two interactivity blocks’ convolutional layers share weights during training. The two
blocks are combined as follows:

IB(p) = IB,(p) + 1B, (p). (2.4)

The details of the interactivity blocks are illustrated in Figure 6. Interactivity block
operations do not change the dimensionality of input feature. The dimensionality of
input features F, F,, F, are all REXHXW the output feature IB(p) remains the same.

With the interactivity block, we force the network to focus on both the subject and
the object. At the same time, useful contextual information is provided. The output of
the function IB(p) is fed to an average pooling layer with kernel size 2, resulting in
FI]; € RC.
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Figure 6: Interactivity block details. The two interactivity blocks share convolution
layer weights with each other. The input are subject box feature f;, object box feature
fo and union box feature f,,. Here @ denotes element-wise sum and ® denotes matrix
product. LN is short for Layer Normalization.

GEOMETRIC LOCATION ENCODING. The aim of geometric location encoding
is to capture the relative distance between the subject and object. Inspired by object
detection in [58], we encode the relative geometric location in a subject-object pair using
Eq. 2.5. For ease of notation, we now write each box using the topleft coordinate and
width and height, i.e. the subject box in f is denoted as (xy, y5, ws, h5) and the object box
as (X0, Yo, Wo, hy), we compute the following geometry location features F g e R3:

Ff = tog (%—0) tog (P22 hog (12),
fog (3 log (“—0) 1og (222, @3
w h
log (22).log (5)].
We then concatenate F' IJ: and F g and score the feature:
s=o([F):F}]). (2.6)
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INTERACTIVITY PROPOSALS FOR SURVEILLANCE VIDEOS

where o~ denotes the sigmoid classification and [; | denotes the concatenate operation
along channel dimension to get a representation of dimensionality C + 8.

INTEARCTIVITYNESS. The aim of the classification head is to output an interactiv-
ityness, a score that indicates the possibility of interaction happening in this triplet of
boxes. During training, we first rely on a temporal sliding window along subject-object
pairs to generate spatio-temporal interactivity proposal candidates. Then we calculate the
temporal Intersection over Union (tloU) between proposal candidates and ground truths.
We collect two types of proposal samples: (1) positive proposals, i.e. those overlap with
the closest ground truth with at least 0.5 tloU; (2) negative proposals, i.e. those that do
not overlap with any ground truth. Due to the sparsity of ground truth proposals, the
number of negative proposals is much higher than the number of positive proposals. We
adopt the weighted cross-entropy loss function to deal with this class imbalance:

L= —a)y(y log(s) + (1 —y)log(1 - s)), (2.7)

where s denotes the interactivityness output from Eq. 2.6, y the ground truth label, and
wy the class-dependent weight used for balancing the positive and negative samples.

2.3.3 Interactivity proposal generation

For a subject-object pair, our network provides an interactivity score per frame. To
generate spatio-temporal interactivity proposals, we rely on the 1D-watershed algorithm
[103]. The main idea is to find continuous temporal segments with high interactivityness
to generate proposals. The watershed algorithm was originally used as a segmentation
method and later for temporal action proposal generation [151]. We first feed the boxes
from the automatically computed candidate pairs to obtain frame-level interactivityness.
Then, we regard the interactivityness score as a 1D terrain with heights and basins. This
method floods water on this terrain with different “levels” (), resulting in a series of
“basins” filled with water, named by G(y). Each obtained basin corresponds to a segment
with high interactivityness. Starting from the initial basins, we merge consecutive basins
until their length is above a temporal threshold 7. We uniformly sample 7 and y with
step 0.05. By using multiple values for the two thresholds, multiple sets of regions are
generated. We average the interactivityness for each region as the proposal score. We
repeat this procedure for all selected pairs of subjects and objects. Finally, we apply
non-maximum suppression on all generated proposals to remove redundant proposals.
The final output is a set of spatio-temporal interactivity proposals for a video.

2.4 EXPERIMENTAL SETUP

2.4.1 KIEV dataset

To accommodate the new task of spatio-temporal interactivity proposals, we have distilled
a subset from the NIST TRECVID ActEV (Activities in Extended Video) dataset, a

collection of surveillance videos with spatio-temporal annotations for objects and subject
[6]. ActEV is an extension of the VIRAT dataset [94]. Since not all actions in ActEV are
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Figure 7: Histogram of vloU between subject trajectory and object trajectory in inter-
activity proposal instances of KIEV. For all interactivity instances, the subjects overlap
with the objects. Most overlap with vIoU from 0 to 0.2. This enforces our choice of
generating interactivity candidates based on overlap.

interactions, we leverage a subset of ActEV that explicitly focuses on interactivities and
call this the KIEV (Key Interactivities in Extended Video) dataset. KIEV includes high-
resolution surveillance videos that are 1080p or 720p. In KIEV, the subject is a person
and the object could be a person, vehicle or door. We select nine key interactivities
from ActEV, namely Closing, Closing Trunk, Entering, Existing, Loading, Opening,
Opening Trunk, Unloading and Person Person Interaction. Note that we do not use the
interactivity labels in our approach, we are class-agnostic and are merely interested in
recognizing their spatio-temporal locations. The training set has a duration of 2 hours
and 17 minutes, divided over 51 long videos. The average size of bounding boxes in the
training set is 264x142, only 2.6% of the pixels in any given image. The validation set
has a duration of 1 hour and 47 minutes, divided over 47 long videos.

2.4.2 Implementation details

OBJECT DETECTION AND TRACKING. We use Faster R-CNN [101] with a
ResNet-101 [54] backbone with dilated convolutions and feature pyramids [83] for
person and vehicle detection. We use the model provided by [19]. The model is trained
on the ActEV training set [6]. We apply this model on the unseen KIEV validation frames
to obtain vehicle and person boxes. We rely on the Deep SORT tracking algorithm [133],
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INTERACTIVITY PROPOSALS FOR SURVEILLANCE VIDEOS

to generate person and vehicle trajectories. During the tracking procedure, we use the
boxes and Region of Interest [53] features from the detection model to link detected
subjects and objects into trajectories.

SUBJECT-OBJECT PAIRING. When pairing subjects and objects, we temporally
extend each pair with three seconds in both directions. The temporal context is beneficial
for recognizing interactivities. We also remove pairs whose duration is shorter than one
second.

INTERACTIVITY NETWORK. We use the BN-Inception model provided by [151]
as the feature extraction backbone. The model is pre-trained on ImageNet [30]. The
interactivity network is inserted before the global average pooling layer. We use the
features after the global_pool layer, whose dimensionality is 1024X7x7. After spatially
pooling the feature from the interactivity network, we concatenate them with the geomet-
ric features and obtain a 1032-dimensional representation. The backbone, interactivity
network, and interactivityness classifier are jointly optimized on the KIEV training set.
All boxes are resized to 224 X 224 to meet the input dimension of BN-Inception. We train
our model for 100 epochs using Adam with learning rate le-5, exponential decay rate
0.9, decay rate 0.999, and weight decay Se-4. We follow [151] to set other parameters.

PROPOSAL GENERATION. A 1D Gaussian filter with kernel size 3 is applied to
smooth the interactivityness sequence. We then apply non-maximum suppression with
temporal overlap threshold 0.7 to filter out overlapping proposals.

2.4.3  Evaluation metrics

We consider three evaluation metrics, which measure the temporal, spatial, and spatio-
temporal proposal quality.

AVERAGE TEMPORAL RECALL. The first metric, Average Temporal Recall (ATR),
measures the temporal alignment between proposals and ground truth interactivities. This
metric is commonly used for temporal action proposals, e.g. [40,41,151]. A proposal
is a true positive if its temporal intersection over union (tloU) with a ground truth is
greater than or equal to a given threshold. ATR is the mean of all recall values using
tloU between 0.5 to 0.9 (inclusive) with a step size of 0.05. AN is defined as the total
number of proposals divided by the number of videos in the validation set. We report
ATRj35, ATR50, as well as the AUC (Area Under Curve) to see how well the proposal
method works across all thresholds for number of proposals per video.

AVERAGE SPATIAL RECALL. The second metric, Average Spatial Recall (ASR),
is adapted from the AVA dataset [S0]. We compare predicted boxes in each frame with
ground truth boxes. If their overlaps are above a threshold of 0.5, we regard the predicted
box as a true positive. We evaluate frame by frame to get the final recall.
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interactivity ~ geometric ~ Average Temporal Recall

block encoding ATR,s ATRs AUC
6.9 142 6.9

v 109 157 10.1
v 106 155 9.6

v v 124  19.0 11.3

Table 1: Ablating the interactivity network based on temporal average recall (%).
Both the interactivity block and the geometric encoding aid the proposal quality. Their
combination works best. The results prove the efficiency of our method.

SPATIO-TEMPORAL RECALL. The third metric, Spatio-Temporal Recall, evaluates
the spatio-temporal quality of an interactivity, inspired by [107]. To match a predicted
interactivity proposal (¢£,#)) to a ground truth interactivity (#, 5 ), we require that the
bounding-box trajectories overlap s.t. vIoU(#;,#) > 0.5 and vIoU(#},#) > 0.5 and the
proposal is not closer to another unmatched ground truth interactivity. The term vioU
refers to the voluminal Intersection over Union and is calculated as vloU = (tube of
overlap) / (tube of union). We report the spatio-temporal recall for the top 25 proposals
(STR»5) and top 50 proposals (STRsq).

2.5 RESULTS

We consider three experiments: (i) we ablate the effectiveness of our interactivity net-
works, (i) we assess the effect of automatic trackers over ground truth spatial locations,
and (iii) we compare to other proposal methods.

2.5.1 Ablating the interactivity network

In the first experiment, we evaluate the two core components of our interactivity network:
the interactivity block and the geometric encoding. The baseline method does not contain
these two components. For the baseline we sum the subject feature, object feature and
union feature obtained from CNN backbone together. Then we input the summed feature
into classifier. We use the Average Temporal Recall as the evaluation metric. We rely on
ground truth person and vehicle tubes as the subject and object trajectories to eliminate
the influence of the tracker.

INTERACTIVITY BLOCK. Table 1 shows the effect of the interactivity block on the
quality of the temporal interactivity proposal. We report the ATR,5, ATRj5o, and AUC.
The interactivity block improves ATR;5 by 4 percent points, ATRsg by 1.5 and AUC by
3.2. This result indicates the interactivity block is an important element of the approach;
capturing context around subjects and objects matters.

GEOMETRY ENCODING. In Table 1, we also show the effect of the geometric
encoding, as well as its combination with the interactivity block. After adding geometry
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Figure 8: Ablating the interactivity network by increasing retrieved proposals. When
using both the interactivity block and the geometry encoding we obtain best average
recall.

encoding the AR5 is improved by 3.7, ARsg by 1.3, and AUC by 2.7. Combining
the interactivity block with the geometric encoding is most beneficial and results in
improvements on all three metrics. Evidently, encoding the geometric relations between
subjects and objects aids the quality of interactivity proposals. Figure 8 shows the
Temporal Average Recall as a function of the average number of retrieved proposals
per video. The interactivity block and the geometric encoding improve the proposal
quality scores. For their combination, the largest improvements are obtained when more
proposals are generated. We conclude that the interactivity block and geometric encoding
are important components of our method and we will report further experiments with
their combination.

2.5.2 Effect of automatic tracks

Next, we evaluate the effect of using automatic tracks for subjects and objects on the
interactivity proposal quality. We report both the temporal proposal quality (ATR) and
spatio-temporal quality (STR) and show results in Table 2.

When evaluating the temporal dimension only, we find that automatic tracks are com-
petitive with ground truth subject and object tubes. Indicating our method is temporally
robust to noise in the spatial locations of subjects and objects. Table 2 also shows the
spatio-temporal proposal quality is directly impacted by the switch from ground truth
to automatic tracks. This is not surprising, since the spatio-temporal evaluation metric
is very strict in its spatial evaluation; both the subject and object boxes need sufficient
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2.5 RESULTS

Temporal Spatio-Temporal
ATR,s ATRs, AUC STRys STRsg

ground truth  12.4 19.0 11.3 20.0 23.3
automatic 11.6 17.6 10.8 6.3 7.8

Tracker

Table 2: Effect of automatic tracks on temporal and spatio-temporal proposal quality.
For temporal recall, switching from ground truth to automatic trajectories has minimal
effect on performance. For spatio-temporal recall, the scores naturally have a larger
drop. Automatic tracks are robust enough for temporal proposal quality, but not for
spatio-temporal quality.

overlap. In Figure 9, we show a number of example proposals when using automatic
trackers for the subject and object trajectories. The qualitative results indicate the difficult
nature of the problem of finding spatio-temporal interactivities. Due to occlusions and
tiny object sizes, there are some missed detection of interactivity in this dataset, as
visualized in Figure 9c. Improved detection will positively affect interactivity proposal
generation.

2.5.3 Comparison to prior work

In the third experiment, we compare our approach to several baselines from both the
temporal and spatio-temporal action proposal literature, to show that proposing spatio-
temporal interactivity locations can not be achieved by existing action proposal methods.

BASELINES. We compare to two temporal proposal baselines and one spatio-temporal
baseline. The first temporal proposal baseline is TAG from Zhao et al. [151], which
proposes temporal regions based on actionness grouping. The second temporal proposal
baseline is TURN-TAP from Gao et al. [41], which is based on sliding windows. The
spatio-temporal baseline is by Gleason et al. [47], who introduce a spatio-temporal
proposal cuboid approach for actions. For a fair comparison, the input object boxes are
the same as our approach.

TEMPORAL COMPARISON. Since temporal action proposal methods only provide
the start and end times, we first compare our proposals to all baselines using the temporal
quality metrics. The results are shown in Table 3 and Figure 10. Our approach performs
better than all baselines. In comparison to the best scoring baseline of Gao et al. [41],
our method improves the ATR,5 by 3.5, the AR5y by 5.2, and the AUC by 3.4. The
approaches of Zhao et al. [151] and Geo et al. [41] fail to generate efficient proposals
in this setting because they take the whole frame as input. Since interactivities are
only a small part of the video spatially, their representations hardly capture the precise
interactions, as expected. These temporal action localization methods fail to solve the
interactivity proposal problem. They are capable of localizing temporal boundaries
but ignore spatial boundaries. Our approach operates locally in space, which allows
for a better estimation of interactivities in time. The approach of Gleason et al. [47]
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(c) Failed cases.

Figure 9: Qualitative results. (a). The top two examples show successful cases, where
the proposal highly overlaps in space and time with the ground truth. From top to bottom
the interactivities are Entering, Exiting, Closing, Entering and Person Person Interaction.
Note that we do not output labels. Here the labels are only for clarifying. The bottom
two examples show failure cases, (b). occlusion and (c). small object sizes either result
in a low interactivityness or even missed subject and object trajectories. These failure
cases highlight the difficult nature of finding interactivities in outdoor settings.

20



2.5 RESULTS

Method ATR,5 ATRs5y AUC

Zhao et al. [151] 0.0 0.0 0.0
Gleason et al. [47] 1.4 1.6 1.2
Gao et al. [41] 8.1 12.4 7.4
Ours 11.6 17.6 10.8

Table 3: Temporal comparison of our interactivtyness proposals versus regular action
proposals. Our method outperforms alternatives.
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Figure 10: Temporal comparison of interactivtyness proposals versus regular action
proposals under varying number of retrieved proposals. Modeling interactivityness rather
than activity is beneficial.

does operate locally in space, but does not explicitly capture contextual and geometric
relations between subjects and objects, which results in lower recall scores.

SPATIO-TEMPORAL COMPARISON. In Table 4, we also compare our approach
to Gleason et al. [47] with respect to the spatio-temporal proposal quality. The results
show that spatially, the baseline obtains an ASR of 8.4, while we reach a score of 61.5, a
considerable gain. Furthermore, the spatio-temporal recall at both 25 and 50 proposals
per video is O for the baseline, compared to 4.8 and 6.3 for our approach. The reason
for this gap in performance is because the baseline generates cuboid-style proposals,
leading to coarse spatial localization of subjects and objects. The cuboid-style proposals
have low IoUs compared to trajectory-style ground truths. In our evaluation, we care
about a precise dynamic alignment in space and time for subjects and objects. Our
approach yields more accurate spatio-temporal interactivity proposals, be it the overall
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Method ASR STR,5 STRjg
Gleason et al. [47] 8.4 0.0 0.0
Ours 61.5 4.8 6.3

Table 4: Spatio-temporal comparison of our interactivityness proposals versus a regular
action proposal in terms of Recall (%). Explicitly modeling interactivity results in better
spatio-temporal localization.

spatio-temporal recall is modest. Compared to Gleason ef al. [47] we conclude that our
approach is better equipped to find interactivities more precisely in space and time.

2.6 CONCLUSION

This chapter introduces interactivity proposals for video surveillance. Rather than
focusing on the actions of the subject only, our proposals capture the interplay between
subjects and objects in space and time. To that end, we propose a network to compute
interactivityness between subjects and objects from which we generate class-agnostic
proposals. We evaluate the proposals on an interactivity dataset with new overlap metrics,
where experiments show the improvement of our approach over traditional temporal
and spatio-temporal action proposal methods. Overall, the results are far from perfect,
indicating the challenging nature of the problem. To encourage further progress on
recognizing interactivity proposals we make the dataset split, evaluation metrics, and
code publicly available.
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SOCIAL FABRIC: TUBELET COMPOSITIONS FOR VIDEO
RELATION DETECTION

3.1 INTRODUCTION

To understand what is happening where in videos, it is necessary to detect and recognize
relationships between individual instances. Effectively capturing these relationships
could improve captioning [139], video retrieval [112], visual question answering [4], and
many other visual-language tasks. In this chapter, we strive to classify and detect the
relationship between object tubelets appearing throughout a video as a (subject-predicate-
object) triplet, like (dog-chase-child) or (horse-stand_behind-person).

Shang et al. [107, 108] pioneered this challenging problem by their definition of video
datasets with dense bounding box annotations, temporal bounds, and relationship-triplet
labels. Following their guidance, a leading approach to date is to generate proposals
for individual objects on short video snippets, encode the proposals, predict a relation
and associate the relations over the entire video, e.g. [98, 114, 136]. To better detect
long-term interactions, Liu et al. [85] forego the need for snippets by first localizing
individual object tubelets throughout the entire video, filtering out unlikely pairs, and
predicting predicates for the remaining ones. Different from all these existing works on
video relation prediction, which treat object proposals or tubelets as single entities and
model their relations a posteriori, we propose to classify and detect predicates for pairs
of object tublets a priori.

Considering objects as tubelet pairs from the start requires an encoding that enables
us to localize and classify interactions from the pool of all co-occurring object tubelets
across all timespans in a video. This is reminiscent of many classical problems in
computer vision that need to aggregate spatial, e.g. [5, 63, 111, 123], temporal, e.g.
[80,129,144] or spatio-temporal, e.g. [44,45,91] primitives into a common representation.
We take inspiration from ActionVLAD by Girdhar et al. [45], which encodes actions as
a composition of local action primitives to capture the entire spatio-temporal extent of
actions. In this chapter, we also learn to encode local spatio-temporal video features in a
compositional manner. Different from ActionVLAD, which operates on an entire video,
our Social Fabric encoding operates on tubelet pairs, i.e. on inputs from multiple object
tubelets and multiple modalities, with a set of interaction primitives that is dynamically
learned during video relation training. Social Fabric captures information across the
entire scope of tubelet pairs, which is especially beneficial when interactions last long.
See Figure 4 for an illustrative example. Code is available at https://github.com/
shanshuo/social-fabric.
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SOCIAL FABRIC: TUBELET COMPOSITIONS FOR VIDEO RELATION DETECTION

We make three contributions. First, we propose to classify and detect video relations
for pairs of object tubelets from the start. Second, we introduce Social Fabric, a com-
positional encoding suited for multi-tubelet and multi-modal inputs. The interaction
primitives that form the encoding are learned and updated dynamically, akin to the
NetVLAD layer from ArandjeloviC et al. [5] for visual place recognition. Third, to lever-
age the Social Fabric, we propose a two-stage network for video relation classification
and detection. In the first stage, we localize interactions by training Social Fabric to
propose tubelet pairs that are likely interacting. In the second stage we use the Social
Fabric to simultaneously fine-tune and learn to predict predicate labels for the tubelets.
Experiments on the benchmarks for video relation detection of Shang et al. [107, 108]
show the benefits of our approach, especially when interactions are long and complex.
Social Fabric outperforms alternative video encodings and our two-stage architecture
sets a new state-of-the-art for both video relation classification and detection. Besides
classification and detection, we show that our encoding enables searching for relations in
videos by providing primitive-examples as queries.

3.2 RELATED WORK

Image relation detection. Visual relation recognition has a long-standing tradition
for static images [18,49,51,59,61,77,79,90, 126, 142]. Besides recognizing visual
relationships between objects, Chao et al. [17] introduce the problem of detecting human-
object interactions in static images and contribute a corresponding dataset. It inspired
many to contribute to human-object-interaction detection, e.g. [29,77,126,130,137]. Li
et al. [77], for example, learn the knowledge between human and object categories from
the provided datasets and use this knowledge as a prior while performing detection. Wan
et al. [126] introduce a pose-aware network that employs a multi-level feature strategy.
Where image-based relation detection requires two boxes (subject and object) and a
predicate, we aim to perform video-based relation detection, which requires us to also
localize and track subjects and objects over time.

Snippet relation detection. Many before us have investigated relation detection in
videos [14,32,73,85,98,107,108,114-116, 121, 136, 153]. Relations in videos provide
additional temporal information, important for interactions such as pushing or pulling
a closed door. Shang et al. [108] pioneered this problem and introduced the ImageNet-
VidVRD dataset, the first video relation detection benchmark in which all video relation
triplets, along with their object and subject trajectories, are labelled. Building on the
foundational work of Shang ez al. [108], Tsai et al. [121] propose a gated spatio-temporal
energy graph using conditional random fields to model video relations. In a similar
spirit, Qian et al. [98] built a spatio-temporal graph between adjacent video snippets and
used multiple layers of graph convolutional networks to pass messages between nodes.
Shang et al. [107] later introduced VidOR, the largest video relation detection benchmark
to date. On this dataset, Sun et al. [115] utilize language context features along with
spatio-temporal features for predicate prediction.

All the aforementioned methods adopt a three-stage framework. A video is first to
split into short snippets and subject/object tubelets are generated per snippet. Then,
short-term relations are predicted for each tubelet. The subject/object proposals are
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obtained in the short snippets using an image object detector and tracker [98, 108, 121].
In the second stage, spatio-temporal features of each pair of object tubelets are extracted
and used to predict short-term relation candidates. Xie et al. [136] combine a wide
variety of multi-modal features for each pair to predict the relations with impressive
relation classification accuracy. In the third stage, the short-term relation proposals are
merged by a greedy relational association algorithm. Su et al. [114] maintain multiple
relation hypotheses during the association process to accommodate for inaccurate or
missing proposals in the earlier steps. Instead of treating the relations independently at
the various analysis stages, we consider the object tubelets as interacting pairs from the
start.

Proposal relation detection. Liu ef al. [85] are the first to avoid the need to split
videos into snippets. In the first stage, they generate object tubelets for the whole video.
The second stage refines the tubelet-features and finds relevant object pairs using a graph
convolutional network. The third stage focuses on predicting the predicates between
related pairs. In this manner, interactions can be detected without a need for snippet
splitting. Like Liu et al., we also avoid the need for snippets. Different from them,
we view subjects and objects as interactions from the start. As a result, we only need
two stages, one for interaction proposal generation from the tubelet pairs and one for
predicting the appropriate predicate. At the core of both our stages is the Social Fabric,
which allows us to encode a set of interaction primitives, like the ones in Figure 4, from
which we classify and detect different video relations.

3.3 SOCIAL FABRIC ENCODING

The goal of video relation detection is to localize interactions between two entities
in space and time. Formally, a spatio-temporal interaction 7 is defined as a triplet
I = {0, P, 0,}, with subject tubelet O; € RX(T2=T1) object tubelet O, € RX(T2=T1)
and their relation predicate category P. Here, T and T3 denote the start and end frame of
the interaction and each frame contains box coordinates. To address both video relation
classification and detection, we propose a two-stage approach that encodes subjects and
objects as pairs from the start. Central to both stages is our Social Fabric encoding for
representing compositions of tubelet pairs. Below, we outline how to learn the encoding,
how to use it to represent tubelet pairs, and how the encoding relates to existing video
encodings.

Learning the encoding. The idea behind the encoding is that a pair of tubelets,
which form a video relation triplet, are composed of multiple interaction primitives.
These primitives can represent different relations by varying their combinations. For
example, let {“approach”, run”,“watch”,“touch”} denote a set of primitives, then a
hugging relation can be represented by {“watch”,“approach”,“touch”}, while a chasing
relation can be represented by {“run”,“approach”}. In the object detection and action
recognition literature, compositional learning and encoding is well established, with
advantages such as sharing components amongst categories e.g. [38], efficient and
compact encoding e.g. [145], and high discriminative ability e.g. [68,72]. By introducing
a compositional encoding for video relation detection we share the same benefits and

show some examples of the primitives we learned in Figure 11.
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“subject holds stick-like object”

Figure 11: Interaction primitives that our Social Fabric encoding learns when trained
for multi-modal features. Each row shows several frames from videos that get assigned
to one specific primitive. Blue boxes indicate the subject while red boxes denote the
object. Here we show some easy-to-interpret primitives.

For each task, we are given a training set of tubelet pairs, denoted as R, where the input
representation of each tubelet pair is denoted as §; ¢ R € RV*F, with N the number
of frames of the tubelets and F' the feature dimensionality for each frame, denoting
the combined subject and object representations. On top of the features, we apply
layer normalization [7], followed by a linear layer to obtain embedded representation
R; ¢ R € R¥*P_ In this D-dimensional embedding space, we learn a set C € RK*P
consisting of K primitives. The idea behind our encoding is to describe a tubelet pair
entirely as a weighted combination of these primitives. So tubelet pair i is encoded with
our approach as a concatenation of weighted primitive locations:

N
Ei=[Ei1,--- ,Eik], Ei,kZZZijka, (3.1)
=

where the weight is inversely proportional to the distance between a local relational
feature vector and the primitive:

exp |8 R - Cif |

zi exp| -8R - |

Zijk = (3.2)

where 8 > 0 denotes a temperature parameter to tune how soft or hard the assignments
should be, fixed to 1/ VD throughout this work. Intuitively, our encoding describes how
much a relation is in line with each primitive in C. Each portion E; of the encoding
forms a line between the primitive Cy and the origin; the stronger the agreement, the
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3.4 TWO-STAGE VIDEO RELATION NETWORK

closer Ej is to the primitive and the more its values contribute to the next layer. The
diagram of the Social Fabric Encoding is shown in Figure 12.
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Figure 12: Social Fabric Encoding.

On top of the representation E;, we learn a fully-connected layer classification head,
which can be used to determine whether a tubelet pair makes for a good proposal or to
predict its predicate using a shallow network head. The layers of the network and the set
C are jointly learned during the optimization.

Relation to alternative encodings. A common encoding in video-based represen-
tations is average pooling [144]. In our encoding, average pooling is a special case
where the codebook contains a single primitive. Average pooling implicitly assumes
that the features of the input representation follow a single mode. Video relations, how-
ever, consist of multiple interaction primitives that evolve over time. Moreover, these
primitives are shared between different relations, which we capture. Encodings such as
transformers follow the self-attention architecture, where each feature is a weighted sum
of other features [124]. Compared to transformers, our approach provides a fixed-sized
representation, important because tubelet pairs are of varying lengths. Other encodings
like NetVLAD [5] and ActionVLAD [45] operate on whole images and videos, while
residuals between local features and clusters are used to obtain a representation. In
contrast, our encoding operates on pairs of spatio-temporal tubelets, accepts multi-modal
features, and we directly use the primitives to encode inputs. Lastly, we are the first to
rely on a compositional encoding for the task of video relation detection.

3.4 TWO-STAGE VIDEO RELATION NETWORK

We utilize the Social Fabric Encoding to both classify and detect video relations using
two stages, rather than the three stages common in the literature. In the first stage, we
sift through all combinations of co-occurring tubelets across all timesteps to obtain a set
of interaction proposals that likely cover all ground truth video relations. In the second
stage, we classify each proposal with a predicate label. An overview of our approach
is visualized in Figure 13. Next, we detail both stages and show how to obtain the final
classification and spatio-temporal detection results.

Stage 1: Interaction proposals. We initialize the video relation optimization by
performing object detection in each frame, followed by linking over time-based on [133].
For a video V, this results in M object tubelets. We consider all unique combinations of
tubelets for proposal generation and train a binary classifier to determine interactivityness
at the frame-level using a local window around the box pairs in a frame [22]. For the two
objects (01, 02) in a tubelet pair and frame f, we consider a neighbourhood of m/2 — 1
frames in both temporal directions of the tubelets. We compute and stack the multi-modal
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3.5 EXPERIMENTAL SETUP

features for the windowed tubelet pair, resulting in R}(Ol , 02) e R™P for frame f. We

feed this as input to Social Fabric, resulting in E' (01, 0;) € R¥*P. During training,
the encoding is used to train a binary classifier to separate potential interactions from
non-interactions with a binary cross-entropy loss Lz(y log(s) + (1 —y)log(1- s)),
where s denotes the interactivityness. Simultaneously, the primitives in the Social
Fabric are learned. For each frame in a tubelet pair, this results in a score indicating
its interactivityness. Over the array of scores over all timesteps of the tubelet pair,
we employ a 1D watershed algorithm [22, 103] to generate spatio-temporal interaction
proposals. We repeat this procedure for all co-occurring tubelets and combine the outputs
per pair into a final set of interaction proposals for a video.

Stage 2: Predicate prediction. Once a video is decomposed into a set of interaction
proposals, each consisting of two tubelets with a similar start and end time, we seek to
score all proposals for their predicate. For interaction proposal (01, 0;), we sample n
frames uniformly. For each sampled frame, we extract a single uni-modal or several
multi-modal features. Then we stack the features over all frames and obtain R*(0y, 0;) €
RVXP for this tubelet. This is fed into Social Fabric and the output representation is
in E2(01, 0>) € R¥*P_1In stage 2 we fine-tune the Social Fabric trained in stage 1 to
accelerate the convergence. After encoding each proposal, we feed the representation into
a final linear layer to obtain predicate scores. The predicate prediction is optimized with
softmax cross-entropy. After obtaining predicate predictions, we multiply the predicate
score and corresponding subject and object scores as the relation triplet prediction score.
The subject and object scores are obtained from the tubelet pairs in stage 1. Relation
triplets are the predicted results for relation classification. The relation triplet associated
with subject and object tubelets acts as the predicted results for relation detection.

Search-by-primitive-example. The Social Fabric encoding is optimized for video
relation classification and detection, but is not limited to these tasks. Here, we show
how we can also search for spatio-temporal video relations in a collection of videos by
querying primitive examples. As input, a user can provide one or more frames with a
subject and object performing a basic interaction. We compute the non-temporal features
for each input and use it to find the nearest learned primitive. To find the interaction
proposal across all videos that best describes the primitive examples, we use the weights
from Equation 3.2 to score the relevance of each primitive for an entire proposal. In turn,
we simply sum the scores for the few primitives determined by the user and output the
interaction proposal with the highest score. As a result, we can search on-the-fly for
video relations that are composed of example primitives provided by a user, without the
need for search optimization.

3.5 EXPERIMENTAL SETUP

3.5.1 Datasets

To evaluate the proposed methods, we perform experiments on ImageNet-VidVRD [108]
and Video Object Relation (VidOR) [107].

ImageNet-VidVRD. [108] consists of 1,000 videos, created from the ILSVRC2016-
VID dataset [104]. There are 35 object categories and 132 predicate categories. The
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Feature type Relation tagging Relation detection
motion visual language I3D mask P@1 P@5 P@10 mAP R@50 R@100
v 50.97 39.57 3158 6.14 6.74 8.70
v v 56.89 4476 34.07 8.93 7.38 9.22
v v v 59.24 4724 3599 954 8.49 10.17
v v v v 61.52 50.05 3848 10.04 8.94 10.69
v v v v v 6886 55.16 4340 11.21 9.99 11.94

Table 5: Benefit of multi-modal features on VidOR. More is better. The increasing gaps
indicate Social Fabric effectively captures multi-modal features for relation classification
and detection.

videos are densely annotated with relation triplets in the form of (subject-predicate-
object) as well as the corresponding subjects and objects trajectories. Following [108,
121], we use 800 videos for training and the remaining 200 for testing.

VidOR. [107] contains 10,000 user-generated videos selected from YFCC-100M [118],
for a total of about 84 hours. There are 80 object categories and 50 predicate categories.
Besides providing annotated relation triplets, the dataset also provides the bounding
boxes of objects. The dataset is split into a training set with 7,000 videos, validation set
with 835 videos, and a testing set with 2,165 videos. Since the ground truth of the test
set is not available, we use the training set for training and the validation set for testing,
following [85,98, 114, 136].

3.5.2 Implementation and evaluation details

Tubelet pairing. We first detect all the objects per video frame by Faster R-CNN [101]
with a ResNet-101 [54] backbone. The detector is trained on MS-COCO [84]. The
detected bounding boxes are linked with the Deep SORT tracker [133] to obtain individual
object tubelets. Finally, each tubelet is paired with any other tubelet to generate the
tubelet pairs. We use the object trajectories of ImageNet-VidVRD and VidOR adopted
in [98, 108, 114, 115] for fair comparison.

Feature extraction. In the video relation literature, features from multiple modalities
are commonly used, e.g. Sun ef al. [115] use motion features and language features.
Liu er al. [85] use motion features, visual features and I3D features. Xie ef al. [136]
use motion features, visual features, language features and location mask features. We
consider all features and arrive at motion features, visual features, language features, I3D
features, and location mask features. We follow [115] to calculate the spatial location
feature as motion features. The visual features are extracted using the detection backbone
in Faster R-CNN and followed by an Rol pooling layer. For the language features we use
a word2vec module, pre-trained on GoogleNews [92], to encode the subject and object
classes into language features with dimension of 600. We use the I3D module from [15]
to extract I3D features with fixed dimension of 832. We follow the method of [136] to
generate a mask based on the bounding boxes of the subject and object in the tubelet pair.

Two-stage network optimization. The size of the linear layer for embedding repre-
sentation is D=3512. In the first stage, we consider m=30 neighbourhood frames on both
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Clusters 1 8 32 64 128
mAP 10.05 10.69 1091 11.21 11.01

Table 6: Influence of encoding size on VidOR for relation detection. Using multiple
primitives results in a more accurate predicate prediction, where we achieve best perfor-
mance for 64 primitives.

temporal directions. The interaction proposal generation network is trained for 20 epochs
using an SGD optimizer with a mini-batch of 128. We use a fixed learning rate and set its
value to 0.01. In the second stage, we sample n=25 frames for each interaction proposal.
The predicate prediction network is trained for 10 epochs using an SGD optimizer with a
mini-batch of 128. We use a fixed learning rate and set its value to 0.01.

Evaluation metrics. Following [108], we adopt Precision@1, Precision@5 and
Precision@10 to measure the ability of classifying visual relations. We will refer
to the classification task as relation tagging in the experiments for consistency with
current literature. For video relation detection we report mAP (mean Average Precision),
Recall@50 and Recall@100.

3.6 RESULTS

Benefit of multi-modal features. We first evaluate the benefit of the use of multi-modal
features on VidOR in Table 5. With only motion features, our method achieves a P@1 of
50.97 for relation tagging and an mAP of 6.14 for relation detection. With all features
included, the performance is clearly improved with a P@1 of 68.86 for relation tagging
and an mAP of 11.21 for relation detection. The results show that our encoding benefits
from incorporating information from many modalities. In the following ablations, we
use all features.

Influence of encoding size. Next, we evaluate the influence of the number of inter-
action primitives in the Social Fabric Encoding. Intuitively, the more primitives, the
finer commonalities between interactions are modelled. In Table 6, we find that multi-
ple primitive components indeed improves over a single component (which resembles
conventional average pooling). When increasing the number of primitives, we further
improve the performance. The Social Fabric Encoding performs best at K=64, where it
provides a balance between coverage of the space and sharing amongst relations. We use
this encoding size for further experiments.

Importance of two stages. Next, we show the importance of the interaction proposal
stage and the predicate predication stage on VidOR in Table 7. The baseline (first row)
splits the video into short snippets. Relationships are separately detected in each snippet
and merged afterwards, akin to [98, 114, 136]. It average pools the features before
predicate prediction. With the interaction proposal stage added (second row), we have
spatio-temporal proposals covering long-range interactions. It provides the necessary
context to recognize long duration interactions. Accordingly, both recall and precision
improve. The Recall@50 is improved by 1.09 and P@]1 is improved by 3.47 compared
to the baseline. Upon adding the second stage (Third row), the P@1 increases by 4.67
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Relation tagging Relation detection
P@l P@5 P@I0 mAP R@50 R@100

60.72 46.40 36.62 9.61 8.73 10.81
v 64.19 49.60 39.22 10.16 9.62 11.63
v v 68.86 55.16 43.40 11.21 9.99 11.94

Stage 1  Stage 2

Table 7: Importance of two stages on VidOR. Incorporating Social Fabric into the two
stages of our pipeline (third row) is preferred over baselines based on average pooling
of features with video snippet proposals (first row) and using Social Fabric only for the
proposals (second row).

Relation tagging Relation detection

Encoding

P@l mAP
average pooling 62.73 10.05
transformer 63.86 10.07
NetVLAD 65.34 10.15
NetRVLAD 66.80 10.55
Social Fabric 68.86 11.21

Table 8: Comparison with alternative encodings on VidOR. Social Fabric performs
well.

compared to when we only use interaction encoding in proposal generation. We conclude
that both stages matter in combination with our encoding.

Comparison with alternative encodings. We compare to the following encodings on
VidOR: average pooling, transformer encoding, NetVLAD [45], NetRVLAD [91]. Aver-
age pooling corresponds to our encoding with a single mixture component. Transformers
were proposed in [124] for textual sequence-to-sequence tasks and recently adopted in
video tasks [13,43,44]. Here, we investigate their potential for interaction detection. We
feed the frame-level representations to the transformer encoder. The output represen-
tation is average pooled and then fed into the predicate classifier. NetVLAD was first
introduced for place recognition and later adopted for video action classification in [45].
We train a classifier over the NetVLAD layer initialized by k-means on all features to
initialize the cluster centroids (and keep it fixed). As our method, we use 64 cluster
centroids. NetRVLAD [91] is a simplification of the original NetVLAD architecture that
averages the actual descriptors instead of the residuals.

We report the P@1 and mAP on VidOR dataset in Table 8. All encodings take
the same multi-modal representations as input. The transformer and average pooling
baselines obtain similar performance. NetVLAD improves over average pooling and
transformers, highlighting the effectiveness of codebook-based encodings. NetRVLAD
further improves over NetVLAD, potentially because aggregating the actual feature
instead of residuals may benefit the performance [34]. Our encoding uses a similar
strategy with a dynamic learning scheme and outperforms all baselines, with an mAP of
11.21% compared to 10.55% for NetRVLAD as the best performing alternative.
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Figure 14: Comparison along relation duration on VidOR. We observe our method’s
performance improves over alternatives as the duration of the video relation increases.

Comparison with state-of-the-art. We compare with the state-of-the-art in video
relation classification and detection in Table 9 for both ImageNet-VidVRD and VidOR.
Liu et al. [85] report good results for relation classification and detection on both
sets. When we compare with them using the same input features, i.e. visual, I3D and
motion feature, we improve over their work on all metrics. Most notably, the mAP
for relation detection improves from 18.38 to 19.77 on ImageNet-VidVRD and from
6.85 to 9.13 on VidOR. We also compare favorably against the recent snippet-based
video relation detection of Su et al. [114] using their features. We are on par for the
relation classification P@1 on ImageNet-VidVRD, but outperform them on all other
metrics and datasets, demonstrating the benefit of detecting predicates for social tubelets
from the start. Xie et al. [136] improved the state-of-the-art considerably by combining
a motion feature, visual feature, language feature and location mask feature for each
trajectory pair before predicting their relation. Our method profits from such a rich set
of multi-modal features also. When we use the same features as Xie et al. our results
get better as well, obtaining 68.62 P@1 and 11.05 mAP for relation classification and
detection respectively. Our features adds I3D feature to the feature set used by Xie et
al. [136]. Using our features we obtain state-of-the-art performance with 11.21 mAP and
68.86 P@1. We also consider the computational aspects of our method. We test using a
GTX 1080 Ti GPU. With the same features as Liu et al. [85], the average time to process
one ImageNet-VidVRD validation video is 58.2s for Liu ef al. [85], and 48.3s for our
method.

Comparison along relation duration. To verify the effectiveness of our approach
on long-range relations. we break down the performance into three bins according to
the duration of the relation instances: “short”, “medium” and “long”. We compare our
method with Liu ef al. [85] and Xie et al. [136] on the VidOR validation set. Results
are shown in Figure 14. The three methods use the same features as Xie et al. [136]
for a fair comparison. The results of Xie et al. [136] are provided by the authors. The

results of Liu et al. [85] are obtained by running the provided code. As expected, Liu et
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al. [85] surpasses Xie et al. [136] for long-duration relations as they are designed to be
effective beyond short-snippets. Our method is beyond both Liu et al. and Xie et al. for
all durations. Compared to Xie et al. [136] who do not consider long-range relations, our
method’s performance gain increases as the relation length increases. We conclude our
approach is beneficial for encoding multi-modal features for relation detection especially
at long-range. Besides, we have split the predicates in VidOR into two super categories:
action-based and spatial-based relations, following [37]. We obtain a mAP of 7.33%
for action-based relations and a mAP of 12.89% for spatial-based relations, while the
state-of-the-art by Xie et al. [51] obtains a mAP of 6.25% for action-based relations and
a mAP of 11.23% for spatial-based relations. We show some success and failure cases in
Figure 15.

Video relation query-by-primitive-examples. In Figure 16 we show three search
cases, where for each case three primitive examples are given as input. We use the VidOR
validation set for the search. The results show that we can find relevant video relations
in space and time across many videos, simply by providing a few primitive examples,
further highlighting the importance of compositions for video relations.

3.7 CONCLUSION

We propose an approach to video relation classification and detection that operates on
pairs of object tubelets from the start. By doing so we no longer have to scatter the video
into snippets or individual object tubelets and gather them at the end. To represent all
pairs of object tubelets appearing in a video, we propose Social Fabric: an encoding built
on a composition of data-driven interaction primitives, akin to the classical codebook
approach. We use the encoding in a two-stage network, that first suggests proposals
that are likely interacting and then fine-tunes and predicts it most likely predicate label.
Experiments demonstrate the benefit of early video relation modeling, our encoding, as
well as the two-stage architecture, leading to new state-of-the-art on two video relation
benchmarks. We also show how the encoding enables spatio-temporal video search by
query-by-primitive-examples.
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Ground truth
child-chase-adult adult-hug-child adult-next to-child

Prediction
child-chase-adult adult-hug-child adult-next to-child

Ground truth
adult-clean-horse

Prediction
adult-clean-horse

Ground truth
car-toward-adult car-behind-adult adult-in front of-car

Prediction
car-toward-adult car-behind-adult X

Figure 15: Success and failure cases on VidOR. For the left example, we detect all the
ground truth relation instances and successfully predict the long-range relation chase.
The middle case needs temporal context information to detect an adult cleaning a horse.
Our method’s detection proves its ability to detect long-range relations. In the right
example, our approach detects behind and toward relations. But since the object
detector wrongly recognizes car as truck, the final triplet predictions are wrong
even though the relation predicates are correct. Incorrect object categories also lead to
imprecise semantic features, which may contribute to the missing of a relation prediction.
We provide more qualitative results and example videos with success and failure in the
supplemental material.
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Primitive Query Top Rank

adult-drive-motorcycle

adult-throw-child

Figure 16: Query-by-primitive-examples. We use three examples of primitives as
queries. Among the VidOR validation set, the relation whose primitive weights are
closest to the three examples is selected. e.g., in the third row, three examples represent
primitives of “subject touches object”, “subject and object moving away” and “subject
and object are person”. And the top-ranked relation we return is adult, throw, child.
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DIAGNOSING ERRORS IN VIDEO RELATION DETECTORS

4.1 INTRODUCTION

This chapter performs an in-depth investigation into the video relation detection task.
Video relation detection, introduced by Shang er al. [108], requires spatio-temporal
localization of object and subject pairs in videos, along with a predicate label that
describes their interaction. To tackle this challenging problem, Shang et al. [108] first
proposed a three-stage approach: split a video into snippets, predict the predicate, and
associate the snippets over time. Such a three-stage tactic has since become popular for
video relation detection [32,98,114,121,136]. Among them, Tsai et al. [121], Qian et
al. [98] and Xie et al. [136] focus on improving predicate prediction. Tsai ef al. and
Qian et al. construct graphs to pass messages between object nodes, while Xie et al.
utilizes multi-modal features. Alternatively, both Di et al. [32] and Su et al. [114] shift
their attention to a better association process.

Not all works follow a canonical three-stage approach. Cao et al. [14], for example,
propose a 3D proposal network to learn relational features in an end-to-end manner.
Sun et al. [115] and Liu et al. [85] rely on a sliding window to generate proposals and
recognize predicates within proposals. Chen et al. [24] learn interaction primitives to
generate interaction proposals [22] and recognize predicates. While video relation results
keep progressing, there is still a lot of room for improvement. For example, Xie et
al. [136], the winner of the Video Relation Detection task from the Video Relation
Understanding Challenge 2020, combines a wide variety of multi-modal features for
each subject-object tubelet pair to predict the relations with an improved detection
performance. Nonetheless, their final mAP (mean Average Precision) is only 9.66% on
the VidOR validation set [107]. In short, the task is far from solved. Moreover, it is
unclear which factors are most critical for better results. We seek to fill this void.

We take inspiration from error diagnosis in the spatial domain for object detection [11,
55] and in the temporal domain for action detection [3,96]. These works have previously
performed a deep dive into the main sources of errors for their respective tasks, including
false positive analysis, false negative analysis, and mAP sensitivity tests for object
attributes or action characteristics. The analyses have helped to explain limitations in
the field and to provide guidance for the next steps [1, 3,8, 11, 37,55-57, 149, 154].
In a similar spirit, we shine a light on the spatio-temporal domain for video relation
detection, where the spatial challenges of object detection and the temporal challenges
of action detection need to be simultaneously addressed. Code is available at https:
//github.com/shanshuo/DiagnoseVRD.
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DIAGNOSING ERRORS IN VIDEO RELATION DETECTORS

We provide an error diagnosis for video relation detection, which starts with an outline
of current benchmarks, evaluation protocols, the algorithms under consideration, and a
categorisation of different possible error types. Under this setup, we make the following
analytical contributions:

* false positive analysis outlining which types of errors are most common, along with
potential cures for each error type, evaluated on two state-of-the-art approaches;

* false negative analysis along with a categorization of the kind of relation character-
istics that are most difficult to detect;

* analysis of the different video relation characteristics and their influence on the per-
formance, including relation length, number of subject/object/predicate instances,
and spatio-temporal subject and object size;

* oracle analysis to identify which aspects lead to the biggest improvements.

4.2 ERROR DIAGNOSIS SETUP

As a starting point of the error diagnosis, we first outline the core characteristics and
biases of the current video relation detection datasets, the definitions of different error
types, and the methods from the literature under investigation.

4.2.1 Dataset characterization

We perform our analysis on the two existing datasets in video relation detection, namely
ImageNet-VidVRD [108] and VidOR [107].

ImageNet-VidVRD [108] consists of 1,000 videos, created from the ILSVRC2016-
VID dataset [104]. There are 35 object categories and 132 predicate categories. The
videos are densely annotated with relation triplets in the form of (subject-predicate-
object) as well as the corresponding subjects and objects trajectories. Following [108,
121], we use 800 videos for training and the remaining 200 for testing. We analyze the
method performance on the 200 test videos.

VidOR [107] contains 10,000 user-generated videos selected from YFCC-100M [118],
for a total of about 84 hours. There are 80 object categories and 50 predicate categories.
Besides providing annotated relation triplets, the dataset also provides the bounding
boxes of objects. The dataset is split into a training set with 7,000 videos, a validation set
with 835 videos, and a testing set with 2,165 videos. Since the ground truth of the test
set is not available, we use the training set for training and the validation set for testing,
following [85,98,114,136]. We report the analysis of method performance on the VidOR
validation set.

Prevalent relations. To gain insight into the large number of possible combinations of
subjects, objects, and interactions in ImageNet-VidVRD and VidOR, we first categorize
all into super categories and investigate patterns among the super categories. For VidOR,
the object categories are based on MS-COCO [84] and we, therefore, use its 12 object
super categories, along with an other category for exceptions. For the predicates, we
employ the hierarchy in VidOR that makes a split into action-based and spatial pred-
icates. In the supplementary materials, we show the prevalent objects and predicates
of ImageNet-VidVRD and VidOR. Animals and persons are the dominant subjects and
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Figure 17: Subject, object, and predicate diagrams on ImageNet-VidVRD and VidOR.
On both datasets, knowledge about animals, persons, vehicles, and spatial relations will
go a long way for video relation detection due to a large bias towards these overarching
category types.

objects, while spatial predicates form the dominant interactions between them. This is
not surprising, as spatial relations are common and omnipresent.

Predicate biases. For a given dataset, the number of relations consists of all combina-
tions of subjects, objects, and predicates. Most combinations are however not likely to
occur, resulting in a bias towards common and generic {subject-predicate-object) triplets.
We find that subject and object labels are highly predictive of predicate labels. Figure 17
shows which subjects and objects are likely to be in interaction and indicates which
type of predicate commonly occurs between super categories of subjects and objects.
To quantify the bias towards predicate categories for subject-object pairs, we predict
the predicate using a naive Bayes classifier built upon training set statistics between
subjects and objects. On ImageNet-VidVRD, the predicate accuracy on the validation set
is 14.02% compared to 0.8% for random guessing. On VidOR, the accuracy is 36.11%
compared to 2.0% for random guessing. Evidently, there is not only a strong bias towards
common predicates but also from subjects and objects to predicates. Empirically, we will
investigate whether current video relation detection approaches also mirror this bias.

4.2.2 Evaluation protocol and error types

In the literature, the mean Average Precision (mAP) is widely used for video relation
detection evaluation [85,98,108,109, 114,115, 120, 136]. Different from conventional
Average Precision evaluation for detection [36], the averaging per category is performed
over videos, not categories. Let G be the set of ground truth instances for a video such that
an instance g(k):(<s, p, o), (T$,T$)) consists of a relation triplet label (s, p, 0)¢ with
subject and object bounding-box trajectories (T5, T3 ). Let P be the set of predictions

such that a prediction p(!)=( pgi), (s, p, o), (T$,TS) consists of a relation triplet score
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Error type Definition

Overlap between discovered and ground truth relation

is above 0.5, the relation triplet labels are not identical.
Overlap between discovered and ground truth relation is
between 0.1 and 0.5, the relation triplets labels are identical.
Overlap between discovered and ground truth relation is
between 0.1 and 0.5, the relation triplets are not identical.
Overlap between discovered and ground truth relation is
Double detection above 0.5, the relation triplet are identical, but the
ground truth instance has already been detected.

Overlap between discovered and any

ground truth relation is lower than 0.1.

An undetected ground truth instance

not covered by other errors.

Classification error
Localization error

Confusion error

Background error

Missed ground truth

Table 10: Categorization of six different types covering all errors that a video relation
detector can make. The error types are used for our in-depth false positive analysis.
pgi), a triplet label (s, p, 0)?, and predicted subject and object trajectories. To match a
predicted relation instance ((s, p, 0)?, (T?,T?)) to a ground truth ((s, p, 0)%, (T§,T%)),
we require:

i their relation triplets to be exactly the same, i.e. (s, p, 0)’ =(s, p, 0)%;
ii their bounding-box trajectories overlap s.t. vioU(T?, T%) > 0.5 and vIoU(T},T$) >
0.5, where vloU refers to the voluminal Intersection over Union;
11 the minimum overlap of the subject trajectory pair and the object trajectory pair
ov,e = min(vIoU(T%, T¥),vIoU(T?, TS)) is the maximum among those paired
with the other unmatched ground truths G, i.e. 0Vpg > 0V, (g’ € G).

While calculating the score, we only consider the top 200 predictions for each video.
After we get AP for each video, we finally calculate the mean AP (mAP) over all
testing/validation videos. The above criteria make it hard for the ground truth to match
the prediction. In this work, we are not only interested in the matches, but also in
analyzing the mismatches. In Table 10, we have outlined six possible error types, five
False Positives, and one False Negative. We visualize and show qualitative examples of
true positives as well as different error types in Figure 18. We will use these error types
to investigate common pitfalls in current video relation detection approaches.

4.2.3 Algorithms under investigation

We exemplify the use of our diagnostic tool by studying two state-of-the-art approaches
which have conducted experiments on ImageNet-VidVRD and VidOR. Both methods
tackled the problem in a three-stage manner, similar to [108]. However, there are design
differences in each stage which are relevant to highlight.

Liu et al. [85] avoid the need to split videos into snippets. In the first stage, they
generate object tubelets for the whole video. The second stage refines the tubelet-features
and finds relevant object pairs using a graph convolutional network. The third stage
focuses on predicting the predicates between related pairs. In this manner, interactions
can be detected without a need for snippet splitting.
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Figure 18: Video relation detection examples of true positives and the six error types
from Table 10. Red boxes indicate ground truth and blue boxes specify predictions. The
number in the blue box is the vioU between the detection and the ground truth. The
dashed boxes in double detection represent the best-mapped prediction to this ground
truth. To match a prediction to ground truth is difficult and many factors could influence
the final performance.

Su et al. [114] is based on the three-stage architecture proposed in Shang et al. [108].
A video is first to split into short snippets and subject/object tubelets are generated
per snippet. Then, short-term relations are predicted for each tubelet. In the second
stage, spatio-temporal features of each pair of object tubelets are extracted and used to
predict short-term relation candidates. In the third stage, they maintain multiple relation
hypotheses during the association process to accommodate for inaccurate or missing
proposals in the earlier steps.

4.3 FINDINGS

In this section, we demonstrate the generality and usefulness of our analysis toolbox
by exploring what restricts the performance of video relation detection approaches. We
first conduct a false positive analysis, composed of the first five error types defined in
Table 10 (classification, localization, confusion, double detection, background). Then,
we analyze the false negatives, i.e. missed ground truth (Miss), along with different
relation characteristics that correlate with the false negatives. Finally, we contribute the
mAP gain of each error type.

4.3.1 False positive analysis

The first experiment investigates which error types are prevalent in current approaches.
To answer this question, we break down the false positives and present the distribution
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Confusion
Classification
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Double detection
45.1%
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Liu et al. (VidOR) Su et al. (VidOR) Liu et al. (VidVRD) Su et al. (VidVRD)

Figure 19: The false positive error breakdown in Liu ef al. [85] and Su et al. [114] on
the VidOR and ImageNet-VidVRD datasets. The classification error, which is also one
cause of confusion error, as well as background error, should be solved first in future
research.

of errors for Liu et al. [85] and Su et al. [114] on ImageNet-VidVRD and VidOR in
Figure 19. To our surprise, we find that in all four cases, the localization error takes only
a small part of all false positives in the spatio-temporal detection task. Since in diagnostic
papers on well-established detection tasks such as object detection [11,55] and temporal
action detection [3], localization error is important and takes a much larger ratio. Due
to the large amount of possible triplet combinations, it is more common to have both
low overlapping volumes as well as wrong triplet labels, categorized as confusion errors.
Next, we see that there is almost no double detection error. When predicting predicates,
Liu et al. and Su et al. keep the top 20 prediction results for each subject-object pair.
Thus, the diversity in the predicted detection results makes it difficult to map the multiple
detections to the same ground truth.

Comparison across methods. From Figure 19 we can observe that the background
error ratio is much lower in Liu ef al. compared to Su et al.. Liu et al. generate
less detections where no interesting relations are involved. We attribute this to their
proposal generation and filtering stages. Su et al.’s split and merge pipeline might be
unable to remove bad proposals efficiently. Another observation is that Liu et al.’s
classification error is much higher than the one of Su et al. on ImageNet-VidVRD.
Su et al.’s multiple hypothesis association enables to connect neighbour segments with
low predicate prediction scores. When ranking detection results, the scoring reflects
the reliability of forming the corresponding hypothesis video relation, enabling a more
robust ranking for those with a lower predicate prediction score. This is beneficial
especially for ImageNet-VidVRD with more predicate categories but less training data,
resulting in undistinguished classification scores for predicates. Su et al. have fewer
true positives than Liu ez al., but higher mAP. This also shows that Su et al.’s scoring
algorithm outperforms Liu ef al.. In VidOR, with more training data and fewer predicate
categories, Su et al. have a lower classification error ratio than Liu et al., but the gap is
not as large as on ImageNet-VidVRD. We conclude that Liu ef al. and Su et al. have
their own advantages for dealing with different error types. Both have in common that
the background error and classification error should have higher priority than the other
error types to gain the most in performance.
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Figure 20: The missed ground truth error (false positive) ratio on ground truth in Liu e?
al. [85] and Su et al. [114] on ImageNet-VidVRD and VidOR datasets. Both have many
ground truths undetected.

4.3.2 False negative analysis

So far, we have only considered the types of false positive errors introduced by the
detection algorithms. However, false negative errors (missed ground truth) also influence
the mAP.

In Figure 20 we present the missed ground truth ratios for Liu ef al. and Su et al.
on ImageNet-VidVRD and VidOR. For both ImageNet-VidVRD and VidOR, roughly
90% of the ground truth relation instances remain undetected. VidOR has a higher
missed ground truth ratio, highlighting the more complex nature of the dataset. On
ImageNet-VidVRD, Liu et al. detect more instances than Su ef al. but attribute them with
lower scores, leading to a lower mAP value. This tells us that proposal-based methods
can cover more relations, while Su et al.’s scoring method helps to better rank detected
predictions. It is insightful to study what makes these missed ground truth instances
difficult to detect. Towards this end, we group the instances according to six relation
characteristics defined below:

* Length: we measure relation length by the duration in seconds and create three
different length groups: Short (S: (0, 10]), Medium (M: (10, 20]), and Long (L: ¢,
20). Overall, most of the instances are short, both in ImageNet-VidVRD (94.11%)
and VidOR (80.06%). The number of medium and long relations is roughly similar.

* Number of predicate instances: we count the total number of predicate instances
over all videos and create four categories: XS: (0, 10]; S: (10, 100]; M: (100,
1000]; L: (1000, 10000]; XL: (10000, 100000]; XXL: ;100000.

* Number of subject instances: idem but for subjects.

* Number of object instances: idem but for objects.

* Subject pixel scale: we take the average of the bounding boxes for the subject
trajectories and group the mean bounding box. We define subjects with pixel areas
between 0 and 162 as extra small (XS), 162 to 322 as small (S), 322 to 962 as
medium (M), 962 to 2882 as (L), and 2882 and above as extra large (XL).

* Object pixel scale: idem but for objects.

Figure 21 shows the overview of the effect for all relation characteristics for both
Liu et al. and Su et al. on ImageNet-VidVRD and VidOR. We first observe a long-tail
issue for the predicates. On ImageNet-VidVRD, both methods completely fail on relation
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Figure 21: Relation characteristics of Liu ef al. and Su et al. on ImageNet-VidVRD and
VidOR. Relations with fewer subject/predicate/object instances and smaller subject/object
pixel areas are more difficult to detect.

instances for which the predicate category has fewer than 10 samples. This means that
datasets with more training samples are essential to this task, or methods should better
exploit the few available samples. Another observation is that Su et al. have fewer false
negatives on long-range relations on ImageNet-VidVRD, even though Liu et al. focus
on long-range representations in their approach. This may be due to the construction
of the ImageNet-VidVRD dataset, which was built through asking annotators to label
segment-level visual relation instances in decomposed videos. This annotation procedure
results in an abundance of relations that can be recognized without the need for long-
range information. VidOR is annotated differently. Given a pair of object tubelets,
the annotators are asked to find and temporally localize relations, resulting in more
long-lasting relations. The patterns regarding the number of subject and object instances
are intuitive in VidOR; the more instances to train on the better. Moreover, subjects and
objects with larger size are easier to detect than smaller size. This pattern does, however,
not hold for ImageNet-VidVRD, which could be due to the overall dataset size. Since
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Figure 22: The mAP gain on relation characteristics of Liu ef al. and Su et al. on
ImageNet-VidVRD and VidOR. Focusing on detecting relation instances with a short
temporal timespan, a large number of instances, and small pixel areas for the subject and
object will improve the mAP by the largest margin.

the numbers of ‘XL’ subpxl and ‘XL’ objpxl in ImageNet-VidVRD are much lower than
in VidOR.

To deepen the analysis of each characteristic’s effect, we calculate the mAP gain after
dropping the missed ground truths under this characteristic. From Figure 22, we observe
that not all characteristics contribute equally to gains in mAP. It reveals that to improve
the final metric the most, methods should focus on detecting relation instances with
a short temporal timespan, a large number of instances, and small pixel areas for the
subject and object.

4.3.3  mAP sensitivity

Where we have so far looked into which errors are most prevalent, we also want to
examine to what extent each error type in Table 10 is holding back progress. We do
so by quantifying the impact on the mAP for each error type by means of an oracle fix.
We show how the mAP changes when each error type would be fixed. Rather than only
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Figure 23: The mAP gain in Liu ef al. [85] and Su et al. [114] on ImageNet-VidVRD and
VidOR. Fixing missed ground truth error will maximize the performance improvement.

removing the predictions causing this error [3], we define the following cures for each of
the main error types:

¢ Classification cure: Correct the class of the detection (thereby making it a true
positive). If this results in a duplicate detection, remove the lower scoring detection.

* Localization cure: Set the localization of the detection equal to the ground truth
localization (thereby making it a true positive). If this results in a duplicate
detection, remove the lower scoring detection.

 Confusion cure: Since we cannot be sure of which ground truth the detector was
attempting to match to, we remove the false positive detection.

* Double detection cure: Remove the duplicate detection with lower score.

* Background cure: Remove the background detection.

* Missed ground truth cure: Reduce the number of ground truth instances in the
mAP calculation by the number of missed ground truth.

Figure 23 shows the error types impact on the mAP. Note that the sum of each error
type’s mAP gain is not 100%. The reason is due to the property of mAP. If we fix the
error types progressively, the final mAP will be 100%. But the later fixed error types
will gain more weights than earlier fixed error types. For a meaningful comparison, we
fix them separately. In Figure 23, fixing missed ground truth errors will improve the
mAP by a large margin, Su et al. with 14.25% on ImageNet-VidVRD and 17.52% on
VidOR. However, in practice, we cannot simply drop these missed ground truths. The
solution is to include more ground truths in the selected top 200 detections of a video.
And many detections that could be matched to missed ground truths are not selected
due to their low scores. We believe one direction is improving the performance of the
predicate prediction module, to give the background proposals low scores and proposals
of correct predicate categories high scores. This will also fix the classification errors and
background errors to boost the final mAP further.

4.4 CONCLUSION

This work performs a series of analyses to understand the challenging problem of
video relation detection better. Using two canonical approaches, we first perform false
positive analyses and define the different types of errors. Two error types are prevalent
across approaches and datasets: confusion with non-matching ground truth relations
and detecting relations that are part of the background. We then perform false negative
analyses, which show that most ground truth instances are missed entirely. Focusing on
detecting relation instances with a short temporal length, a large number of instances,
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and small pixel areas for the subject and object will improve the mAP the most. Lastly,
to create a future outlook, we investigate several cures for common errors and find that
the ability to discard background relations provides the shortest path to improve video
relation detection performance. Our toolbox is generic and can be employed on top
of any video relation detection approach. We make the toolbox and evaluation scripts
publicly available to help researchers dissect their video relation detection approaches.
Currently, our tool only considers the single variant’s effect on the final metric, we will
investigate a multivariate statistical analysis in the future.

4.5 APPENDIX
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DIAGNOSING ERRORS IN VIDEO RELATION DETECTORS
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MULTI-LABEL META WEIGHTING FOR LONG-TAILED
DYNAMIC SCENE GRAPH GENERATION

5.1 INTRODUCTION

Scene graph generation in videos focuses on detecting and recognizing relationships
between pairs of subjects and objects. The corresponding dynamic scene graph is a
directed graph whose nodes are objects with their relationships as edges in a video.
Extracting such graphs from videos is a highly challenging research problem [67] with
broad applicability in multimedia and computer vision. Effectively capturing such
structural-semantic information boosts downstream tasks such as captioning [139], video
retrieval [112], visual question answering [4] and many other visual-language tasks.

Current methods place a heavy emphasis on recognizing subject-to-object relationship
categories. A leading approach to date is to extract multi-modal features for relation
instances. Then the multi-modal features are either pooled [98, 114, 136] or learned
a feature representation [24] to be fed into the predicate classifier network. Despite a
strong focus on relation recognition, existing methods ignore the extremely long-tailed
distribution of predicate classes. Figure 24 shows the recall per predicate class from
STTran [28] with its corresponding occurrences on the Action Genome dataset. Such a
trend is even worse on the VidOR dataset. Figure 25 shows the occurrence distribution
vs. Recall @50 from Social Fabric [24] for the video relation detection task on the VidOR
dataset, where a few head predicates dominate all other classes.

This phenomenon is currently not actively investigated since the evaluation metrics do
not penalize lower scores for predicates in the long tail. In light of these observations,
this chapter argues for the importance of methods for scene graph generation in videos
that work for common and rare predicates.

We introduce a meta-learning framework to address the long-tailed dynamic scene
graph generation problem. We take inspiration from the concept of meta weighting [110]
and propose a Multi-Label Meta Weight Network (ML-MWN) to learn meta weights
across both examples and classes explicitly. These meta weights are, in turn, used to
steer the downstream loss to optimize the parameters of the predicate classifier. We adopt
a meta-learning framework to optimize the ML-MWN parameters, where we calculate
each instance’s per-class loss in a training batch and obtain a loss matrix. The loss matrix
is fed into our ML-MWN and outputs a weight matrix, where each row is the weight
vector for an instance’s loss vector. We sample a meta-validation batch and use unbiased
meta-loss to guide the training of ML-MWN. We adopt the inverse frequency binary
cross-entropy loss as the meta-loss. Finally, we plug our framework on top of existing
methods to steer the predicate classification.
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Figure 24: Long-tailed predicate occurrences vs.

on the Action Genome dataset [66].

class-wise recall from STTran [28]

The class-wise performance drops drastically,

highlighting the importance of long-tailed dynamic scene graph generation.

[ ]
80000 Occurrence
| - 0.25
70000 —e— Recall@50
[ ]
60000 - \‘ L 0.20
)
50000 A
- 0.15
40000 A ®
30000 - \ - 0.10
o
20000 A
- 0.05
2o
10000 A ® \
0000CC0000CEEE00C00000008C00008C8C8C8000000000 - OOO
0 rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrriria
§esgeEiRTes 2 20 £° — e vv*é&%wa o
o= Q ow 28_ g > s 8_ g < Umm;:
[ +Q n I | n u ©
< T @ v <
o £ s o'
) = E
a 5

Figure 25: On the VidOR dataset [107], the long-tailed issue is even worse. We can
observe that Social Fabric [24] ignores most predicates with limited samples.
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5.2 RELATED WORKS

To evaluate our meta-learning framework, we take two recent state-of-the-art methods
[24, 28], one for the scene graph generation task on the Action Genome dataset and
one for video relation detection on the VidOR dataset. We show empirically that our
approach boosts the predicate predictions of the recent methods across various evaluation
metrics. We furthermore show that our framework boosts the performance of long-tailed
predicates without hampering the performance of more common classes. Our approach
is generic and works on top of any scene graph generation method, allowing for broad
applicability. Code is available at https://github.com/shanshuo/ML-MWN.

In summary, our contributions are three-fold:

1. We investigate the long-tail issue in dynamic scene graph generation and analyze
the limitations of existing methods.

2. We introduce a multi-label meta-learning framework to deal with the biased
predicate class distribution.

3. We propose a Multi-Label Meta Weight Network (ML-MWN) to learn a weight-
ing function explicitly, which achieves a generalization ability performance on two
benchmarks when plugged into two existing approaches,

5.2 RELATED WORKS

DYNAMIC SCENE GRAPH GENERATION. Scene graph generation was first pi-
oneered in [67] for image retrieval, after which the task quickly gained further trac-
tion, see e.g. [86, 138, 141, 147]. Recently, a number of papers have identified the
long-tailed distribution in image scene graphs and focus on generating unbiased scene
graphs [31,33,74-76, 140]. We seek to bring the same problem to light in the video
domain. Ji et al. [66] firstly extended scene graph generation to videos and introduced
the Action Genome dataset. A wide range of works have since proposed solutions to the
problem [14,24,42,73,85,114-116, 136, 153]. Recently, Li et al. [76] proposed an antic-
ipatory pre-training paradigm based on Transformer to model the temporal correlation of
visual relationships. In a similar spirit, the VidOR dataset collected by Shang et al. [107]
is another popular benchmark. Leading approaches are to generate proposals [22] for
individual objects on short video snippets, encode the proposals, predict a relation and
associate the relations over the entire video, e.g. [98, 114, 136]. Liu et al. [85] generate
the proposals using the sliding window way. More recently, Gao et al. [42] proposed a
classification-then-grounding framework, which can avoid that the quality of proposals
highly influences the performance. Chen et al. [23] performs a series of analyses to video
relation detection. In this paper, we use STTran [28] and Social Fabric [24] to extract the
relation feature and insert our multi-label meta-weight network on top. Cong et al. [28]
propose a spatial-temporal Transformer to capture the spatial context and temporal de-
pendencies for a dynamic scene graph. Moreover, Chen et al. [24] proposes an encoding
that represents a pair of object tubelets as a composition of interaction primitives. Both
approaches provide competitive results and form a fruitful testbed for our meta learning
framework.

MULTI-LABEL LONG-TAILED CLASSIFICATION. Multi-label long-tailed recog-
nition is a challenging problem that deals with sampling differences and biased label
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co-occurrences [150]. A few works have studied this topic, with most solutions based on
new loss formulations. Specifically, Wu et al. [135] propose a distribution-based loss for
multi-label long-tailed image recognition. More recently, Tian et al. [119] proposed a
hard-class mining loss for semantic segmentation task by weighting the loss for each class
dynamically based on instantaneous recall performance. Inspired by these loss-based
works, we utilize inverse frequency cross-entropy loss during our meta learning process.

META LEARNING FOR SAMPLE WEIGHTING. Ren et al. [100] pioneered to
adopt a meta learning framework to re-weight samples for imbalanced datasets. Based
on [100], Shu et al. [110] utilize an MLP to explicitly learn the weighting function
through an auxiliary MLP. Recently, Bohdal et al. [10] present EvoGrad to compute
gradients more efficiently by preventing computing second-order derivatives in [110].
However, these methods are targeted for multi-class single-label classification. So we
present the multi-label meta weight net for predicate classification, with an MLP that
output weight for each class loss.

5.3 MULTI-LABEL META WEIGHT NETWORK

Dynamic scene graph generation [28] takes a video as the input and generates directed
graphs whose objects of interest are represented as nodes, and their relationships are
represented as edges. Each relationship edge, along with its connected two object nodes,
form a (subject, predicate, object) semantic triplet. These directed graphs are structural
representations of the video’s semantic information. Highly related to dynamic scene
graph generation, video relation detection [108] also outputs (subject, predicate) object
triplets, aiming to classify and detect the relationship between object tubelets occurring
within a video. Due to the high similarity between the two tasks, we consider them both
in the experiments. For brevity, in this paper, we use the term dynamic scene graph
generation to denote both tasks.

Action Genome [66] and VidOR [107] are two popular benchmark datasets for
dynamic scene graph generation. However, both suffer from a long-tailed distribution
on predicate occurrences, as shown in Figure 24. However, the evaluation metrics forgo
the class-wise difference and count for all classes during the inference. As a result, the
trained predicate classifier has a strong bias toward head classes such as in_front_of and
next_to. While these predicate classes are often spatial-oriented and object-agnostic. The
tail classes, e.g. carrying, twisting, and driving, are of more interest to us. Besides the
long-tailed distribution, the predicate classification suffers an additional issue. Since
multiple relationships could occur between a pair of subject and object simultaneously,
predicate classification is a multi-label classification problem. The co-occurrence of
labels leads to the situation that head-class predicate labels frequently appear together
with tail-class predicate labels, which further emphasizes the imbalance problem.

This paper proposes a meta-learning framework that focuses on the long-tailed multi-
label predicate classification task. We propose a Multi-Label Meta Weight Net (ML-
MWN) to learn a weight vector for each training instance’s multi-label loss. The gradient
of the sum of weighted loss is then calculated to optimize the classifier network’s
parameters in backward propagation. Our model-agnostic approach can be plugged
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5.3 MULTI-LABEL META WEIGHT NETWORK

into existing dynamic scene graph generation methods. In particular, the framework
includes two stages: (1) Relation feature extraction, where we use existing dynamic scene
graph generation methods to obtain the feature representation of the relation instances
and (2) multi-label meta-weighting learning. We adopt a meta-learning framework to
re-weight each instance’s multi-label loss, and we propose to learn an explicit weighting
function mapping from training loss to weight vector. We learn a weight vector for each
training instance to re-weight its multi-label loss, i.e. multi-label binary cross-entropy
loss. Specifically, we learn the weight vector through an MLP. The input of the MLLP
is the multi-label training loss, and the weight vector forms the output. We sample a
meta-validation set used to guide the training of MLP. Ideally, the meta-validation set
should be clean and without the long-tailed issue, as in [110]. However, we cannot
sample such a clean meta-validation set due to the label-occurrence issue. To deal with
the issue, we adopt the inverse frequency binary cross-entropy loss on meta-validation
set. Below, we describe the ML-MWN and the meta-learning framework in detail.

5.3.1 Learning weights for multi-label losses

Let x; denotes the feature representation of i-th relation instance from the training set
P andy; € IR is the corresponding multi-label one-hot vector, where D = {x;, yi}f\’: |-
fo represents the multi-label predicate classifier network with 6 the parameters. In the
presence of long-tailed multi-label training instances, we impose weights w; . on the
i-th instance’s c-th class loss /; . to enhance the robustness of training. Unlike existing
methods that pre-specify the weights based on the class size [81, 119], we learn an
explicit weighting function directly from data. Specifically, we propose the ML-MWN
(Multi-Label Meta Weight Net) denoted by g4, with ¢ as its parameters, to obtain the
weighting vector for each relation instance’s multi-label loss. We take the loss from fj as
the input of g4. A small meta-validation set D= {xj,y J’}?/[: 1’ where M is the number of
meta-validation instances and M < N, is sampled to guide the training of ML-MWN.
The meta-validation set does not overlap with the training set. The weighted losses are
then calculated to guarantee that the learned multi-label predicate classifier is unbiased
to dominant classes. During training, the optimal classifier parameter 8* can be extracted
by minimizing the training loss:

‘ 11 &<

[ frain (6) = e Wielic (5.1
n

1

i=1c=

where 7 is the number of training instances in a batch, and C is the number of classes.
During inference, we only use the optimal classifier network fy- for evaluation.

5.3.2 The meta-learning process

We adopt a meta-learning framework is adopted to update the classifier and ML-MWN.
The meta-validation set represents the unbiased relation instances following the balanced
predicate class distribution. Due to the above-mentioned label-occurrence issue of multi-
label classification [150], we use an inverse frequency BCE loss on the meta-validation
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Figure 26: The overview of our proposed meta-learning process. Here we ignore the
relation feature extraction part for simplification. x; and x; represent the feature of the
training instance and meta-validation instance. During a training batch, there are three
steps: 1. calculate the weighted loss and obtain a pseudo classifier; 2. evaluate the
pseudo classifier on the meta-validation set and update the ML-MWN; 3. calculate the
new weighted loss with updated ML-MWN then update the classifier. BCE (Binary
Cross-Entropy) loss is adopted for multi-label classification. Inv-freq BCE loss represents
inverse frequency BCE loss, which we use to mimic an unbiased meta-validation set.
During inference, we only use the predicate multi-label classifier network for evaluation.

set to mimic the balanced label distribution. As shown in Figure 26, the process contains
three main steps to optimize 6 and  within a batch.

Suppose we are at 7-th iteration during training. As a first step, in a batch of n
training instances, we have their corresponding feature representations and multi-labels
{xi,yi}, 1 < i < n. We feed x; into and obtain $; = fy(x;) € RC. The unweighted BCE
training loss is calculated as

lic(0') = =yie-log ($ic(6)) + (1 = yic) -log (1 =3ic(6')) (5.2)

Then /. is fed into the ML-MWN to obtain the weight w;. = g (i (6")). After, we
calculate the weighted loss as W; . - ;- and update the §’. We have:

1 n
#=0-a D & (1ic(6))Volic(8)] (5.3)

i=1c=1 ot

<')IH

where « is the step size. Here we call updated &' the pseudo classifier parameters since
the & is not used for the next batch.

The second step is to update the ML-MWN parameters based on the meta-validation
loss. We feed the meta-validation relation instance to the pseudo classifier and obtain
Ji = falxj) € R€. Let M, denote the total number of relation instances belonging to
predicate class ¢ € {1,...,C}. We use the inverse frequency BCE loss The frequency
of a predicate class is calculated as freq(c) = M./M. By using inverse frequency
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Algorithm 1 The ML-MWN learning algorithm

Require: Training data set 9, meta-validation set f), max epochs Ngpocn
Ensure: Predicate multi-label classifier network parameter 6*

1: for t=11to Ngpoer, do

2:  for each mini batch {x;,y;},1 <i < ndo

3: Calculate the prediction J;.

4: Calculate the unweighted loss using Eq. 5.2.

5: Formulate the pseudo predicate classifier ( o' by Eq. 5.3.
6: Get meta-validation instances {x;,y;} € D.

7: Update ¢'T! by Eq. 5.4.

8: Update ¢! by Eq. 5.5.

9: end for
10: end for

weighting, the meta-validation loss is re-balanced to mimic a balanced predicate label
distribution. We then update the ML-MWN parameters ¢ on the meta-validation data:

¢ (5.4)

where S is the step size.

Lastly, the updated ¢*! is employed to output the new weights w; . The new weighted
losses are used to improve the parameters 6 of the classifier network:

=00tk 3 )T

The ultimate goal is to guide the classifier network to have a balanced performance on
the unbiased meta-validation set. The sequences of steps are shown in Algorithm 1. By
alternating standard and meta-learning, we can learn unbiased dynamic scene graphs
by increasing the focus specifically on those examples and predicate classes that do not
often occur in a dataset.

(5.5)

Gl

5.4 EXPERIMENTS
5.4.1 Datasets

Action Genome
AG [66] is a dataset which provides frame-level scene graph labels. It contains 234,253

annotated frames with 476,229 bounding boxes of 35 object classes (without person)
and 1,715,568 instances of 25 relationship classes. For 25 relationships, there are three
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different types: (1) attention relationships indicating if a person is looking at an object
or not, (2) spatial relationships describing where objects are relative to one another, and
(3) contact relationships denoting the different ways the person is contacting an object.
In AG, there are 135,484 subject-object pairs. Each pair is labeled with multiple spatial
relationships (e.g. (phone-in front of-person) and (phone-on the side of-person)) or
contact relationships (e.g. (person-eating-food) and (person-holding-food)). There are
three strategies to generate a scene graph with the inferred relation distribution [28]: (a)
with constraint allows each subject-object pair to have one predicate at most. (b) semi
constraint allows a subject-object pair has multiple predicates. The predicate is regarded
as positive only if the corresponding confidence is higher than the threshold (0.9 in the
experiments). (c) no constraint allows a subject-object pair to have multiple relationships
guesses without constraint.

EVALUATION METRICS. We have three tasks for evaluation following [28]: (1)
predicate classification (PREDCLS): with the subject and object’s ground truth labels
and bounding boxes, only predict predicate labels of the subject-object pair. (2) scene
graph classification (SGCLS): with the subject and object’s ground truth bounding boxes
given, predict the subject, object’s label and their corresponding predicate. (3) scene
graph detection (SGDET): detect the subject and object’s bounding boxes and predict the
subject, object, and predicate’s labels. The object detection is regarded as positive if the
IoU between the predicted and ground-truth box is at least 0.5. Since traditional metrics
Recall@K (R@K) are not able to reflect the impact of long-tailed data, we use the mean
Recall@K (mR @K), which evaluates the R@K (k =[10, 20, 50]) of each relationship
class separately and averages them.

IMPLEMENTATION DETAILS. Inline with [28], we adopt the Faster-RCNN [101]
based on the ResNet101 [54] as the object detection backbone. The Faster-RCNN model
is trained on AG and provided by Cong et al. [28]. We use an AdamW [88] optimizer
with an initial learning rate le™* and batch size 1 to train our relation feature model
STTran part. We train ML-MWN using SGD with a momentum of 0.9, weight decay
of 0.01, and an initial learning rate of 0.01. We train 10 epochs. Other hyperparameter
settings are identical to Cong et al. [28]. If not specified, the ML-MWN is an MLP of
1-100-1.

VidOR

VidOR [107] contains 10,000 user-generated videos selected from YFCC-100M [118],
for a total of about 84 hours. There are 80 object categories and 50 predicate categories.
Besides providing annotated relation triplets, the dataset also provides the bounding
boxes of objects. The dataset is split into a training set with 7,000 videos, a validation set
with 835 videos, and a testing set with 2,165 videos. Since the ground truth of the test
set is not available, we use the training set for training and the validation set for testing,
following [85,98,114,136]. We report the analysis of method performance on the VidOR
validation set.
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PredCLS SGCLS SGDET
mR@10 mR@20 mR@50 mR@10 mR@20 mR@50 mR@10 mR@20 mR@50
STTran [28] 37.96 39.65 39.66 27.61 28.14 28.14 17.89 21.76 22.89
STTran + MW-Net [110]  40.29 42.21 42.24 30.21 30.90 30.90 20.06 23.66 24.99
STTran + ML-MWN 43.23 44.43 44.64 32.13 32.70 32.72 23.46 27.13 28.52

Table 13: Evaluating the effect of meta learning on Action Genome in the with constraint
setting. Enriching the recent STTran approach with meta learning improves recall across
all metrics, with the best results achieved using the proposed multi-label meta weighting.

PredCLS SGCLS SGDET
mR@10 mR@20 mR@50 mR@10 mR@20 mR@50 mR@10 mR@20 mR@50
STTran [28] 49.94 59.07 59.77 40.17 44.27 44.51 21.63 31.36 40.96
STTran + MW-Net [110]  52.61 62.32 63.1 43.12 47.11 47.71 24.19 34.83 43.85
STTran + ML-MWN 55.95 65.79 68.01 46.20 50.60 50.83 26.21 40.12 49.96

Table 14: Evaluating the effect of meta learning on Action Genome in the semi constraint
setting. Similar to the with constraint setting, the proposed multi-label meta weighting
obtains the best results across all metrics.

EVALUATION METRICS. We use the relation detection task for evaluation. The
output requires a (subject, predicate, object) triplet prediction, and the subject and object
boxes. We adopt mR@K (K = [50, 100]) as the evaluation metric. Here we ignore
the mAP used in Chen et al. [24] since we care more about covering the ground truth
relationship belonging to tail classes during the predictions. Calculating mR@XK. For
annotated video /,, in its G, ground truth relationship triplets, there are G, . ground truth
triplets with relationship class ¢. The number of relationship classes is C, where ch
triplets are predicted successfully by the model. In V videos of validation/test dataset,
for relationship c, there are V. videos which contain at least one ground truth triplet with
this relationship. The R@K of relationship ¢ can be calculated:

v, K
1 £ T

R@K, = — % (5.6)

¢ v=1,G, #0 v.e

Then we can calculate c
1

R@K = — R@K,. 5.7
m = Zl (5.7)

IMPLEMENTATION DETAILS. We adopt the same training strategy of Chen et
al. [24] for the relation feature extraction model. First, we detect all the objects per

PredCLS SGCLS SGDET
mR@10 mR@20 mR@50 mR@10 mR@20 mR@50 mR@10 mR@20 mR@50
STTran [28] 52.61 68.30 82.90 42.52 51.14 64.77 21.64 30.64 35.53
STTran + MW-Net [110]  55.12 70.42 85.45 45.55 54.46 67.24 24.24 34.25 37.98
STTran + ML-MWN 57.13 74.22 89.24 48.48 57.65 70.15 27.59 36.67 40.57

Table 15: Evaluating the effect of meta learning on Action Genome in the no constraint
setting. Also in this challenging setting, our approach works best over all metrics.
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video frame by Faster R-CNN [101] with a ResNet-101 [54] backbone. The detector
is trained on MS-COCO [84]. The detected bounding boxes are linked with the Deep
SORT tracker [133] to obtain individual object tubelets. Then each tubelet is paired with
any other tubelet to generate the tubelet pairs. We extract spatial location features [115],
language features, I3D features, and location mask features for each pair. Then the
multi-modal features are used as the representation of the elation instance. For the
classifier and ML-MWN, we use an SGD optimizer with an initial learning rate of 0.01.
We train 10 epochs.

5.4.2  Multi-label meta weighting on top of the state-of-the-art

VIDEO SCENE GRAPH GENERATION. First, we investigate the effect of incorpo-
rating our meta learning approach on top of existing state-of-the-art methods for scene
graph generation in videos and video relation detection. We build upon the recent STTran
approach of Cong et al. [28] for video scene graph generation. We compare STTran as is
and a baseline that uses conventional meta-learning without considering the multi-label
nature of scene graphs, namely MW-Net [110]. Table 13 shows the results for the setting
with constraints. Across the PredCLS, SGCLS, and SGDET tasks, incorporating our
meta-learning approach improves the results. For PredCLS, our proposed STTran +
ML-MWN improved mR@10 by 5.27, compared to the STTran baseline. On mean recall
@ 50, we improve the scores by 4.98, from 39.66 to 44.64. On SGDET, the mean recall
@ 50 goes up from 22.89 to 28.52. The MW-Net baseline already improves the STTran
results, highlighting the overall potential of meta-learning to deal with the long-tailed
nature of scene graphs. However, the proposed multi-label meta learning performs best
across all tasks and recall thresholds. This is a direct consequence of increasing the
weight of classes in the long tail when optimizing the classifier network.

The results also hold for the semi constraint and no constraint settings, as shown in
Table 14 and Table 15. In Table 14, the mean recall is higher than on the with constraint
setting since more predicted results are involved. For the SGCLS task, our framework
achieves 50.60% on mR @20, 6.33% better than STTran and 3.49% better than STTran
+ MW-Net. Our framework is also best for all metrics in the no constraint setting.
In particular, for SGDET, our method reaches 27.59% at mR @10, 5.95% better than
STTran, and 3.35% higher than STTran + MV-Net. We conclude that our meta learning
framework is effective for video scene graph generation and can be adopted by any
existing work. In Table 15, the mean recall is the highest among the three settings.
Unlimited predictions will boost the recall performance. Under such a setting, STTran +
ML-MWN still achieves the best on all metrics among all tasks. The results prove our
method’s generality on different tasks with different settings.

VIDEO RELATION DETECTION. For video relation detection, we start from the
recent Social Fabric approach by Chen et al. [24]. Table 16 shows the effect of in-
corporating the proposed meta learning framework for relation detection. The Social
Fabric baseline is the current state-of-the-art in this setting yet struggles to get good
results for relation detection with mean recall as metrics. This highlights the difficulty
of the problem. This holds similarly for the baseline by Sun etal [115]. When adding
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Figure 27: Class-wise R@ 10 comparison of PredCLS on AG. Our framework outperforms
STTran on all predicate classes.

Relation detection

Method

mR@50 mR@100
Sun et al. [115] 1.48 2.78
Social Fabric (SF) [24] 2.37 3.79
SF + MW-Net [110] 4.45 5.35
SF + ML-MWN 6.35 7.54

Table 16: Comparison on the VidOR dataset. Our meta learning framework provides
clear improvements for relation detection on top of Social Fabric [24].

MW-Net [110], the results already clearly improve and improve further with multi-label
meta weighting. For mR @50, adding our meta learning on top of Social Fabric improves
the results from 2.37 to 6.35. We conclude that multi-label meta learning is key in video
relation detection to achieve meaningful relation detection recalls over all classes.

5.4.3 Analyses, ablations, and qualitative examples

PREDICATE-LEVEL ANALYSIS. We show the class-wise R@10 of predicate clas-
sification task on Action Genome in Figure 27. We observe from Figure 27 that our
method outperforms STTran [28] in all predicate categories. For those tail classes with
limited training samples, the improvement is much bigger than the head classes. The
out-performance proves that the meta-validation set successfully guides the classifier to
balance the tail classes, without scarifying the head predicate classes’ performance.

ABLATING THE MLP ARCHITECTURE. We ablate the MLP architecture on Ac-
tion Genome for the PredCLS task. Table 17 depicts the results for six structures with
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) PredCLS
Architecture
mR@10 mR@50 mR@100

C-50-C 41.34 42.24 42.56
C-100-C 43.23 44.43 44.64
C-200-C 42.16 42.85 42.97
C-100-100-C 43.01 43.96 44.03
C-10-10-C 42.18 42.74 42.96

C-10-10-10-C  42.85 44.01 44.28

Table 17: Performance on AG with constraint for different MLP architecture. The 1-100-1
architecture is the best.

varying depths and widths. We find that maximum width and depth are not required,
with the best results for the 1-100-1 variant, which we use as default in all experiments.

QUALITATIVE EXAMPLES. We provide the qualitative results in Figure 28 and
Figure 29. In Figure 28, we compare our method with STTran [28] on the Action Genome
dataset. Our method has better recognition of tail predicates in the Action Genome. In
the top row, STTran incorrectly classifies the tail class beneath as head class in front
of, and sit on as touch. In the bottom row, STTran misses drink from amongst others,
while our method classifies them all correctly. In Figure 29, we compare our method
with Social Fabric [24] on the VidOR dataset. Social Fabric misses the tail class lean_on
on all frames while our method successfully predicts.
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Figure 28: Qualitative comparison on Action Genome predicate classification task.
The gray box is the wrongly recognized predicates. Our method performs better than
STTran [28] on recognizing the tail and the head both.

in front of hold
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Figure 29: Qualitative comparison on VidOR predicate classification. The Social Fabric
baseline [24] misses the lean_on predicate, while our method detects it correctly.

5.5 CONCLUSION

Predicate recognition plays a central role in current dynamic scene graph generation
methods, but the long-tailed and multi-label nature of the predicate distribution is com-
monly ignored. We find that rare predicates on popular benchmarks are poorly recovered
or even ignored in recent methods. To make the step toward unbiased scene graph
generation in videos, we propose a multi-label meta learning framework that learns to
weight samples and classes to help optimize any predicate classifier. Our approach is
generic and can be plugged into any existing methods. Experiments on two benchmarks
and two recent methods show the potential of our meta learning framework, with better
overall performance and an improved focus on rare predicates.
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SUMMARY AND CONCLUSIONS

6.1 SUMMARY

This thesis investigates the spatio-temporal perception of interactivity in videos. Specif-
ically, this thesis focuses on the research question: how fo automate the perception of
interactivity in video content? We start with the definition of interactivity, followed by
the recognition of interactivity, then their error analysis, and finally recognizing the rare
interactivities. A brief summary of each chapter is provided as follows:

Chapter 2: This chapter introduces spatio-temporal interactivity proposals for video
surveillance. Rather than focusing solely on actions performed by subjects, we explicitly
include the objects that the subjects interact with. To enable interactivity proposals, we
introduce the notion of interactivityness, a score that reflects the likelihood that a subject
and object have an interplay. For its estimation, we propose a network containing an
interactivity block and geometric encoding between subjects and objects. The network
computes local interactivity likelihoods from subject and object trajectories, which we
use to link intervals of high scores into spatio-temporal proposals. Experiments on an
interactivity dataset with new evaluation metrics show the general benefit of interactivity
proposals as well as its favorable performance compared to traditional temporal and
spatio-temporal action proposals.

Chapter 3: Here we strive to classify and detect the relationship between object
tubelets appearing within a video as a (subject-predicate-object) triplet. Where existing
works treat object proposals or tubelets as single entities and model their relations a
posteriori, we propose to classify and detect predicates for pairs of object tubelets a priori.
We also propose Social Fabric: an encoding that represents a pair of object tubelets as
a composition of interaction primitives. These primitives are learned over all relations,
resulting in a compact representation able to localize and classify relations from the pool
of co-occurring object tubelets across all timespans in a video. The encoding enables
our two-stage network. In the first stage, we train Social Fabric to suggest proposals that
are likely interacting. We use the Social Fabric in the second stage to simultaneously
fine-tune and predict predicate labels for the tubelets. Experiments demonstrate the
benefit of early video relation modeling, our encoding and the two-stage architecture,
leading to a new state-of-the-art on two benchmarks. We also show how the encoding
enables query-by-primitive-example to search for spatio-temporal video relations.

Chapter 4: Video relation detection forms a new and challenging problem in computer
vision, where subjects and objects need to be localized spatio-temporally and a predicate
label needs to be assigned if and only if there is an interaction between the two. Despite
recent progress in video relation detection, overall performance is still marginal and
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it remains unclear what the key factors are towards solving the problem. Following
examples set in the object detection and action localization literature, we perform a
deep dive into the error diagnosis of current video relation detection approaches. We
introduce a diagnostic tool for analyzing the sources of detection errors. Our tool
evaluates and compares current approaches beyond the single scalar metric of mean
Average Precision by defining different error types specific to video relation detection,
used for false positive analyses. Moreover, we examine different factors of influence
on the performance in a false negative analysis, including relation length, number of
subject/object/predicate instances, and subject/object size. Finally, we present the effect
on video relation performance when considering an oracle fix for each error type. On
two video relation benchmarks, we show where current approaches excel and fall short,
allowing us to pinpoint the most important future directions in the field.

Chapter 5: Recognizing the predicate between subject and object pairs is imbalanced
and multi-label in nature, ranging from ubiquitous interactions such as spatial relation-
ships (e.g. in front of ) to rare interactions such as twisting. In popular benchmarks such
as Action Genome and VidOR, the imbalance ratio between most and least frequent
predicates is 3218 and 3408 respectively, far higher even than benchmarks specifically
designed to address long-tailed recognition. Due to these long-tailed distributions and
label co-occurrences, recent state-of-the-art methods rely heavily on the most often
occurring predicate classes, ignoring predicate classes in the long tail. In this chapter, we
analyze the limitations of current approaches for scene graph generation in videos and
find a one-to-one correspondence between predicate frequency and recall performance.
To make the step towards unbiased scene graph generation in videos, we introduce a
multi-label meta-learning framework to deal with the biased predicate distribution. Our
meta-learning framework learns a meta-weight network for each training sample over
all possible label losses. We evaluate our approach on the Action Genome and VidOR
benchmarks by building on two current state-of-the-art methods for each benchmark. The
experiments confirm that our multi-label meta-weight network improves the performance
for predicates in the long tail without hampering performance for head classes, resulting
in better overall performance and favorable generalizability.

6.2 CONCLUSIONS

This thesis investigated the machine perception of interactivity in videos, addressing
aspects such as detection, prediction, and analysis. Despite progress, machines still
require substantial human-annotated training data to effectively perceive an interactivity,
unlike humans. Future work could explore several promising directions to advance
detecting interactivity in videos with less dependence on annotations. One possibility is
through weakly-supervised learning, reducing reliance on richly annotated data. Current
methods require dense annotations for each frame, but single frame supervision could
greatly reduce manual annotations. Moreover, leveraging the temporal correlation
between frames through self-supervised learning for interactivity feature representations
offers potential. Finally, incorporating multi-modal data sources, such as audio and
text, could enhance the understanding of interactivity by providing complementary
information.
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SAMENVATTING

Dit proefschrift onderzoekt de tijdruimtelijke perceptie van interactiviteit in video’s. Dit proef-
schrift richt zich met name op de onderzoeksvraag: hoe kan de perceptie van interactiviteit in
video-inhoud geautomatiseerd worden? We beginnen met de definitie van interactiviteit, gevolgd
door de herkenning van interactiviteit, vervolgens de bijbehorende foutenanalyse, en ten slotte
het herkennen van de zeldzame interactiviteit. Een korte samenvatting van elk hoofdstuk wordt
als volgt gegeven:

Hoofdstuk 2: Dit hoofdstuk introduceert tijdruimtelijke interactiviteitsvoorstellen voor videobe-
waking. In plaats van ons uitsluitend te focussen op de acties die door de onderwerpen worden
uitgevoerd, nemen we expliciet de objecten op waarmee de onderwerpen interageren. Om inter-
activiteitsvoorstellen mogelijk te maken, introduceren we het begrip interactiviteitsgraad, een
score die de waarschijnlijkheid weerspiegelt dat een onderwerp en object een wisselwerking
hebben. Voor de schatting hiervan stellen we een netwerk voor met een interactiviteitsblok en
geometrische codering tussen onderwerpen en objecten. Het netwerk berekent lokale interac-
tiviteitswaarschijnlijkheden uit de trajecten van het onderwerp en het object, die we gebruiken
om intervallen met hoge scores te koppelen aan tijdruimtelijke voorstellen. Experimenten op
een interactiviteitsdataset met nieuwe evaluatiemetingen tonen het algemene voordeel van in-
teractiviteitsvoorstellen en hun gunstige prestaties in vergelijking met traditionele temporele en
tijdruimtelijke actievoorstellen.

Hoofdstuk 3: Hier streven we ernaar om de relatie tussen object ‘tubelets’ die binnen een
video verschijnen te classificeren en te detecteren als een (onderwerp-predikaat-object) triplet.
Waar bestaande werken objectvoorstellen of tubelets behandelen als enkele entiteiten en hun
relaties a posteriori modelleren, stellen we voor om predikaten voor paren van object tubelets
a priori te classificeren en te detecteren. We stellen ook Social Fabric voor: een codering die
een paar object tubelets vertegenwoordigt als een compositie van interactieprimitieven. Deze
primitieven worden geleerd over alle relaties, resulterend in een compacte weergave die in staat
is om relaties te lokaliseren en te classificeren uit de pool van gelijktijdig voorkomende object
tubelets over alle tijdsspannen in een video. De codering maakt ons twee fasen netwerk mogelijk.
In de eerste fase trainen we Social Fabric om voorstellen te suggereren die waarschijnlijk
interactief zijn. We gebruiken de Social Fabric in de tweede fase om tegelijkertijd te finetunen en
predikaatlabels voor de tubelets te voorspellen. Experimenten tonen het voordeel aan van vroege
videorelatiemodellering, onze codering en de tweefasenarchitectuur, wat leidt tot een nieuwe
stand van zaken op twee benchmarks. We tonen ook aan hoe de codering query-door-primitieve-
voorbeeld in staat stelt om naar tijdruimtelijke videorelaties te zoeken.

Hoofdstuk 4: Videorelatiedetectie vormt een nieuw en uitdagend probleem in computer
vision, waarbij onderwerpen en objecten tijdruimtelijk gelokaliseerd moeten worden en een
predikaatlabel moet worden toegewezen als en alleen als er een interactie is tussen de twee.
Ondanks de recente vooruitgang in videorelatiedetectie, is de algehele prestatie nog steeds
marginaal en blijft het onduidelijk wat de sleutelfactoren zijn om het probleem op te lossen.
Volgens voorbeelden in de literatuur over objectdetectie en actielokalisatie, duiken we diep in
de foutendiagnose van huidige benaderingen van videorelatiedetectie. We introduceren een
diagnostisch hulpmiddel voor het analyseren van de bronnen van detectiefouten. Ons hulpmiddel
evalueert en vergelijkt huidige benaderingen verder dan de enkele scalaire metriek van gemiddelde
precisie door verschillende fouttypen specifiek voor videorelatiedetectie te definiéren, gebruikt
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voor analyses van valse positieven. Bovendien onderzoeken we verschillende factoren van
invloed op de prestatie in een analyse van valse negatieven, waaronder relatielengte, aantal
onderwerp/object/predikaat instanties, en onderwerp/object grootte. Ten slotte presenteren we het
effect op videorelatieprestaties wanneer we een orakelfix overwegen voor elk fouttype. Op twee
videorelatie benchmarks tonen we aan waar huidige benaderingen uitblinken en tekortschieten,
waardoor we de belangrijkste toekomstige richtingen in het veld kunnen aangeven.

Hoofdstuk 5: Het herkennen van het predikaat tussen onderwerp en object paren is oneven-
wichtig en multi-label van aard, variérend van alomtegenwoordige interacties zoals ruimtelijke
relaties (e.g. tegenover) tot zeldzame interacties zoals draaien. In populaire benchmarks zoals Ac-
tion Genome en VidOR is de disbalansverhouding tussen de meest en minst frequente predicaten
respectievelijk 3218 en 3408, veel hoger zelfs dan benchmarks specifiek ontworpen om long-tailed
herkenning aan te pakken. Door deze long-tailed distributies en label gelijktijdigheden vertrouwen
recente state-of-the-art methoden sterk op de meest voorkomende predikaatklassen, waarbij ze
de predikaatklassen in de long-tail negeren. In dit hoofdstuk analyseren we de beperkingen van
huidige benaderingen voor scene graaf generatie in video’s en vinden een een-op-een correspon-
dentie tussen predikaat frequentie en recall-prestatie. Om de stap naar onbevooroordeelde scene
graaf generatie in video’s te maken, introduceren we een multi-label meta-learning raamwerk
om de bevooroordeelde predikaatdistributie aan te pakken. Ons meta-learning raamwerk leert
een meta-weight netwerk voor elke trainings sample over alle mogelijke label verliezen. We
evalueren onze benadering op de Action Genome en VidOR benchmarks door voort te bouwen
op twee huidige state-of-the-art methoden voor elke benchmark. De experimenten bevestigen
dat ons multi-label meta-weight netwerk de prestaties voor predicaten in de long-tail verbetert
zonder de prestaties voor hoofdklassen te belemmeren, resulterend in betere algehele prestaties
en gunstige algemene toepasbaarheid.
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