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A B S T R A C T   

A comprehensive understanding of the underlying phenomena (coupled fluid flow, charge transfer, mass transfer 
and chemical reaction) is fundamental for a proper design, analysis and scale-out of chemical reactors when 
carrying out multiphase electro-organic transformations. In this study, we have explored the novel combination 
of organic electrochemical synthesis and computational fluid dynamics (CFD) to perform a systematic theoretical 
investigation concerning the effect of different operational parameters on the performance of organic-aqueous 
Taylor flow in electrochemical microreactors. The results indicate that operating at high concentrations of the 
rate-limiting species (>5 mol⋅m− 3 for Di ≥ 10− 9 m2⋅s− 1; 500 mol⋅m− 3 for Di ∼ 10− 10 m2⋅s− 1) is beneficial for the 
reactor performance. However, excessively high concentrations (>500 mol⋅m− 3) do not result in a further 
improvement in mass transfer and current/voltage relation. Higher diffusivities are also beneficial, but even in 
this scenario limiting current densities can be found when working at low concentrations. Overall, keeping an 
internal:external phase electrical conductivity ratio > 1 improves the reactor performance. Working at lower 
velocities can be beneficial in some scenarios, since higher limiting current densities can be obtained. However, 
the velocity impact on the reactor performance is not significant in some operating conditions (e.g., at higher 
concentrations and diffusivities). Finally, working with higher cell potentials is beneficial, but limiting current 
densities can be encountered at lower concentrations and diffusivities. Variables such as internal phase volume 
fraction, droplet length and interelectrode distance also have relevant impact on the reactor performance, but are 
subjected to the same conditioning factors previously mentioned. A comprehensive potential balance was also 
conducted, showing the relative importance of the activation, Ohmic and concentration overpotentials under 
different operating conditions. We believe the insights gained herein will be of interest to researchers in both 
academia and industry to develop more efficient electrochemical flow reactors for liquid–liquid transformations.   

1. Introduction 

There is no doubt about the urgent need for an in-depth assessment 
of the current industrial standards for chemical transformations to 
enable greener and more efficient synthetic routes. Smart chemical 
plants will be required, which use automation and artificial intelligence 
to adjust the processes in real time, thus establishing highly selective 
and productive transformations [1,2]. In addition, the sustainability 
goals of the chemical industry can -at least partially- be achieved 
through the maxims of process intensification (PI) [3-9]. 

Multifunctional reactors [10-12], including monolithic designs [13- 
15], and micro-flow [16,17] devices are the current standards for 

intensifying chemical transformation plants at the equipment level. 
Monolithic structures have been applied in electrochemical [18-20], 
photochemical [21] and thermally-activated catalytic reactions [22,23]. 
Environmental protection, power plants and bulk chemicals can be lis-
ted among several sectors in which this technology has already been 
implemented, carrying out monophasic or multiphase flows [23]. 
Similarly, micro-flow chemistry, driven by photochemical [24,25] or 
electrochemical [26] activation modes, has attracted a great deal of 
attention in recent years due to the potential to use renewable energy 
sources. Microreactors have widely been recognized as a key equipment 
for Process Intensification as they provide high surface-to-volume ratios, 
short diffusion distances, high and reproducible interfacial areas [27]. 
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Therefore, the combination of microreactors with photo-/electrochem-
istry is a perfect match to enable green process development focused on 
high efficiency with a reduction of the negative side effects to our planet. 

The increased availability of green electricity has driven smart 
technologies in several areas, including transportation and the energy 
sector [28,29]. This fact has also pushed academia and industry towards 
a renewed interest in developing micro-flow electrochemical method-
ologies [30]. Electron-driven chemical activation is attractive not only 
from a sustainability perspective but also as a strategy to establish new 
synthetic transformations and to provide higher selectivities in con-
ventional synthetic pathways [31,32]. While most of the electroorganic 
transformations are conducted in single-phase flow (i.e., with all species 
in solution), multiphase applications involving gas–liquid [33,34] and 
liquid–liquid flow [35-37], often leading to the so-called Taylor flow 
[38-40], are also encountered. The segmented flow regime occurring in 
these devices leads to toroidal fluid circulation patterns [39,40], 
allowing for increased radial heat and mass transfer while minimizing 
axial dispersion effects. 

The theoretical understanding of the transport phenomena and the 
charge transfer processes occurring in multiphase micro-flow electro-
chemistry is of paramount importance for proper design, analysis and 
scale-out purposes. In a previous study [41] we have used computational 
fluid dynamics (CFD), a powerful tool for simulating the coupled 
nonlinear phenomena taking place in micro-flow chemistry [42-48], to 
investigate the effect of mixing and charge transfer in gas–liquid micro- 
flow electro-organic transformations. Our calculations have shown that 
gas bubbles have controversial effects on the performance of these de-
vices. This means that, while the presence of the bubbles intensify the 
mixing efficiency [49-53], the gas bubbles also block the charge transfer 
and, thus, the chemical reaction shuts down around them. 

Despite the fact that the fluid dynamics [54-57] and the associated 
heat [58-62] and mass [63-65] transport mechanisms of liquid–liquid 
flow processes are quite established, theoretical and/or experimental 
investigations of liquid–liquid electrochemical systems are hitherto only 
rarely reported [66-69]. 

To the best of our knowledge, a systematic theoretical investigation 
of Taylor flow with coupled mass transfer, charge transfer and chemical 
reaction in liquid–liquid electro-organic transformations is currently 
missing. More specifically, we were interested in the charge and mass 
transfer behavior in such liquid–liquid micro-flow systems and the in-
fluence of different electrical conductivity ratios. Could the presence of 
an aqueous phase have a positive effect on electro-organic trans-
formations in comparison to an equivalent homogeneous (single-phase) 
system? How different would the coupled nonlinear phenomena behave 
in liquid–liquid electro-organic systems when compared to the 
gas–liquid ones? 

These questions have stimulated us to perform a study focused on the 
novel combination of CFD and liquid–liquid electro-organic trans-
formations. The effect of different operational variables (electrical 
conductivity ratio, mass diffusivity, velocity, concentration, cell poten-
tial, internal phase volume fraction, internal phase length and inter- 
electrode distance) were systematically studied using CFD calcula-
tions. The investigation was mainly based on the analysis of a potential 
distribution in the electrochemical microreactor (considering the 
contribution of ohmic, concentration and activation overpotential) and 
polarization curves. The electrochemical oxidative coupling between 
thiophenol and fluoride yielding sulfonyl fluorides [70,71]) was selected 
as a benchmark reaction and a typical modular electrochemical micro-
reactor configuration was considered [72]. We believe that the insights 
provided herein will aid in the future design, analysis and scale-out of 
electrochemical flow reactors and the execution of micro-flow electro- 
organic transformations. 

2. Method 

2.1. Electrochemical reactor and benchmark reaction 

The micro-flow electrochemical reactor (Fig. 1A) designed by our 
group and described in detail elsewhere [72] was considered for 
modeling purposes. In summary, the reactor comprises eight channels 
(allowing for different reactor configurations in series and parallel and 
consequent variable reaction volume) with an interelectrode distance of 
250 μm and a width of 3 mm (Fig. 1B) [71-73]. This device represents a 
typical electrochemical microreactor for organic transformations, 
serving as a reference for the interelectrode distances and velocities 
adopted in our numerical investigations. 

Moreover, as a benchmark reaction with the kinetics at the anode as 
the rate-limiting step, the electrochemical oxidative coupling of thio-
phenol and fluoride yielding sulfonyl fluoride was considered (Fig. 1C) 
[71]. The reaction medium consists of a biphasic mixture composed of 
aqueous HCl solution and an organic CH3CN phase. Thiophenol is used 
as the substrate, while KF was the fluoride source. Moreover, pyridine is 
added to produce high yields since it may act as a phase transfer catalyst 
and electron mediator, according to the mechanism illustrated in 
Fig. 1D. 

Following the mechanism proposed, reaction (ii) represents the rate- 
limiting step at the anode [70,74,75], while the other steps are consid-
ered to be fast as we were never able to isolate or observe those in-
termediates under the given reaction conditions. Furthermore, step (i) 
represents KF association with pyridine and fluoride interfacial transfer 
from the aqueous to the organic phase. The fluoride phase transfer oc-
curs in the form of C5H5NH+-F- and controls the supply of this reagent to 
the anode surface. The optimal reaction condition is achieved with a 
residence time of 5–10 min and a cell potential of 3.30 V [71]. Again, 
this reaction environment was taken as a reference for the parametric 
study carried out numerically herein, considering the effects of different 
scenarios on the performance of liquid–liquid electrochemical trans-
formations in micro-flow. 

2.2. Mathematical modeling and computational procedure 

2.2.1. Computational domain 
The liquid–liquid flow inside the electrochemical microreactor can 

be represented by the scheme shown in Fig. 2A, where Ω1 is the internal 
(dispersed) phase and Ω2 is the external (continuous) phase. 

Taylor recirculation occurs in the external and internal phases. The 
subdomain Ω1 repeats periodically along the reactor. Moreover, each 
subdomain Ω1 represents a source for the rate-limiting species i. The 
two-phase flow occurs in the interelectrode gap (cathode placed at the 
upper plate and anode placed at the bottom plate). The 
electrochemically-driven chemical transformation occurs only at the 
anode surface. 

The full domain was reduced to a 2D unit cell (UC) for modeling 
purposes, representing the periodical Taylor flow occurring throughout 
the reactor, depicted in Fig. 2B. This unit cell was modeled, taking the 
disperse phase as the reference frame. Therefore, the droplet velocity UD 
was imposed at the walls, while a relative velocity (UD − UTP; UTP cor-
responding to the average two-phase velocity) and null gauge pressure 
were prescribed at the inlet and the outlet, respectively. 

2.2.2. Fluid flow 
The multiphase flow in the electrochemical device was calculated 

through the moving mesh Arbitrary Lagrangian–Eulerian (ALE) formu-
lation [76-79] in COMSOL® Multiphysics. This enables precise flux 
calculations at fluid–fluid interfaces. Moreover, it allows a straightfor-
ward implementation of fluxes at fluid–fluid interfaces. Working with 
the moving mesh approach also provides an easy implementation of a 
known saturation concentration or a partition coefficient at the inter-
face. Additionally, growth or shrinkage of the dispersed phase due to 
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mass transfer at the interface can be easily implemented in COMSOL® 
Multiphysics using the moving mesh approach. Given the advantages of 
this method for the current and future investigations in this field, we 
have opted to use this approach in our simulations as an alternative to 
traditional multiphase models (e.g., level-set, phase field, etc.). 

The two-dimensional, Newtonian, transient, laminar and incom-
pressible flow occurring in the micro-electrochemical device was 
modeled according to Eqs. (1) and (2) (momentum and overall mass 
conservation, respectively): 

Fig. 1. Overview of the reaction environment: (A) electrochemical reactor – external view, (B) electrochemical reactor – internal view, (C) chemical transformation 
under study, and (D) reaction mechanism (reaction ii represents the rate limiting step at the anode’s surface, since the steps iii-v represent click reaction mechanisms; 
step i represents KF dissociation, mediated by pyridine, and fluoride interfacial transfer from the aqueous to the organic phase). 

Fig. 2. Biphasic flow occurring in the electrochemical reactor: (A) segmented flow (internal phase Ω1 and external phase Ω2 flowing periodically between the 
electrodes), and (B) a scheme of the unit cell considered in this work, with an indication of the boundary conditions adopted. 
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ρ
[

∂u
∂t

+(uc∙∇)u
]

= ∇∙
[
− pI+ μ

(
∇u + (∇u)T ) ] (1)  

∇∙u = 0 (2) 

where uc (m⋅s− 1) is the convective velocity, defined as the difference 
of material velocity and mesh velocity [76], and u (m⋅s− 1) is the velocity. 
The gravitational force was neglected (since viscous forces and surface 
tension are predominant, Bo = ΔρgD2/σ = 0.13) 

At the inlet, fully developed laminar flow was adopted, while at the 
outlet, null gauge pressure was specified. At the upper and bottom walls, 
a tangential velocity was specified according to Eq. (3). 

u = Uwt (3) 

where Uw (m⋅s− 1) is the velocity imposed at these boundaries and t 
(dimensionless) is the tangential vector at the walls. 

At the liquid–liquid interface, the finite stresses are calculated ac-
cording to Eq. (4) [76]. 

n∙τ1 = n∙τ2 + fst (4) 

where τ1 (N⋅m− 2) and τ2 (N⋅m− 2) are the total stress tensors in each 
phase (internal and external, respectively) at the interface, while n 
(dimensionless) is the normal of the interface. The term fst (N⋅m− 2) 
corresponds to the force per unit area related to the surface tension, 
expressed in Eq. (5) [76]. 

fst = σ(∇s∙n)n − ∇sσ (5) 

where σ is the surface tension coefficient (N⋅m− 1) and ∇s is the 
surface gradient operator, given by Eq. (6) [76]. 

∇s =
(
I − n∙nT)∇ (6) 

Two components (normal and tangential) can be written for the 
surface tension, according to Eqs. (7) and (8), respectively [76]. 

(n∙τ1 − n∙τ2)∙n = σκ∙n (7)  

(n∙τ1 − n∙τ2)∙t = 0 (8) 

where κ (dimensionless) is the curvature of the interface. Moreover, 
continuity of the velocity field is considered at the interface, according 
to Eq. (9) [76]. 

u1 = u2 (9) 

where u1 (m⋅s− 1) and u2 (m⋅s− 1) are the velocity of the internal and 
external phase, respectively, at the interface. 

2.2.3. Mass transfer and chemical reaction 
The transport of species i in the micro-electrochemical reactor was 

modeled through the steady-state convection–diffusion equation (Eq. 
(10)), neglecting any bulk chemical reaction and considering Fickian 
diffusive flux. 

(uc∙∇)ci = ∇∙(Di∇ci) (10) 

where uc (m⋅s− 1) is the convective velocity, ci (mol⋅m− 3) is the spe-
cies i molar concentration and Di (m2⋅s− 1) is the species i mixture 
diffusivity (assumed as constant). 

A finite flux was taken into account for species i, dependent on the 
local current density, at the anode’s surface (Eq. (11)), while the diffu-
sive flux was assumed as negligible at the cathode’s surface (Eq. (12)). 

− r’’
i =

νiiloc

nF
(11)  

− n∙Ji = 0 (12) 

where − r’’
i is the rate of species i consumption per unit of the anode’s 

surface area (mol⋅m− 2⋅s− 1), νi is the stoichiometric coefficient (dimen-
sionless), iloc is the position-dependent current density (A⋅m− 2), n is the 

number of electrons involved in the chemical transformation (dimen-
sionless), F is the Faraday constant (C⋅mol− 1) and n is the normal vector 
(dimensionless). 

Periodicity was assigned at the unit cell’s lateral boundaries, as 
described by Eqs. (13) and (14), i.e., both the species i concentration and 
normal convective flux are equal at these frontiers. 

cisrc = cidst (13)  

− nsrc∙(Ji + uci)src = ndst∙(Ji + uci)dst (14) 

where cisrc and cidst are the species i concentration (mol⋅m− 3) at the 
source and destination boundaries, respectively; nsrc and ndst (dimen-
sionless) are the normal vectors at the source and destination bound-
aries, respectively. The source and destination boundaries for the species 
transport model are equivalent to the inlet and outlet boundaries, 
respectively, of the fluid flow model. 

Moreover, the concentration of species i was imposed as the satu-
ration concentration at the fluid–fluid interface, according to Eq. (15). 

ci = ci,int = ci,sat (15) 

where ci,sat is the species i’s saturation concentration (mol⋅m− 3). 

2.2.4. Electrochemistry 
The unit cell’s electrochemistry was solved through a steady-state 

secondary current distribution approach, accounting for the concen-
tration gradient and electrode kinetics. The electrolyte (phases Ω1 and 
Ω2) was assumed to conduct current according to Ohm’s law (Eqs. (16) 
and (17)). 

il = − σl∇ϕl (16)  

∇∙il = 0 (17) 

where il (A⋅m− 2) is the current density vector, σl (S⋅m− 1) is the 
electrical conductivity and ϕl (V) is the electrolyte potential. The con-
ductivity of each phase (σl,Ω1 and σl,Ω2 ) was constant. However, the 
values attributed to σl,Ω1 and σl,Ω2 were systematically varied in this 
study. 

Null electric flux was assigned to the unit cell’s lateral boundaries 
(Eq. (18)), ensuring periodicity. 

− n∙il = 0 (18) 

where n (dimensionless) is the normal vector. 
On the other hand, the electric flux assumed finite values at the 

electrodes (Eq. (19)), which in a generic case can be expressed as the 
sum of the local current densities from the m chemical reactions 
occurring at those boundaries (Eq. (20)). 

n∙il = itotal (19)  

itotal =
∑

m
iloc,m = iloc (20) 

where itotal (A⋅m− 2) is the total current density arising from the m 
chemical reactions occurring at the electrode’s surface. In this study, 
m = 1 and itotal is equal to the position-dependent current density iloc 

(A⋅m− 2). 
In particular, concentration-dependent kinetics was prescribed at the 

anode (Eq. (21)) to account for the current density at that surface, while 
linearized Butler-Volmer kinetics was assumed at the cathode (Eq. (22)). 

iloc = i0

[

cRexp
(

αaFη
RT

)

− cOexp
(

αcFη
RT

)]

(21)  

iloc = i0

[
(αa + αc)F

RT

]

η (22) 

where iloc (A⋅m− 2) is the local current density, F (C⋅mol− 1) is the 
Faraday constant, i0 (A⋅m2) is the exchange current density, cR and cO 
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(dimensionless) are the concentration of reduced and oxidized species, 
respectively, αa and αc (dimensionless) are the anodic and cathodic 
transfer coefficients, respectively, R (J⋅mol− 1⋅K− 1) is the universal gas 
constant, T (K) is the temperature and η (V) is the overpotential. 

The overpotential η was calculated according to Eq. (23), where ϕs 
(V) and ϕl (V) are the electrode and electrolyte potential, respectively, 
and Eeq (V) is the equilibrium potential. Finally, a comprehensive po-
tential balance was carried in the system, accounting for the activation 
(ηa and ηc, at the anode and the cathode, respectively), the ohmic (ηohm) 
and the concentration (ηconc) overpotentials, according to Eq. (24). 

η = ϕs − ϕl − Eeq (23)  

Ecell = Eeq + ηa + ηc + ηohm + ηconc (24)  

2.2.5. Computational procedure 

2.2.5.1. Computational domain and solution strategy. We started the 
simulations by solving the fluid dynamics in the 2D unit cell. A UC with 
height H = 250 μm and length 4H was taken as reference. The ratio γ =

Ω1/Ω2 was initially fixed in 0.5. An arbitrary shape for the secondary 
phase (Ω2) was considered. Given the boundary conditions imposed, a 
time-dependent solution of the fluid flow equations was performed until 
steady-state was reached. An iterative procedure was adopted to find the 
wall velocity (Uw) resulting in steady-state conditions, i.e., stable sec-
ondary phase morphology with negligible interface motion positioned at 
the center of the UC, for a given set of boundary conditions. Three ve-
locities were considered though a multiplier β = 1 – 3 (β = 3 corre-
sponding to the velocity leading to the residence time of 5 min – typical 
in liquid–liquid electroorganic transformations in microchannels; β2 =

β3/2 and β1 = β3/3). The surface tension coefficient was defined as 1 
mN⋅m− 1 in all simulations. Surface tension coefficients for aqueous- 
organic pairs typically vary in the range of ~ 1 mN/m to ~ 50 mN/m 
[80]. The external phase consists of CH3CN, with density of 786 kg∙m− 3 

and dynamic viscosity of 0.341 mPa∙s, while the internal phase is water, 
with density of 1000 kg∙m− 3 and dynamic viscosity of 1 mPa∙s. 

2.2.5.2. Validation of the fluid flow model. Based on the same approach, 
different configurations were tested varying the two-phase velocity in 
the UC (UTP), the UC length keeping γ constant (elongated secondary 
phase), the UC length with variable γ and the UC height H. 

The same procedure was also applied to verify the fluid flow model, 
taking the thin film formed between the interface and the walls (external 
phase, Ω2, film thickness), the droplet (internal phase, Ω1) velocity and 
the pressure drop per droplet (internal phase, Ω1) as reference. The 
numerical results for the external phase film thickness was compared 
with the predictions from the correlations developed or modified by 
Bretherton [81], Aussillous and Quéré [82], Han, Shikazono and Kasagi 
[83] and Eain, Egan and Punch [84] according to Eqs. (25)–(28), 
respectively. 

δ
D

=
1
2
∙0.643∙(3∙CaD)

2/3 (25)  

δ
D

=
1
2
∙

0.643∙(3∙CaD)
2/3

1 + 2.5∙0.643∙(3∙CaD)
2/3 (26)  

δ
H

=
0.670∙Ca2/3

D

1 + 3.13∙Ca2/3
D + 0.504∙Ca0.672

D ∙Re0.589
D − 0.352∙We0.0629

D

(27)  

δ
D

=
1
2
∙

0.643∙(3∙Ca)2/3

1 + 1.6∙0.643∙(3∙Ca)2/3 (28) 

where δ (m) is the thin film thickness, D (m) is the channel’s diam-
eter, H (m) is the channel’s height, CaD (dimensionless) is the capillary 
number based on the dispersed phase velocity (CaD = μextUD/σ; μext 

consisting in the dynamic viscosity of the external phase) and Ca is the 
capillary number based on the average two-phase velocity (Ca =

μextUTP/σ). 
The droplet velocity was calculated as a function of the average two- 

phase velocity, the film thickness (predicted by a correlation) and the 
channel’s characteristic length according to Eq. (29) [85]. 

UD

UTP
=

(
1 − 2∙

δ
D

)− 2
(29) 

Moreover, the pressure drop per droplet was estimated using the 
correlations of Ratulowski and Chang [86] and Langewisch and Buon-
giorno [87], according to Eqs. (30) and (31), respectively. 

ΔPD

σ/R
= 4.52∙(3∙CaD)

2/3
− 12.6∙Ca0.95

D (30)  

ΔPD

σ/R
=

{
3.96∙Ca0.58

D ,CaD < 0.187,ReD < 5
8∙CaD,CaD ≥ 0.187

(31)  

2.2.5.3. Calculation of the species transport and the electrochemistry. The 
next step consisted of simulating the coupled species transport and 
electrochemistry with a steady-state solver. A specific concentration of 
species i was considered in the Ω1 subdomain (internal phase) and at the 
interface, while null concentration was specified in the subdomain Ω2 
(external phase). The species i dissolved in the subdomain Ω2 reacted at 
the anode’s surface following a concentration-dependent kinetics. 
Periodicity was ensured, as indicated in section 2.2.1. 

A half-cell approach was adopted, considering a varying positive 
voltage at the anode (+3 V to +4 V in intervals of 0.1 V) while keeping 0 
V at the cathode. Eeq was specified as 0 V and +2.9 V at the cathode and 
the anode, respectively. Moreover, the exchange current density was 
defined as i0 = 1.0A⋅m− 2 at the anode, while i0 = 10A⋅m− 2 was 
considered at the cathode. 

The concentration of the species i transferred from the phase Ω1 to 
phase Ω2, the electrical conductivity ratio θ = σ1/σ2 and the diffusivity 
of species i were systematically varied in the simulations:  

• ci,Ω1 = ci,int assumed the values 500 mol⋅m− 3, 5 mol⋅m− 3, 0.5 
mol⋅m− 3, and 0.05 mol⋅m− 3.  

• θ was defined as 2 (500 μS⋅cm− 1/250 μS⋅cm− 1), 50 (500 μS⋅cm− 1/10 
μS⋅cm− 1), 0.5 (250 μS⋅cm− 1/500 μS⋅cm− 1) and ~ 0 (10-6 μS⋅cm− 1/ 
250 μS⋅cm− 1).  

• Di was equal to 10-9 m2⋅s− 1 (reference), 10-8 m2⋅s− 1 and 10-10 m2⋅s− 1. 

2.2.5.4. CFD code and numerical details. The mathematical model was 
solved with the finite element method-based software COMSOL® Mul-
tiphysics (Burlington, MA), using the laminar flow, secondary current 
distribution and transport of diluted species modules. A mesh indepen-
dence study was carried out to determine the optimal refinement level (i. 
e., capturing the intrinsic phenomena with an adequate computational 
cost). The optimal mesh refinement level consisted of ~ 2.6 × 105 ele-
ments. The fluid flow (time-dependent) and the coupled mass transfer 
and electrochemistry (steady-state) were solved in two separate steps 
with direct solvers (MUMPS and PARDISO, respectively). The BDF al-
gorithm was used for the variable time-stepping when solving the fluid 
dynamics. 

3. Results and discussion 

3.1. Fluid dynamics in the electrochemical microreactor 

Fig. 3A presents the Taylor recirculation obtained through the CFD 
simulations in the 2D unit cell. The toroidal recirculation pattern ob-
tained herein is consistent with previous works reported in the literature 
[58,63,88,89]. 
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In fact, Taylor recirculation plays a significant role in segmented flow 
in microchannels, contributing to intensifying the mixing [90]. 
Figures S1 and S2 illustrate the mixing occurring in the internal (Ω1) and 
external (Ω2) phases due to the recirculation found in this flow pattern. 
More details can be found in the Supplementary Information. 

The reliability of the fluid dynamics model was tested in the 2D 
rectangular channel taking the external phase (Ω2) film thickness, the 
droplet (internal phase, Ω1) velocity and the pressure drop per droplet 
(internal phase, Ω1) as reference. For the given set of boundary condi-
tions specified, the wall velocity was iteratively varied until a steady- 
state was reached with stagnant internal phase (Ω1) positioned at the 
UC’s center (considering γ = 0.5 and LUC = 4HUC). Under these condi-
tions, the thin film thickness was measured (average value in the uni-
form liquid film zone) and compared to the correlations expressed by 
Eqs. (25) to (28). Fig. 3B presents the external phase thin film thickness 
obtained numerically (CFD solution) and through the correlations of 
Bretherton [81], Aussillous and Quéré [82], Han, Shikazono and Kasagi 
[83] and Eain, Egan and Punch [84]. Good agreement was observed 
between the CFD results and all the correlations tested. The correlations 
from Aussillous and Queré, Han, Shikazono and Ksagi (HSK) and Eain, 
Egan and Punch (EEP) tended to underpredict the film thickness as the 
capillary number increased, while Bretherton’s correlation resulted in a 
slight overprediction of δ for the higher capillary number evaluated. 

A critical capillary number for the transition from viscous-capillary 
to viscous-inertial regime can be estimated as Ca* ∼

(
μ2/ρRσ

)3/4 

[82,84]. For the conditions evaluated in this work, Ca* ∼ 2.5. Therefore, 
a viscous-capillary regime can be considered for all scenarios studied 
herein. 

The theoretical expression proposed by Bretherton [81] 
(10− 4 < Cab < 10− 2, inviscid gas bubbles, δ≪R) and the semi-empirical 
correlation presented by Aussillous and Quéré [82] (Cab < 1.4) were 
obtained for gas–liquid Taylor flow in circular channels. The model from 
Aussillous and Queré captures the capillary’s confinement effect 
imposing a limit to the film thickness for large Cab, but reduces to 
Bretherton’s predictions for low Cab. The correlations proposed by 
Bretherton and Aussillous and Quéré fail to capture inertial effects on 
the film thickness. The correlation proposed by Eain, Egan and Punch 

[84] consists in a modification of the empirical coefficient in the 
expression from Aussillous and Quéré and considers liquid–liquid Taylor 
flow in circular channels (Ca < 0.14). The correlation of Han, Shikazono 
and Kasagi [83] is applicable for gas–liquid Taylor flow in between two 
parallel plates (considering 0 < Cab⪅0.4 and Re < 2× 103). Thus, it is 
suitable for the 2D cases evaluated in this work. Moreover, it accounts 
for the inertial effects (inertial thinning at low Re and inertial thickening 
at high Re) [87]. 

Therefore, given the low Cab and Re for the cases evaluated in this 
study, the film thickness obtained numerically is in good agreement with 
all correlations tested. Also, the low viscosity ratio for the internal/ 
external phases (0.341) minimizes the effect of the droplet viscosity on 
the film thickness, as observed in previous works [54,56,91,92], so that 
the predictions from the Bretherton’s correlation are in agreement with 
the CFD results. 

It is also interesting to note, from Fig. 3C, that a good agreement was 
obtained when comparing the pressure drop per droplet (internal phase, 
Ω1) and the prediction from the expressions proposed by Ratulowski and 
Chang [86] (Cab < 10− 1) and Langewisch and Buongiorno [87] 
(Cab < 0.187 and Re < 5). Finally, Fig. 3D shows that an excellent 
agreement was observed when comparing the droplet velocity obtained 
numerically (based on the iterative approach described earlier) and that 
predicted by Eq. (29) taking the film thickness predicted by the corre-
lations of Bretherton [81] and Han, Shikazono and Kasagi [83] as 
reference. 

It is important to highlight that different surface tension coefficients 
(taken as 1 mN⋅m− 1 as a reference in this study) would essentially result 
in different thin film thicknesses. 

In a previous study [41], we have simulated gas–liquid Taylor flow in 
microchannel electrochemical reactors in steady-state, considering that 
the shear rate at the interface is negligible. Therefore, the perfect slip 
boundary condition can be successfully applied to the interface. Since in 
liquid–liquid flow this assumption is not valid, the model must account 
for the shear rate at the interface. Thus, a proper boundary condition 
should be implemented at the interface, allowing for a steady-state so-
lution similar to what we did in [41], or a multiphase model can be 
solved, which is the case of the moving mesh ALE approach used herein. 

Fig. 3. (A) Taylor flow in the unit cell. (B) Film thickness as a function of the capillary number. (C) Pressure drop per droplet as a function of the capillary number. 
(D) Droplet velocity as a function of the capillary number. 
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Robust results could also be obtained with traditional multiphase 
models, such as level-set, phase field, etc. 

3.2. Liquid-liquid micro-flow electrochemistry 

3.2.1. Polarization plots for the standard UC, considering different ci,sat, Di 

and β, for a given σΩ1/σΩ2 

Fig. 4 presents the polarization plot (average current density 
measured at the anode varying the potential applied to the electro-
chemical cell in the range +3 V to +4 V in intervals of + 0.1 V) for the 
standard UC, considering different concentrations (ci,sat = 500 mol⋅m− 3, 
5 mol⋅m− 3, 0.5 mol⋅m− 3 and 0.05 mol⋅m− 3), diffusivities (Di = 10-8 

m2⋅s− 1, 10-9 m2⋅s− 1 and 10-10 m2⋅s− 1) and velocities (β = 1 – 3), but 
keeping the internal:external phase electrical conductivity ratio as 2 
(500 μS⋅cm− 1 and 250 μS⋅cm− 1 for the internal and external phase, 
respectively). Each row indicates a different diffusivity (10-8 m2⋅s− 1 → 
10-10 m2⋅s− 1), while each column represents a different velocity for a 
variable-length reactor (β = 1 → 3). 

3.2.1.1. Effect of ci,sat, Di and β, for a given σΩ1/σΩ2 , on the performance of 
the electrochemical microreactor. Overall, the diffusivity has a more sig-
nificant effect on the reactor performance than the velocity. Concen-
trations higher than 500 mol⋅m− 3 did not result in mass transfer 
limitations for any diffusivity or velocity tested. In fact, for 5 mol⋅m− 3 

the mass transfer limitations are negligible for all scenarios when 
considering Di = 10− 8 m2⋅s− 1. However, for ci,sat < 5 mol⋅m− 3 

significant mass transfer limitations can be observed for all velocities 
considered. 

When the diffusivity Di = 10− 9 m2⋅s− 1 is considered, mass transfer 
limitations have a weak but noticeable effect for 5 mol⋅m− 3. However, 
the higher the velocity, the lower these limitations, which is aligned 
with the expected behavior. A limiting current density can be observed 
for the lower concentration tested (0.05 mol⋅m− 3), indicating severe 
mass transfer limitations. 

For the diffusivity Di = 10− 10 m2⋅s− 1, significant mass transfer lim-
itations are observed for 5 mol⋅m− 3 and a limiting current density is 
noticed even for 0.5 mol⋅m− 3. 

Interestingly, lower velocities result in higher current densities 
saturation values (limiting current densities) for lower concentrations. 
As the velocity increases, the mixing effect due to the Taylor recircula-
tion is more pronounced. As in Fig. S3A, it leads to a higher concen-
tration gradient (dci/dH) close to the anode’s surface at the midpoint of 
two consecutive droplets (considering the saturation concentration of 
0.05 mol⋅m− 3 of species i from the aqueous phase). At this point, a 
higher velocity results in a higher local species concentration at the 
anode’s surface and a higher species flux towards the anode. 

However, Fig. S3B shows that the concentration gradient (dci/dH) 
decreases as the velocity increases in the region of the external phase 
liquid film. In particular, this profile was obtained at the center of the 
liquid film region. Also, note that in this plot the concentration is rep-
resented across the entire thickness of the external phase liquid film, i.e., 
in between the liquid–liquid interface and the electrode (anode). The 

Fig. 4. Polarization plot. Each column represents a given velocity (β = 3 → 1), while each row represents a diffusivity (Di = 10-8 m2⋅s− 1), Di = 10− 9 m2⋅s− 1 and Di =

10− 10 m2⋅s− 1, respectively). (A) β = 3, Di = 10− 8 m2⋅s− 1. (B) β = 2, Di = 10− 8 m2⋅s− 1. (C) β = 1, Di = 10− 8 m2⋅s− 1. (D) β = 3, Di = 10− 9 m2⋅s− 1. (E) β = 2, Di = 10− 9 

m2⋅s− 1. (F) β = 1, Di = 10− 9 m2⋅s− 1. (G) β = 3, Di = 10− 10 m2⋅s− 1. (H) β = 2, Di = 10− 10 m2⋅s− 1. (I) β = 1, Di = 10− 10 m2⋅s− 1. 
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extent of this region (y-axis range) is naturally dependent on the ve-
locity, as discussed in section 3.1. Thus, Fig. S3B reveals that the species 
flux to the anode decreases as the velocity increases. Moreover, the local 
concentration at the anode surface is lower for higher velocities. Overall, 
the average species mass flux to the anode increases as the velocity 
decreases, as illustrated in Fig. S3C. 

Thus, the limiting current density obtained is higher for lower ve-
locities than the higher velocities evaluated. Another important 
conclusion from Fig. S3C is that the higher mass flux in the UC occurs 
precisely at the dispersed phase region. Therefore, in systems where the 
electrical conductivity of the secondary phase is higher than that of the 
primary phase (e.g., in liquid–liquid processes operating with aqueous 
droplets in a continuous organic phase), there is an intensification of the 
reaction rate due to the presence of the dispersed phase. 

From these observations, it is clear that it is relevant to operate 
electrochemical microreactors at high concentrations (>5 mol⋅m− 3 for 
Di ≥ 10− 9 m2⋅s− 1; 500 mol⋅m− 3 for Di ∼ 10− 10 m2⋅s− 1) since it maxi-
mizes the current/voltage relation. However, an optimization is 
required since excessively high concentrations (>500 mol⋅m− 3) will not 
result in any efficiency gain. Moreover, too high concentrations are 
challenging in microreactors due to solubility limits and thus clogging 
can occur when e.g., the product is less soluble than the starting 
materials. 

3.2.2. Potential balance under different operational conditions 
A complementary understanding of the effect of the different oper-

ational variables studied herein can be obtained from Fig. 5, repre-
senting the relative importance of the ohmic (ηohm), concentration (ηconc) 
and activation (at the anode, ηact

(+)
, and the cathode, η(− )) overpotentials, 

excluding the equilibrium potential, i.e., 
[
Ecell/

( ∑
iηi − Eeq

) ]
× 100, on 

the cell potential, for Di = 10− 9 m2⋅s− 1. 

3.2.2.1. Effect of ci,sat and β, for a given σΩ1/σΩ2 and Di. Clearly, for the 

higher concentration (500 mol⋅m− 3) there is a negligible effect of 
varying the velocity (decreasing β = 3 → 1 for (A) → (I)). For 5 mol⋅m− 3 

there is a noticeable increase in the concentration overpotential as Ecell 
increases for lower velocities due to the lower mixing effect in this 
scenario. As the concentration is even lower (0.5 mol⋅m− 3 and 0.05 
mol⋅m− 3), the concentration overpotential (ηconc) becomes significant 
and represents the largest fraction of the cell potential when the applied 
potential is increased. However, it is interesting to note that for the 
lower concentration evaluated (0.05 mol⋅m− 3), the concentration 
overpotential decreased as the velocity decreased. On the other hand, 
the ohmic drop increased as the velocity decreased, which can be 
attributed to a reduced ion transport between the electrodes at 
decreasing velocities. The activation overpotentials at the anode and the 
cathode were virtually independent of the velocity. The same behavior 
can be noticed for the concentration of 0.5 mol⋅m− 3. 

3.2.2.2. Effect of ci,sat under different Di, for a given β. Fig. 6 shows the 
effect of the diffusivity of species i on the potential distribution in the 
electrochemical cell. 

Clearly, for the higher concentration (500 mol⋅m− 3), the effect of 
varying the diffusivity on the potential distribution is insignificant 
within the considered Ecell range. However, this behavior changes as the 
concentration of species i in the dispersed phase decreases. In the limit 
scenario where the concentration is as low as 0.05 mol⋅m− 3, the po-
tential distribution is indeed significantly dependent on the species i 
diffusivity. Notably, for the diffusivity Di = 10− 10 m2⋅s− 1, the applied 
Ecell is essentially distributed in concentration and anode activation 
overpotential. As the diffusivity increases, more relevant is the ohmic 
drop contribution and the cathode activation potential, accompanied by 
a remarkable decrease of the concentration overpotential. Interestingly, 
when taking the higher Ecell as a reference, the anode overpotential is 
virtually independent of the diffusivity. 

Fig. 5. Potential distribution map. Each column represents a concentration (500 mol⋅m− 3, 5 mol⋅m− 3, 0.5 mol⋅m− 3 and 0.05 mol⋅m− 3, respectively), while each row 
represents a given velocity (β = 3 → 1). Di = 10− 9 m2⋅s− 1 in all cases. (A) β = 3, ci,sat = 500 mol⋅m− 3. (B) β = 3, ci,sat = 5 mol⋅m− 3. (C) β = 3, ci,sat = 0.5 mol⋅m− 3. (D) β 
= 3, ci,sat = 0.05 mol⋅m− 3. (E) β = 2, ci,sat = 500 mol⋅m− 3. (F) β = 2, ci,sat = 5 mol⋅m− 3. (G) β = 2, ci,sat = 0.5 mol⋅m− 3. (H) β = 2, ci,sat = 0.05 mol⋅m− 3. (I) β = 1, ci,sat =

500 mol⋅m− 3. (J) β = 1, ci,sat = 5 mol⋅m− 3. (K) β = 1, ci,sat = 0.5 mol⋅m− 3. (L) β = 1, ci,sat = 0.05 mol⋅m− 3. 
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3.2.3. Polarization plot and potential balance for the effect of ci,sat under 
different σΩ1/σΩ2 , for a given Di andβ 

3.2.3.1. σΩ1/σΩ2 = 50. Next, we set out to investigate the effect of the 
internal/external phase electrical conductivity ratio on the electro-
chemical performance. Fig. 7 shows the observed behavior when the 
electrical conductivity ratio was changed to 50 (500 μS⋅cm− 1:10 
μS⋅cm− 1 for the internal and external phase, respectively), keeping the 
diffusivity constant (Di = 10− 9 m2⋅s− 1) and considering the velocity 
multiplier β = 2. 

In this scenario, the maximum current density observed (for the 
concentration of 500 mol⋅m− 3) is 55.6% lower than in the case where 

σΩ1/σΩ2 = 2. Moreover, it is interesting to note that for σΩ1/σΩ2 = 50, the 
polarization curves overlap for the concentrations of 500 mol⋅m− 3, 5 
mol⋅m− 3 and 0.5 mol⋅m− 3 (while for the reference case, σΩ1/σΩ2 = 2, a 
deviation from the maximum current–voltage relation is observed for 
0.5 mol⋅m− 3). A different behavior is observed for the concentration of 
0.05 mol⋅m− 3, leading to a limiting current density. Interestingly, the 
limiting current density for σΩ1/σΩ2 = 50 is virtually at the same level 
observed for σΩ1/σΩ2 = 2. The potential distribution plot reveals that the 
ohmic drop effect dominates for the concentrations of 500 mol⋅m− 3, 5 
mol⋅m− 3 and 0.5 mol⋅m− 3. A small concentration overpotential is only 
observed when the concentration is reduced to 0.5 mol⋅m− 3. However, 
when the concentration is further reduced to 0.05 mol⋅m− 3 the behavior 
is significantly different, and the concentration overpotential is the main 

Fig. 6. Potential distribution map. First column represents the concentration of 500 mol⋅m− 3, while the second column represents the concentration of 0.05 mol⋅m− 3 

(i.e., the limits tested). Each row represents a different diffusivity (Di = 10− 8 m2⋅s− 1, Di = 10− 9 m2⋅s− 1 and Di = 10− 10 m2⋅s− 1, respectively). (A) Di = 10− 8 m2⋅s− 1, 
ci,sat = 500 mol⋅m− 3. (B) Di = 10− 8 m2⋅s− 1, ci,sat = 0.05 mol⋅m− 3. (A) Di = 10− 9 m2⋅s− 1, ci,sat = 500 mol⋅m− 3. (C) Di = 10− 9 m2⋅s− 1, ci,sat = 0.05 mol⋅m− 3. (D) Di =

10− 10 m2⋅s− 1, ci,sat = 500 mol⋅m− 3. (E) Di = 10− 10 m2⋅s− 1, ci,sat = 0.05 mol⋅m− 3. β = 2 in all cases. 
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contributor as the Ecell is increased (although for Ecell → 3 V the ohmic 
drop is still the controlling mechanism). 

3.2.3.2. σΩ1/σΩ2 = 0.5. Next, we have inverted the electrical conduc-
tivity ratio to σΩ1/σΩ2 = 0.5 (250 μS⋅cm− 1:500 μS⋅cm− 1 for the internal 
and external phase, respectively), keeping the diffusivity Di = 10− 9 

m2⋅s− 1 and β = 2. The results are summarized in Fig. 8. 
In this scenario, the maximum current density for the concentration 

of 500 mol⋅m− 3 is the same obtained in the reference case (σΩ1/σΩ2 = 2). 
However, as the concentration is reduced, lower current densities are 
obtained as Ecell is increased for σΩ1/σΩ2 = 0.5, but a limiting current 
density at the same level for σΩ1/σΩ2 = 2 is observed when the lower 
concentration (0.05 mol⋅m− 3) is taken into account (i.e., the limits are 
kept constant, although some deviation occurs within the range 
analyzed). In terms of potential distribution, it is interesting to note that 
the ohmic drop dominates for the higher concentration (500 mol⋅m− 3) 
as Ecell increases. But, as Ecell → 3 V, the anode activation overpotential 
becomes the dominating mechanism. Reducing the concentration has a 

sensible impact on the potential distribution from 5 mol⋅m− 3, as the 
concentration overpotential is significant for Ecell → 4 V. As the con-
centration is reduced to the lowest level tested (0.05 mol⋅m− 3), the 
concentration overpotential dominates the potential distribution in the 
electrochemical cell as Ecell → 4 V. However, for Ecell → 3 V the anode 
activation overpotential is the main mechanism. It is also interesting to 
note that the ohmic drop represents a smaller portion of the potential 
map in all conditions tested for σΩ1/σΩ2 = 0.5 when compared to σΩ1/

σΩ2 = 2 (reference case). 

3.2.3.3. σΩ1/σΩ2≈ 10-9. Then, we investigated the scenario where σΩ1/

σΩ2 ≈ 10-9 (10-6 μS⋅cm− 1:500 μS⋅cm− 1 for the internal and external 
phase, respectively), keeping the diffusivity Di = 10− 9 m2⋅s− 1 and β = 2. 
This scenario corresponds to a limiting case where the electrical resis-
tance in the internal phase tends to infinite. We have investigated it 
deeply in our previous study on the influence of gas–liquid segmented 
flow on the electrochemical performance [41]. Fig. 9 summarizes the 
results obtained. 

Fig. 7. Potential distribution map and polarization plot for σΩ1/σΩ2 = 50 (500 μS⋅cm− 1:10 μS⋅cm− 1 for the internal and external phase, respectively), keeping Di =

10− 9 m2⋅s− 1 and β = 2 in all cases. (A) – (D) illustrates the potential distribution for the concentrations of 500 mol⋅m− 3, 5 mol⋅m− 3, 0.5 mol⋅m− 3 and 0.05 mol⋅m− 3, 
respectively, while (E) illustrates the polarization plot for different concentrations considering the Ecell range of 3 V – 4 V. 

Fig. 8. Potential distribution map and polarization plot for σΩ1/σΩ2 = 0.5 (250 μS⋅cm− 1:500 μS⋅cm− 1 for the internal and external phase, respectively), keeping Di =

10− 9 m2⋅s− 1 and β = 2 in all cases. (A) – (D) illustrates the potential distribution for the concentrations of 500 mol⋅m− 3, 5 mol⋅m− 3, 0.5 mol⋅m− 3 and 0.05 mol⋅m− 3, 
respectively, while (E) illustrates the polarization plot for different concentrations considering the Ecell range of 3 V – 4 V. 
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Overall, lower current densities were observed for all concentrations 
(500 mol⋅m− 3, 5 mol⋅m− 3, 0.5 mol⋅m− 3 and 0.05 mol⋅m− 3). A reduction 
of approximately 34% is noticed for the higher concentration at the 
higher potential (4 V) when compared to the reference case (σΩ1/σΩ2 =

2). Limiting current densities are observed for the concentrations of 0.5 
mol⋅m− 3 and 0.05 mol⋅m− 3. Interestingly, the plateau obtained for the 
concentration of 0.05 mol⋅m− 3 is lower than the result obtained in the 

reference case. 
Figure S4 illustrates the flux behavior for the electrochemical reactor 

operating with σΩ1/σΩ2 ≈ 10-9. The reaction shuts down in the region of 
the internal phase. For the higher concentration tested (500 mol⋅m− 3), 
this scenario is even more noticeable. On the other hand, for the lower 
concentration (0.05 mol⋅m− 3), the species i flux is maximum at the edges 
of the internal phase. 

Fig. 9. Potential distribution map and polarization plot for σΩ1/σΩ2 ≈ 10-9 (10-6 μS⋅cm− 1:500 μS⋅cm− 1 for the internal and external phase, respectively), keeping Di =

10− 9 m2⋅s− 1 and β = 2 in all cases. (A) – (D) illustrates the potential distribution for the concentrations of 500 mol⋅m− 3, 5 mol⋅m− 3, 0.5 mol⋅m− 3 and 0.05 mol⋅m− 3, 
respectively, while (E) illustrates the polarization plot for different concentrations considering the Ecell range of 3 V – 4 V. 

Fig. 10. Polarization plot for different operating conditions. (A) σΩ1/σΩ2 = 2 (500 μS⋅cm− 1:250 μS⋅cm− 1 for the internal and external phase, respectively). (B) σΩ1/

σΩ2 = 50 (500 μS⋅cm− 1:10 μS⋅cm− 1 for the internal and external phase, respectively). (C) σΩ1/σΩ2 = 0.5 (250 μS⋅cm− 1:500 μS⋅cm− 1 for the internal and external 
phase, respectively). (D) σΩ1/σΩ2 ≈ 10-9 (10-6 μS⋅cm− 1:500 μS⋅cm− 1 for the internal and external phase, respectively). Di = 10− 9 m2⋅s− 1 and β = 2 in all cases. 

Y. Cao et al.                                                                                                                                                                                                                                     



Chemical Engineering Journal 427 (2022) 131443

12

3.2.3.4. Summary of the effect of ci,sat under different σΩ1/σΩ2 , for a given 
Di and β, based on polarization plot. Fig. 10 summarizes the conclusions 
extracted from the study of the effect of the electrical conductivity ratio 
σΩ1/σΩ2 on the performance of the electrochemical reactor, based on the 
polarization plots. A higher σΩ2/σΩ1 leads to better performance. How-
ever, for optimal operation, σΩ2 must be tuned to significant levels, as 
lower values for this parameter are detrimental for the overall perfor-
mance. While the reaction is intensified at the internal phase region 
when σΩ1 > σΩ2 , the reaction shuts down in this region when σΩ1/σΩ2 → 
0, i.e., when the electrical resistance in the internal phase becomes 
almost infinite; this is a situation which is comparable to gas–liquid 
Taylor flow where no ion transport is observed in the gas bubble region. 

3.2.4. Polarization plot and potential balance for the effect of ci,sat and γ, 
for a given Di, β and σΩ1/σΩ2 

Finally, we investigated the effect of different configurations for the 
UC, considering a varying γ (volume fraction ratio of internal/external 
phase) first. As γ is reduced for the same set of operational conditions 
(diffusivity Di = 10− 9 m2⋅s− 1, β = 2 and σΩ1/σΩ2 = 2) the reactor per-
formance deteriorates. With lower γ, the current density is lower for a 
given Ecell. While for the higher concentration tested (500 mol⋅m− 3) the 
potential distribution is virtually independent of γ, this scenario is 
different when the concentration of 0.05 mol⋅m− 3 is considered. In this 
case, as γ is reduced, the ohmic drop reduces and the concentration 
overpotential increases, becoming the dominating mechanism as Ecell → 
4 V. Therefore, it is preferable to operate the reactor with a higher fre-
quency of dispersed phase to maximize its performance. Fig. 11 illus-
trates this behavior. 

3.2.5. Complementary studies about the effect of relevant varibles on the 
performance of electrochemical microreactors 

The effect of increasing the UC length while keeping the volume 
fraction of the internal phase (γ) constant (i.e., working with elongated 
internal phase), varying the inter-electrode gap (H) as well as the maps 
for the electrolyte potential, electrolyte current density and concentra-
tion for the system operating under different reaction conditions are 
presented and discussed in the Supplementary Information. 

3.2.6. Electrolyte potential, electrolyte current density and concentration 
maps 

Figs. 12 and 13 illustrate the electrolyte potential, electrolyte current 
density and concentration maps for the system operating under different 
reaction conditions. In Fig. 12, one can notice that for σΩ1/σΩ2 = 2, Di =

10− 9 m2⋅s− 1 and β = 2, i.e., the standard case for a concentration of 500 
mol⋅m− 3, it is clear to see the intensification of the reaction rate at the 
region of the internal phase, regardless of Ecell. 

It is also interesting to note that as the diffusivity decreases, the 
reactor tends to operate like a divided cell, as shown in Figure S7. 
Moreover, Fig. 13 presents the behavior when the conditions from 
Fig. 12 are kept constant, but the concentration is reduced to the lower 
limit (0.05 mol⋅m− 3). Clearly, in this scenario there is still an intensifi-
cation of the reaction rate at the region of the internal phase, but the 
pattern observed for the electrolyte potential and the electrolyte current 
density is significantly different. 

Fig. 11. Polarization plot and potential distribution map as a function of the volume fraction (γ) of the internal phase and the concentration. Each column represents 
a different volume fraction (γ = 0.5, γ = 0.25 and γ = 0.125, respectively). Second row illustrates the behavior for the concentration of 500 mol⋅m− 3, while the third 
row represents the concentration of 0.05 mol⋅m− 3 (i.e., the limits of analysis). Di = 10− 9 m2⋅s− 1 and β = 2 in all cases. 
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4. Conclusions 

We have conducted a phenomenological investigation on the effect 
of different operational scenarios for liquid–liquid Taylor flow electro-
chemistry. We show that the selected variables (electrical conductivity 
ratio, mass diffusivity, velocity, concentration, cell potential, internal 
phase volume fraction, internal phase length and inter-electrode dis-
tance) have different impact levels on the reactor performance, with a 
strong interdependence. 

Operating micro-flow electrochemical devices at high concentrations 
is beneficial in all scenarios evaluated. However, a large excess should 
be avoided as it does not result in a further improvement after a specific 
limit which should be optimized for each specific electrochemical 

transformation and reactor configuration. Moreover, the systems take 
advantage of higher diffusivities, although even in this case, limiting 
current densities can be noticed when operating at low concentrations. 

In all cases, operating with an electrical conductivity ratio > 1 for 
internal:external phase is beneficial, which is commonly observed when 
working with aqueous droplets in a continuous organic phase. In gen-
eral, the higher the ratio, the better the performance. However, care 
should be taken to keep the external phase electrical conductivity at 
sufficiently high levels to ensure the improved performance. The ve-
locity impact is significant only under specific operating windows, and 
in some cases working at lower velocities is beneficial since higher 
limiting current densities are observed (and consequently, the reaction 
rate is improved). 

Fig. 12. Contours of electrolyte potential, electrolyte current density and concentration as a function of the applied potential (Ecell), considering a concentration of 
500 mol⋅m− 3 in the internal phase. (A) Electrolyte potential for Ecell = 3 V. (B) Electrolyte potential for Ecell = 4 V. (C) Electrolyte current density for Ecell = 3 V. (D) 
Electrolyte current density for Ecell = 4 V. (E) Concentration for Ecell = 3 V. (F) Concentration for Ecell = 4 V. Di = 10− 9 m2⋅s− 1, β = 2 and σΩ1/σΩ2 = 2 in all cases. 

Fig. 13. Contours of electrolyte potential, electrolyte current density and concentration as a function of the applied potential (Ecell), considering a concentration of 
0.05 mol⋅m− 3 in the internal phase. (A) Electrolyte potential for Ecell = 3 V. (B) Electrolyte potential for Ecell = 4 V. (C) Electrolyte current density for Ecell = 3 V. (D) 
Electrolyte current density for Ecell = 4 V. (E) Concentration for Ecell = 3 V. (F) Concentration for Ecell = 4 V. Di = 10− 9 m2⋅s− 1, β = 2 and σΩ1/σΩ2 = 2 in all cases. 
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The higher the applied potential, the better the performance in terms 
of current density (and consequently reaction rate) at a given set of 
operating conditions. However, it should be noted that in some cases a 
limiting level is reached due to severe mass transfer limitations (null 
limiting reagent concentration at the working electrode surface). 
Interestingly, a diverse set of potential distribution fractions (consid-
ering ohmic, concentration and activation overpotentials) is observed as 
the cell potential is varied under the subspaces of independent variables. 

The flow arrangement (internal phase volume fraction, droplet 
length and inter-electrode distance) also has a significant effect on the 
electrochemical performance, although the same limiting-behaviors can 
be observed in some scenarios. 

Finally, we believe that the insights gained herein will be important 
to electrochemistry practitioners in both academia and industry to 
develop more efficient electrochemical micro-flow reactors and pro-
cesses for liquid–liquid transformations. 
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