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Baľsa Terzić (Member)

Colm Whelan (Member)



ABSTRACT

SPECTRA OF ATMOSPHERIC AND ASTRONOMICAL MOLECULES

W. D. Cameron
Old Dominion University, 2023
Director: Dr. Peter Bernath

Spectroscopy techniques are focused on spectra of molecules of interest to the Earth’s

atmosphere and/or astronomy and astrophysics. Laboratory spectroscopy as well as remote

satellite sensing are applied. Using the Fourier transform spectrometer aboard the Atmo-

spheric Chemistry Experiment (ACE) satellite to measure the absorption spectra of the

Earth’s atmosphere through solar occultation limb observation demonstrates that volcanic

eruption plumes can be located and tracked through their SO2 content. The presence of

those plumes is corroborated by overlaying infrared atmospheric aerosol extinction observed

by the 1 µm imager on the same satellite. Tracking atmospheric aerosol movement with the

ACE imager is also shown to provide key insights into the impact of the unique January

2022 Hunga Tonga-Hunga Ha’apai volcanic eruption on Earth’s atmosphere. ACE satellite

data analysis has also been used to better understand seasonal fractionation patterns of NO2

and HNO3 in the stratosphere. Rotational analysis of previously recorded laboratory spectra

of the TiO molecule is used to generate new line lists and spectroscopic constants for the

E3Π−X3∆ and B3Π−X3∆ electron transitions as well as the A3Φ−X3∆ electron transi-

tions of all four minor TiO isotopologues. New laboratory spectra collected using a Fourier

transform infrared spectrometer is shown to improve the known infrared cross sections of

cyclohexane.
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CHAPTER 1

INTRODUCTION

Spectroscopy is the study of the interaction of light and matter [1]. Matter can abosorb

photons from light and achieve a higher energy state, leaving a tell tale measurable loss

of light passing through the matter at the specific wavelength at which the photons are

absorbed, which is the basis of absorption spectroscopy. Matter in an excited state can tran-

sition to a lower energy state by emitting photons, also at a measurable wavelength, which is

the basis of emission spectroscopy. There are basically four ways a molecule can change its

energy level through interaction with light: it can change its translational energy, rotational

energy, vibrational energy, and/or electrons can change orbitals. In general, the absorbed or

emitted photons from rotational transitions are in the microwave region, vibrational transi-

tions are in the infrared region and electron transitions are in the visible/ultraviolet region.

Each atom, molecule and aerosol has a unique spectrum based on its chemical compo-

sition. A substance’s spectrum can often be determined in the laboratory under controlled

conditions, and once it is known the spectrum becomes a powerful reference tool of explo-

ration. Spectroscopy can remotely detect the presence and abundance of a substance, and

can be used to determine ambient thermodynamic properties such as pressure and tem-

perature. A frequency shift in an otherwise known spectrum reveals velocity by Doppler

shift. This dissertation focuses on remote observations of the Earth’s atmosphere as well as

research to enhance remote observations of celestial objects such as stars, exoplanets and

nebulae.

All species on Earth are dependent on the climate for survival. Few issues regarding

the Earth’s atmosphere currently garner as much attention as climate change. Central to

attempts to understand climate change are climate models. These models are dependent

upon knowing the three dimensional location and abundance of all the various molecules

that comprise the atmosphere and how they change over time. The warming properties of

atmospheric CO2 typically make it the center of attention. This dissertation will highlight

stratospheric SO2, which makes sulfate aerososols that have a cooling effect on the Earth’s

surface. The essential data for climate models is often obtained from spectroscopic analysis;

much of it is done by satellite remote sensing. Prior to the focus on climate change, there was

much public concern regarding the damage being done to the Earth’s critical stratospheric
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ozone layer. The ozone layer protects the surface of the earth by absorbing harmful ultraviolet

rays from the Sun; an advantageous feature regarding the spectrum of ozone. Multiple

satellites were launched into orbit whose primary mission was to monitor the ozone layer

through remote sensing spectroscopy. The flexibility of molecular spectroscopy has enabled

those same satellites, to include the Atmospheric Chemistry Experiment (ACE) satellite,

which is central to this paper, to be used in new ways and study aspects of the Earth’s

atmosphere beyond the scope of the original mission of the spacecraft.

Molecular spectroscopy has long been a key component of astronomy and astrophysics.

In 1907 Fowler [2] noted the spectral lines of TiO, the primary molecular spectrum studied

in this paper, in Antarian stars (meaning stars like Antares, which is an M-class star). The

Morgan Keenan (MK) classification system [3] for stars uses the spectrum of molecules such

as TiO to define its various letter designated classes (O, B, A, F, G, K, M). As astronomy

and astrophysics have delved into the exploration of exoplanets molecular spectroscopy re-

mains essential. Nugroho et al. [4] have shown that TiO in the atmospheres of hot Jupiter

exoplanets can cause the formation of stratospheres. TiO is used as an example not only

because it is one of the molecules highlighted in this paper, but to show that despite its

spectrum being used in astronomy for over 100 years, there is still room for improvement in

its spectral data.

In order to advance atmospheric study, astronomy and astrophysics through molecular

spectroscopy, progress begins with laboratory spectroscopy and spectral analysis. These

efforts ultimately result in published spectroscopic data and line lists to be used as ready

references for exploration.

This research encompasses the use of remote satellite sensing spectroscopy to study the

Earth’s atmosphere, the analysis of existing laboratory spectroscopic spectra to advance

astronomy and astrophysics and new laboratory spectroscopy to improve the existing body

of knowledge.
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CHAPTER 2

MOLECULAR SPECTROSCOPY

2.1 OVERVIEW

This chapter presents a discussion of aspects of molecular spectroscopy pertinent to

analysis and findings to follow. The source of the discussion is Bernath’s Spectra of Atoms and

Molecules [1] unless otherwise cited. The spectrum of a molecule is obtained by measuring

the frequency and intensity of photons absorbed, causing a transition to a higher energy state,

or measuring the frequency and intensity of photons emitted by a substance as it transitions

to a lower energy state. In a traditional graphic depiction of a spectrum, frequency or

wavelength is along the x-axis, and intensity is on the y-axis. The frequency is a measure

of the the change in energy associated with the transition, the intensity is a measure of how

many photons at that frequency were absorbed or emitted. While individual features are

referred to as lines, if viewed with high enough resolution, the lines actually have width and

shape, referred to as lineshape, brought about by factors such as pressure and temperature.

Frequency and wavelength are often seen in spectroscopy with SI units; also commonly used

in infrared (IR) spectroscopy is the wavenumber, a measure of the reciprocal wavelength, in

cm−1.

The energy of a photon is well known to be

E = hν =
hc

λ
, (1)

where h is Planck’s constant, ν is frequency, c is the speed of light in a vacuum and λ

is wavelength. The energy state of a system is increased by the absorption of a photon.

If the energy increases from E0 to E1, then E1 − E0 = hν10 where ν10 is the frequency at

which the spectral line appears. It is the convention in spectroscopic variables and subscripts

to show the lower energy state second. There are two ways the energy state of a system

is decreased, collisions and the emission of photons. There are two ways photons can be

emitted: spontaneous emission and stimulated emission. Both result in the emission of

a photon. Spontaneous emission is essentially the opposite of absorption. In stimulated

emission a photon is absorbed resulting in the release of two photons. In both types of
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emission the net result is the emission of one photon, and the energy change remains E1 −
E0 = hν10.

The intensity of a line is a measure of how many photons are released per unit time,

which requires a discussion of Einstein A and B coefficients. The shape of a line is driven

by factors other than energy levels, and requires a discussion of lineshape functions. Those

two topics are discussed in the following two sections.

2.2 EINSTEIN COEFFICIENTS

From the study of theoretical blackbody radiation comes the concept of a blackbody

emitter having a radiation density ρ in units of energy/vol, distributed over a range of

frequencies such that

ρ =

∫ ∞
0

ρνdν, (2)

where ν is frequency and ρν is the Planck function:

ρν(T ) =
8πhν3

c3
1

ehν/kT − 1
, (3)

where T is temperature and k is the Boltzmann constant.

Returning to the two levels from the Overview with energy E0 and E1 and adding that the

number of individual systems (atoms, molecules, particles, etc.) at each energy level are N0

and N1 respectively, given that the two levels are at thermal equilibrium and non-degenerate,

they are subject to the Boltzmann expression:

N1

N0

= e−hν10/kT . (4)

We define the Einstein absorption coefficient, otherwise known as the Einstein B coefficient,

as the rate constant B1←0 in the expression regarding the transition from the ground state

E0 to the excited state E1:
dN1

dt
= B1←0ρν(ν10)N0. (5)

A different Einstein B coefficient is used in the expression describing the transition by stim-

ulated emission from the excited state to the ground state:

dN1

dt
= −B1→0ρν(ν10)N1. (6)

Note the arrow in equation (6) has flipped direction to indicate a transition from the excited

state to the ground state; B1→0 is the stimulated emission coefficient. Any confusion between

the two will be dispelled in short order as they will be shown to be equal.
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For spontaneous emission the Einstein A coefficient is used:

dN1

dt
= −A1→0N1. (7)

Recall it was stipulated that the entire system is at equilibrium. Therefore the rate of

depopulation of the excited state must be the same as the population rate. Gathering

equations (5), (6) and (7):

B1←0ρν(ν10)N0 = B1→0ρν(ν10)N1 + A1→0N1, (8)

solving for N1

N0
:

N1

N0

=
B1←0ρν(ν10)

B1→0ρν(ν10) + A1→0

, (9)

applying the Boltzmann expression, equation (4):

e−hν10/kT =
B1←0ρν(ν10)

B1→0ρν(ν10) + A1→0

, (10)

solving for ρν(ν10):

ρν(ν10) =
A1→0

B1←0e−hν10/kT− −B1→0

, (11)

and finally substituting in the expression for the Planck function (equation 3):

8πhν310
c3

1

ehν/kT − 1
=

A1→0

B1←0e−hν10/kT− −B1→0

. (12)

From equation (12) it can be seen that:

B1←0 = B1→0, (13)

and:

A1→0 =
8πhν310
c3

B1←0. (14)

So the absorption coefficient for absorption and stimulated emission are equal, and they are

linked to the coefficient for spontaneous emission by a function in which the frequency that

characterizes the difference between the two energy levels is the only variable.

2.3 TRANSITION DIPOLE MOMENTS

There are other methods to analyze the transition between energy levels. The system

being discussed with two energy levels, for the purposes of this work, is a molecule composed
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of nuclei and electrons, each with position −→ri and charge qi. The system has a total dipole

moment:

µ⃗ =
∑

qir⃗i. (15)

The radiation acting on the molecules is an electromagnetic wave:

E⃗(r, t) = E⃗0 cos(k⃗ · r⃗ − ωt). (16)

The effect of the radiation acting on the system and the resultant transition probability can

be modeled with perturbation theory and the time dependent Schrödinger equation:

iℏ
∂Ψ

∂t
= (Ĥ + Ĥ ′)Ψ, (17)

where

Ĥ ′(t) = −µ⃗ · E⃗. (18)

With no perturbation the general form of the time dependent solutions is the familiar

Ψ0(t) = ψ0e
−iω0t,

Ψ1(t) = ψ1e
−iω1t.

Solving the equation is lengthy and leads into directions beyond the focus of this work. A key

term that arises in that analysis is ⟨ψ0|µ|ψ1⟩, a quantity in molecular spectroscopy known

as the transition dipole moment, sometimes shown as M01 and sometimes shown as µ01.

Chackerian et al. (1992) [5] states “The important quantity for evaluation of the absolute

line intensities is the squared matrix of the electric dipole moment function...” Bernath [1]

shows this by defining the atomic line strength as SJ ′J ′′ :

SJ ′J ′′ ≡
∑
M ′

∑
M ′′

|⟨J ′M ′|µ⃗|J ′′M ′′⟩|2, (19)

where J is the total angular momentum quantum number Ĵ = L̂+Ŝ, L is angular momentum,

S is spin, M is the state of J ; the capital letters indicate multiple electrons. The double

prime indicates the lower state, the single prime indicates the upper state.

The discussion of transitions between energy states in this section indicate a relation-

ship between the Einstein coefficients and the transition dipole moment must exist. That

relationship is also given by Bernath [1]:

AJ ′→J ′′ =
16π3ν3SJ ′J ′′

3ϵ0hc3(2J ′ + 1)
, (20)
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where ϵ0 is the permittivity of free space.

There is an additional quantity somewhat similar to line strength known as oscillator

strength, f , of an energy transition. Oscillator strength fJ ′←J ′′ compares the transition to

the radiation emitted by an oscillating electron [1]:

fJ ′←J ′′ =
8π2meν

3he2
SJ ′J ′′

2J ′′ + 1
, (21)

where me is the electron mass and e is the elementary charge. The oscillator strength is

sometimes used by astronomers, and given that much of the work presented here supports

astronomy, the data tables given as results of research that have the potential to be used by

astronomers include it.

2.4 LINESHAPE

The spectrum of a molecule is made of many individual energy transitions, each one

a line in the spectrum. These energy transitions can be composed of a combination of

changes in electron orbitals, changes in the rotation J quantum number and/or changes

in the vibration v number. Each individual transition is referred to as a line, and at a

sufficiently coarse resolution they appear to be lines. Zooming in to higher resolution reveals

each line to have shape, generally broader at the bottom and coming to a rounded peak at

the top.

All lineshape functions result in a broadened line, meaning the line now has width.

A useful measurement for spectroscopy is the full width at half maximum (FWHM), also

shown in equations as ∆ν1/2 when using frequencies and ∆ν̃1/2 when using wavenumbers. As

the name implies, FWHM is the line width at one half the maximum value of the line. See

Figure 1. There are two basic types of lineshape functions, homogeneous and inhomogeneous.

Homogenous lineshape functions are those in which every molecule in the system has the

same lineshape. Inhomogeneous lineshape functions are those in which individual molecules

may experience a different environment resulting in differing absorption spectra between

molecules. Homogeneous lineshapes are Lorentzian; inhomogeneous lineshape functions are

Gaussian. See Figure 2. Pressure broadening is the prime example of homogenious lineshape

functions. Doppler broadening is the prime example of inhomogeneous lineshape functions.

Both are discussed below as well as other types of broadening. Regardless of whether the

lineshape function is Lorentzian or Gaussian, its symbol in equations is typically g(ν − ν10).
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Natural lifetime broadening or natural line width is brought about by spontaneous emis-

sion from the upper energy state, the rate of which is given by the Einstein A coefficient.

The lifetime ∆t of the upper state ends with spontaneous emission, τsp =
1
A
. The resultant

lineshape is Lorentzian in nature. The time-energy version of the Heisenberg uncertainty

principle, ∆E∆t ≥ ℏ, setting ∆t = τsp drives the FWHM estimate for natural lifetime

broadening [7]:

∆ν ≈ 1

2πτsp
. (22)

Pressure or collision broadening, caused by collisions of molecules, is the major influence

when studying gas under pressure in the microwave region. Van Vleck and Weisskopf [8]

developed a term for pressure broadening, ∆ν = 1
2πτ

where τ is the time between colli-

sions. The time between collisions is inversely proportional to pressure, making use of that

information, a more useful term for estimating FWHM is provided by Bernath [1]:

∆ν1/2 = bp, (23)

where p is the pressure and b is the pressure broadening coefficient. The pressure broadening

coefficient can be estimated for experimental purposes to be about 10 MHz per Torr.

Doppler broadening is caused by molecules having velocity relative to the device measur-

ing the frequency at which the molecules emit radiation, resulting in a Doppler shift of the

measured frequency. It is a Gaussian lineshape function, inhomogeneous due to molecules

having various velocities. A Maxwell-Boltzmann distribution is used to model the velocity

FIG. 1: Full width at half maximum (FWHM) [6].
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FIG. 2: Gaussian and Lorentzian lineshapes [9].

distribution of the molecules resulting in a FWHM of [7]:

∆ν =
2ν

c

(
2NAkT ln(2)

M

)1/2

= 7.15× 10−7
(
T

M

)1/2

ν, (24)

where NA is Avagadro’s number, k is the Boltzmann constant, T is the temperature in K,

and M is the mass in amu.

A Voigt lineshape function is a composite function with both Gaussian and Lorentzian

components. Voigt lineshapes are often used in satellite remote sensing, to include the

Atmospheric Chemistry Experiment (ACE), on which a large portion of this work is based.

Further discussion regarding satellite remote sensing and the ACE satellite is provided in

the Satellite Remote Sensing Chapter.

Transit time broadening involves the use of lasers in molecular spectroscopy. If a laser

beam of width d crosses a beam of molecules moving at velocity v, the molecules only interact

with the laser for a time τ = d/v. This interaction causes transit time broadening, which

can be estimated for experimental purposes to be ∆v1/2 = 0.89/τ [1].
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2.5 BEER-LAMBERT LAW

The Einstein A and B coefficients, A1→0 and B1←0 were introduced and shown in equa-

tions (5)-(7) and equations (13)-(14). In the same section the transition dipole moment µ10

was introduced. Bernath [1] derives expressions for the Einstein A and B coefficients using

the transition dipole moment:

B1←0 =
1

6ϵ0ℏ2
µ2
10 =

2π2

3ϵ0h2
µ2
10, (25)

and then using equation (14):

A1→0 =
16π3ν3

3ϵ0hc3
µ2
10. (26)

Now including the lineshape function the equations become:

(B1←0)ν =
2π2

3ϵ0h2
µ2
10g(ν − ν10), (27)

and:

(A1→0)ν =
16π3ν3

3ϵ0hc3
µ2
10g(ν − ν10). (28)

Returning to the previously discussed two-level system, with N0 molecules in the

lower/ground state and N1 molecules in the upper/excited state, the system is now irra-

diated with photons. Define the flux of photons as F0 where F0 = I0/hν in units photons
m2s

and

the radiation density ρ = I/c = hνF/c. The sought after unknown in this scenario is the

the intensity of radiation I after the incident radiation intensity I0 has travelled a distance

l through the two level system of molecules.

Taking into consideration energy transitions caused by the incident radiation, namely

absorption and stimulated emission and using the definition of the Einstein B coefficients:

dN1

dt
= −B1→0ρN1 +B1←0ρN0, (29)

and making use of equation (26):

dN1

dt
= −2π2µ2

10

3ϵ0h2
g(ν − ν10)ρN1 +

2π2µ2
10

3ϵ0h2
g(ν − ν10)ρN0, (30)

reorganizing:
dN1

dt
=

2π2µ2
10

3ϵ0h2
g(ν − ν10)(N0 −N1)ρ, (31)
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using ρ = hνF/c:
dN1

dt
= σF (N0 −N1), (32)

where the absorption cross section σ is defined as:

σ =
2π2µ2

10

3ϵ0hc
νg(ν − ν10). (33)

Let the flux F be incident on a small thickness dx of the system with unit cross sectional

area, the resultant change in flux due to passing through a small portion of the system is:

dF = −σF (N0 −N1)dx. (34)

Integrating over the path as x goes from 0 to l and F diminishes from F0 to F :∫ F

F0

dF

F
= −σ(N0 −N1)

∫ l

0

dx (35)

ln
F

F0

= ln
I/hν

I0/hν
= ln

I

I0
= −σ(N0 −N1)l, (36)

which yields the Beer-Lambert law:

I = I0e
−σ(N0−N1)l. (37)

The Beer-Lambert law, in addition to mathematical utility, concisely describes absorption

spectroscopy: a source of known radiation is incident on a system of a known quantity of

molecules over a known path length, the radiation that passes through the system is mea-

sured, and the absorption cross section of the molecule is calculated. While this description

fits laboratory absorption spectroscopy, clearly there are multiple other scenarios in which

other quantities are the unknown. Some of these other scenarios can be seen by the vari-

ations of the Beer-Lambert law. The absorption coefficient is defined as α = σ(N0 − N1)

combining two potential unknowns into one:

I = I0e
−αl. (38)

In a similar manner the column density is defined as x = (N0 −N1)l resulting in:

I = I0e
−σx. (39)
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2.6 BORN-OPPENHEIMER APPROXIMATION

The Born-Oppenheimer Approximation is essential to molecular spectroscopy; the basic

concept is that the motion of the nuclei and electrons can be addressed separately. The

non-relativistic Hamiltonian for a molecule is:

Ĥ = T̂N + T̂e + V̂NN + V̂eN + V̂ee. (40)

The individual operators are defined below.

T̂N is the nuclear kinetic energy, where Mα are the nuclear masses:

T̂N =
−ℏ2

2

∑
α

∇2
α

Mα

. (41)

T̂e is the electronic kinetic energy, where me is the electron mass:

T̂e =
−ℏ2

2me

∑
i

∇2
i . (42)

V̂NN is the Coulomb potential due to repulsion between nuclei, Zαe and Zβe are the

nuclear charges:

V̂NN =
∑
α

∑
β>α

ZαZβe
2

4πϵ0rαβ
. (43)

V̂eN is the Coulomb potential due to attraction between nuclei and electrons, e is the

electron charge:

V̂eN = −
∑
α

∑
i

Zαe
2

4πϵ0riα
. (44)

V̂ee is the Coulomb potential due to repulsion between electrons:

V̂ee =
∑
i

∑
j>i

e2

4πϵ0rij
. (45)

As can be seen by the Coulomb potential operators, the forces acting on the nuclei and

electrons are similar in magnitude. Due to electrons having much smaller mass than the

nuclei, their velocities are significantly greater, justifying making the approximation that

the nuclei are not moving relative to the electrons and then solving Schrödinger’s equation

for the electron alone:

Ĥelψel = Eelψel. (46)
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FIG. 3: Diatomic rigid body.

In addition, independent of the Born-Oppenheimer Approximation, it is assumed that

the rotational and vibrational motion of a molecule can be separated.

2.7 ROTATIONAL SPECTROSCOPY

The discussion of rotational spectroscopy is focused on diatomic molecules, given that all

the rotational analysis shown was carried out on diatomic molecules. The same principles

apply to more complex molecules, but clearly diatomic molecules are the simplest case.

Rotational spectroscopy begins with modelling the molecule as a rotating rigid body.

The equations for angular momentum and rotational energy of the rotating rigid body use

the moment of inertia, I:

Ix =
∑
α

mαr
2
x,⊥, (47)

where the x-axis is shown as an example, mα are the masses in the system, in this case the

atoms in the molecule, and rx,⊥ is the perpendicular distance from the mass to the desired

axis. As can be seen in Figure 3, in the case of a diatomic molecule, Ix = Iy and Iz = 0.
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From classical mechanics, the angular momentum L is:

L = Iω, (48)

where ω is the angular velocity, and the rotational kinetic energy is:

T =
1

2
Iω2. (49)

Here molecular spectroscopy departs from conventional rigid body classical mechanics. In-

stead of angular momentum L, J is used to represent the total angular momentum, excluding

nuclear spin. So the rotational energy is represented as:

ER =
J2

2I
. (50)

Transitioning to quantum mechanics, the Hamiltonian operator is:

Ĥ =
Ĵ2

2I
, (51)

and Schrödinger’s equation becomes:

Ĥψ =
Ĵ2ψ

2I
=
J(J + 1)ℏ2ψ

2I
= BJ(J + 1)ψ = Eψ, (52)

where the rotational constant B is defined as:

B =
ℏ2

2I
, (53)

and the energy eigen value F (J) is:

F (J) = BJ(J + 1). (54)

In molecular spectroscopy F (J) is referred to as the rotational energy equation. As discussed

in the Line Intensity section, the intensity of the rotational transition is dependent upon the

dipole moment. Analysis of the transition dipole moment shows that there is a selection

rule for rotational transitions, specifically that the value of J can only change by 1, or

∆J = ±1. There are ways to break the selection rule for J , for example, if there are additional

angular momentum sources, such as vibrational angular momentum, then ∆J = 0 is possible.

Rotational transitions are possible in which the value of J changes by more than 1; but one

photon, electric dipole allowed transitions are limited to ∆J = 0,±1. Transitions in which

the J value changes by more than 1 are produced by factors such as multi-photon transitions,

electric quadrupole transitions and the Raman effect; none of the research included in this
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work focused on those areas of rotational spectroscopy. Rotational spectra are organized

into branches based on the value of the J transition; ∆J = 0 transitions are Q branches,

∆J = −1 transitions are P branches and ∆J = +1 branches are R branches. R branches

often increase in energy with increasing J values and then reach a peak value and begin to

decrease in energy as J continues to increase; the reversal of directions is referred to as a

band head. In changing the value J by one to produce rotational transitions, the energy

change associated with the transition is:

F (J ′)− F (J ′′) = B(J + 1)(J + 2)−B(J)(J + 1) = 2B(J + 1). (55)

In other words, the spacing between the rotational lines increases as J increases.

In the line intensity section it was shown the intensity of the transition is a function of the

transition dipole moment. There is a second factor, namely, the difference in the population

of molecules at the two levels involved in the transition. Given a total population of molecules

N , from statistical mechanics the population at a given quantum number, NJ is [1]:

NJ = N(2J + 1)
e−BJ(J+1)/kT

qr
, (56)

where qr is the partition function, (assuming kT ≫ B):

qr =
∑
J

(2J + 1)e−BJ(J+1)/kT . (57)

This section began with modelling the diatomic molecule as a rigid rotating body. The

bond between the atoms is more like a spring; as the molecule rotates the bond stretches,

a phenomenon called centrifugal distortion. There are other distortion effects as well; the

rotational energy expression is actually a power series:

F (J) = BJ(J + 1)−D(J(J + 1))2 +H(J(J + 1))3 + L(J(J + 1))4 + ... (58)

where D is the centrifugal distortion constant. As practical matter, the rotational analysis

in this work did not determine any constants beyond H.

Before transitioning to the next section, vibrational spectroscopy, it is important to note

that the rotational and distortion constants in equation (58) are not constant throughout

the spectrum of the molecule. Each of these constants varies with the vibrational quantum

number, and can be expressed as a power series of the vibrational quantum number v. For

the rotational constant B:

Bv = Be − αe(v +
1

2
) + γe(v +

1

2
)2..., (59)
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and the centrifugal distortion constant D:

Dv = De − βe(v +
1

2
) + ..., (60)

where the the constants with subscript e in the power series are referred to as the equilibrium

constants, while the rotation and distortion constants are referred to as the spectroscopic or

molecular constants. A completely successful rotational analysis of a molecule will determine

both sets of constants.

2.8 VIBRATIONAL SPECTROSCOPY

Similar to the discussion regarding rotational spectroscopy, the discussion of vibrational

spectroscopy in this section is focused on diatomic molecules. Now the rigid diatomic

molecule depicted in Figure 3 has the two atoms connected by a spring, whose rest length is

r1 + r2 = Re, the equilibrium length of the spring. If the spring length is changed to some

new length R, the spring displacement from equilibrium is q = R−Re. If the spring constant

is k, then the potential energy stored in the displaced spring is V = 1
2
kq2. The reduced mass

of the system is µ = m1m2

m1+m2
. If the spring is released and set in motion, the resultant kinetic

energy from the motion of the two masses is T = p2

2µ
, where p is the momentum of the system.

Putting it all together, the energy of the vibrating system is:

Evib =
p2

2µ
+

1

2
kq2. (61)

Transitioning from classical mechanics to quantum mechanics, Schrödinger’s equation is:

− ℏ2

2µ

d2ψv

dq2
+

1

2
kq2ψv = Evψv, (62)

where ψv is the vibrational waveform and Ev is the energy eigen value. Ev is known to be:

Ev = (v +
1

2
)ℏω. (63)

Just as a rotating molecule is not actually rigid, the shape of the potential function is not

actually a harmonic oscillator.

A better model for the potential function is the Morse potential:

V (q) = D(1− e−βq)2, (64)

where the function asymptotically approaches the the dissociation limit D as q increases.

The resultant form of Schrödinger’s equation can be solved analytically:

E = ωe

(
v +

1

2

)
−ωexe

(
v +

1

2

)2

+BeJ(J+1)−De(J(J+1))2−αe

(
v +

1

2

)
J(J+1). (65)
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Looking at equations (59) and (60) this can be rewritten:

E = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

+BvJ(J + 1)−Dv(J(J + 1))2, (66)

or

E = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

+ F (J). (67)

What emerges is the previous rotational energy equation, F (J) and a new vibrational energy

equation G(v):

G(v) = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

. (68)

The solution to the Morse oscillator only has two terms; it is not a power series such as F (J)

was shown to be.

A more general form the oscillator is the Dunham[10] potential, which does result in a

power series for G(v). The Dunham potential is generated by a Taylor series expansion of

the potential function V of a rotating, vibrating diatomic molecule. The result is a power

series of the form:

V (ξ) = a0ξ
2(1 + a1ξ + a2ξ

2 + ...), (69)

where ξ − r−re
re

, r is the distance between the molecules, re is its equilibrium position and

a0 =
ω2
e

4Be
. The energy levels are:

EvJ = Fv(J) +G(v) =
∑
jk

Yjk(v +
1

2
)j(J(J + 1))k. (70)

The Yjk parameters match up with the equilibrium constants. Of the equilibrium constants

already shown, Y01 ≈ Be, Y02 ≈ −De, Y10 ≈ ωe, Y11 ≈ −αe, Y12 ≈ −βe, Y20 ≈ −ωexe and

Y21 ≈ γe. Equally important, the relationship between the Yjk parameters and the reduced

mass of the molecule µ can be seen, allowing the conversion of the equilibrium constants of

any isotopologue to the equilibrium constants of of its other isotopologues:

Yjk ∝ µ−(j+2k)/2. (71)

The vibrational energy levels of a molecule can be pictured as energy levels within the

potential energy curve. A transition from one vibrational level to another is referred to as

a band in spectroscopy. Transitioning from v = 0 to v = 1 is the fundamental band. Going

from v = 0 to higher v values are overtones. Beginning at a level other than v = 0 and

moving to a higher v number is a hot band. See Figure 4.
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FIG. 4: Vibrational transitions.

2.9 ELECTRONIC SPECTROSCOPY

Molecular orbital theory is based on the assumption that molecular orbitals are the result

of linear combinations of atomic orbitals. Electrons of the s atomic orbitals of the two atoms

making up a diatomic molecule combine to make sσ molecular orbitals; if they interact

in phase, they form a bonding orbital, denoted as a σg or sometimes shown in diagrams as

simply a σ orbital. If the atomic s orbitals are out of phase, they from an antibonding orbital,

denoted as a σ∗u molecular orbital. The letters g and u in the subscripts stand for gerade

and ungerade, the German words for even and odd, respectively. The atomic p orbitals

form pσ or pπ molecular orbitals in diatomic molecules based on the axis of the p oribital.

If the internuclear axis is taken as the z axis, then the pz orbitals form a bonding σg or

antibonding σ∗u molecular orbital. The atomic px and py orbitals are oriented perpendicular

to the internuclear axis, and form bonding πu or antibonding π
∗
g molecular orbitals. Similarly,

atomic d orbitals form molecular dσ, dπ and dδ molecular oribitals while atomic f oribitals
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FIG. 5: O2 Molecular orbital diagram [11].

form molecular fσ, fπ, fδ and fϕ orbitals. See Figure 5.

The notation used to designate the electron states for diatomic molecules parallels the

notation used in atomic term symbols, 2S+1LJ , where S, L and J are the familiar quan-

tum numbers. The equivalent molecular form is 2S+1ΛΩ. The Ω subscript is not always

shown. See the diagram of a fictitious diatomic molecule AB in Figure 6 for an explanation

of the relationship between conventional quantum numbers and the Greek letters used in

diatomic molecular symbology. Capital Greek letters indicate multi-electron labels; lower

case indicates single electron labels.

Note in Figure 6 that a two-fold degeneracy is possible based on the orientation of Λ.

The reader can visualize the degeneracy by imagining the electron circulation being in the

opposite direction. This degeneracy is known as Λ-doubling and it is possible in the particular

angular momenta orientation configuration shown in Figure 6, which is known as Hund’s case

(a).

There are several different Hund’s cases possible for diatomic molecules, cases (a) though

(e). As noted by Brown and Carrington, “...Hund’s coupling cases are idealised situations

which help us to understand the pattern of rotational levels and the resulting spectra [7].”

The only research presented in this work in which the Hund’s case is influential is the

spectrum of TiO, which falls under Hund’s case (a). The key requirement for Hund’s case(a)
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FIG. 6: Angular momenta in a diatomic molecule (Hund’s case(a)) [1].

is AΛ ≫ BJ , where A is the spin-orbit coupling constant and B is the previously introduced

rotational constant. In addition to the potential for Λ-doubling, the other hallmark of Hund’s

case (a) diatomic spectra is 2S + 1 fine structure states. Each fine structure state has its

own pattern of rotational levels.

A molecule can transition to alternative electron orbital structures, the different possible

electron states for a molecule are given labels. Each electron state has a letter, placed in

front of the 2S+1ΛΩ symbology. The letter X is reserved for the ground state. The other

states with the same (2S + 1) muliplicity as the ground state are given the letters A, B,

C etc., in order of increasing energy. States with a (2S + 1) multiplicity different than the

ground state are given lower case letter designations, also in order of increasing energy. The

comprehensive line list for the spectrum of the TiO molecule, McKemmish et al. (2019) [12],

provides a diagram of the molecular orbital structure of TiO. See Figure 7.

A molecular energy transition typically involves a transition from one electron state to

another, with each the two electron states each having multiple vibrational levels. Conduct-

ing a spectroscopic rotational analysis entails knowing which electron states are involved,

which vibrational bands are involved, which rotational branches are involved, and then which

J transitions are within each rotational branch. A handy way to picture diatomic transitions

is to plot the potential energy curves of the two electron states involved with energy levels
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FIG. 7: Molecular orbital structure of TiO [12].
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FIG. 8: C2 d
3Πg − a3Πu system [13].

on the y axis and internuclear distance on the x axis; individual vibrational energy levels are

plotted within each potential energy curve. Figure 8 shows such a plot for the d3Πg − a3Πu

transition of the C2 molecule.

Looking at the v = 0 lines in both potential energy curves of Figure 8, the two v = 0 lines

are roughly 19000 cm−1 apart. So the rotational lines for the C2 d
3Πg − a3Πu (0, 0) band

should be in the area of 19000 cm−1. Figure 8 was taken from Brooke et al. (2013)[13], a

paper investigating this C2 transition. The same paper provides a graphic sample of P and

R Branch lines from the (0, 0) transition, with the lines being in the 19,000 cm−1 region, as

expected. See Figure 9.

2.10 FRANCK-CONDON FACTOR

The Franck-Condon principle is based on the concept that electrons transitions occur
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FIG. 9: Portion of the C2 d
3Πg − a3Πu (0 − 0) band; P branch: J ′′ = 36 − 41, R branch:

J ′′ = 7− 13 [13].

quickly, the nuclei do not have time to move, so vibration, rotation and translation can

all assumed to be locked in place for the duration of the electron transition. Looking at

a potential energy diagram, such as Figure 8, the transition between electron states can

be assumed to to be a vertical line, at a constant internuclear distance. The more overlap

between v state horizontal lines in the two electron states, the stronger the vibrational band is

likely to be. This overlap is quantified and called the Franck-Condon factor. The vibrational

overlap integral is defined as:

⟨v′|v′′⟩ =
∫
ψ∗v′ψv′′dr, (72)

where ψv is the vibrational wave form. The Franck-Condon factor is:

qv′−v′′ = |⟨v′|v′′⟩|2. (73)

The electronic dipole moment (see Section 2.3) is defined as:

Re(r) = ⟨ψ′el|−→µ |ψ′′el⟩, (74)

where ψel is the electronic waveform. The intensity of the vibronic transition is proportional

to the Franck Condon factor and the square of the electronic dipole moment:

Iel′v′el′′v′′ ∝ |Re|2qv′−v′′ . (75)
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CHAPTER 3

LABORATORY SPECTROSCOPY

3.1 FOURIER TRANSFORM SPECTROMETERS

The purpose of any spectrometer is to determine how much light is emitted or absorbed at

each wavelength of interest. There are a variety of methods by which spectrometers accom-

plish those tasks. Prisms and diffraction gratings separate light by wavelengths. Monochro-

mators block all light with the exception of the desired wavelength. All of the spectra

presented in this work were recorded with Fourier transform spectrometers.

Fourier transform spectrometers process a beam of light containing all of its different

wavelengths. Using a Michelson interferometer, the coherent beam is split and then recom-

bined, causing a wave interference pattern to form, known as an interferogram. The inter-

ferogram is processed by mathematical/computer methods to produce a spectrum. Figure

10 shows a rudimentary diagram of a Michelson interferometer. The path length difference

p for the two paths the light takes after the beamsplitter M is p = 2d1 − 2d2. Note d2 is

variable and controlled by moving mirror M1. The compensator lens C is present so both

lengths have the same number of passages through a lens (C and M must be of the same

thickness).

The detector measures the intensity I as a function of wavenumber ν̃ and path length

p, I(p, ν̃). The effect of the path length difference on the incoming light, which varies only

with ν̃ is:

I(p, ν̃) = I(ν̃)[1 + cos(2πν̃p)], (76)

where the desired data is I(ν̃). Defining I(p) as

I(p) =

∫ ∞
0

I(p, ν̃)dν̃ =

∫ ∞
0

I(ν̃)[1 + cos(2πν̃p)]dν̃, (77)

noting I(p) is measurable and its equation is a Fourier cosine transform, taking the inverse

Fourier cosine transform leaves an integral which can be solved:

I(ν̃) = 4

∫ ∞
0

[
I(p)− 1

2
I(p = 0)

]
cos(2πν̃p)dp. (78)
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FIG. 10: Michelson interferometer [14].

The Fourier transform infrared spectrometer (FTIR) offers some advantages over scan-

ning monochromator type spectrometers. Fellgett’s advantage [15], caused by FTIRs detect-

ing all wavelengths simultaneously, provides an advantage in signal to noise ratio (SNR) on

the order of the square root of the number of sample points in the spectrum. This advantage

fades in the visible and ultraviolet (UV) wavelengths due to the detectors used by a FTIR,

where as a result of shot noise or Poisson noise, which is characteristic of a signal coming

from an electric charge, Fellget’s advantage is offset.

The Atmospheric Chemistry Laboratory at Old Domininion University was used for this

research. The lab contains two Bruker IFS 125 HR FTIR spectrometers. One is set up for

absorption spectroscopy, the other for emission spectroscopy. The absorption spectrometer

uses an internal gas cell where the molecule to be studied is piped into the cell where it is

held at the desired temperature and pressure. The emission spectrometer can use a variety

of external emission sources such as a furnace, composite wall hollow cathode or Broida oven.

3.2 BROIDA OVEN

The Broida oven is a flow system used to produce diatomic metal oxides and halides.

The metal is vaporized, entrained in an inert gas, and then mixed with an oxidizing agent to

produce chemiluminescence, from which an emission spectrum is taken. The design of the

apparatus was presented in 1975 by West et al.[16] from UC Santa Barbara and named after
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H. P. Broida, a prominent physicist there from 1963-1978. Figure 11 provides a schematic

diagram of the internal baseplate of the Broida oven. Various components are noted in the

figure: (a) chemiluminescent flame, (b) oxidizing gas ring, (c) tungsten wire basket heating

element, (d) inerting gas ring, (e) coolant line, (f) oxidizing gas line, (g) electrical lines

for heating element, (h) metal sample, (i) crucible, (j) alumina heat shield. As stated by

West et al. [16], the Broida oven offers some specific advantages in molecular spectroscopy:

(a) it can handle a large number of reactants, (b) there is little thermal excitation from the

reaction, (c) uncluttered spectra, free from undesirable species are produced, and (d) excited

electronic states can be produced in the molecules formed that are typically not produced

by other means.

The Bernath research group has previously operated the Broida oven. Records in the lab

indicate it was last used in 2006. The oven itself was largely disassembled and parts were

missing. Blueprint drawings of the device were located, dated 1981. The drawings were key

in that they depicted proper assembly, and detailed missing parts to be ordered and in some

cases locally manufactured by the Physics Department machine shop. Restoring the oven

and conducting research with it was one of my research assignments. A photo of the restored

Broida oven is shown in Figure 12. The large canister in the bottom right hand corner of

the figure is an air filter to prevent particles from reaching the vacuum pump used to keep

the oven at low pressure, typically on the order of 0.05 Torr background pressure. The small

round observation window in the center of the photo is aligned with the chemiluminescent

flame, item (a) in Figure 11. There is a similar window on the opposite side from which the

spectrum is taken, with the signal routed into the FTIR using lenses and mirrors to reach a

similarly sized input window for the spectrometer.

Operating the Broida oven has shown that starting with the previously mentioned back-

ground pressure of about 0.5 Torr, the inerting gas, typically argon, is injected at about 2-4

Torr. The oxidizing gas typically is injected at about 0.1 Torr. About 30 Amps is required

to produce the vaporized metal, with a gradual heating schedule over a period of about an

hour. Chemiluminescence is typically sustained for about 2 hours. Figure 13 shows a test

run from September 2022.

The top window, in addition to being a viewing port, can be used to inject a laser beam

into the reaction region, exciting the molecule to elevated energy levels. Figure 14 shows a

test run using laser excitation.

The Broida oven is now fully operational and ready for research. Preliminary results

are promising. After methodically screening the spectra of a variety of diatomic metals, the
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FIG. 11: Broida oven baseplate diagram [17].
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FIG. 12: Broida oven.
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FIG. 13: Broida oven with chemiluminescent flame.
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FIG. 14: Broida oven with laser excitation.
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FIG. 15: Previous EuO spectrum.

research is focused on europium oxide (EuO). A previous edition of the Bernath research

team recorded a spectrum of EuO, but it was never published or even analyzed. That

spectrum is shown in Figure 15.

A similar spectrum was captured using the Broida oven on 14 Dec 2022. See Figure 16.

In comparing the two spectra it is important to note that there was no processing of the data.

The next section describes analysis of raw spectral data by computer methods. The hope

on the recently obtained spectrum was for the appearance of peaks as opposed to random

noise in the spectral plot, and agreement of those peak positions with known peak positions

of EuO. Note the more recent spectra is at a slightly higher wave number range. The peaks
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FIG. 16: 14 Dec 2022 EuO spectrum.

between the two spectra match at 13715 cm−1 and 14386 cm−1. The more prominent peaks

on the recent spectrum are off the scale in a higher wave number region in comparison to

the previous work. The sharp, tall individual lines are atomic spectral lines, and the lines

at about 14080 cm−1 and 14570 cm−1 also match up with the older plot. Follow up research

is ongoing.

3.3 COMPUTER ANALYSIS OF MOLECULAR SPECTRA

3.3.1 OVERVIEW

Molecular spectra downloaded from a spectrometer typically go through several levels of

analysis to obtain the desired data. Such analysis tends to be on a large scale and iterative,

both characteristics favor computer analysis techniques. There are multiple options. The

discussion here highlights the software used in this research and the underlying principles

upon which they operate.
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3.3.2 BRUKER OPUS [18]

If the spectrum to be analyzed was taken with a Bruker FTIR spectrometer, then analysis

of the spectrum begins with Bruker’s OPUS spectroscopy software. OPUS is the operating

system for user interface with the spectrometer and includes the ability to set initial param-

eters such as designating which beam splitter and detector are in use as well as specifying

collection parameters such as aperture and resolution.

OPUS also facilitates electronic storage of the spectral data and preliminary data ma-

nipulation, mostly in the realm of calibrating the spectrum. After the spectrum has been

collected OPUS can flatten the baseline; the bottom of the plotted spectral lines is typically

not a flat line on collected spectra as can be seen in Figure 16. This baseline correction is

essentially done by hand/eye. The accuracy of line positions can be calibrated by a function

known as peak picking, where a known piece of the displayed spectrum is selected, often CO2

is used since its spectrum is well known to a high degree of accuracy and is typically present

in spectra collected in a laboratory. Peaks with known positions are picked and the plot is

then scaled to show accurate line positions in the known spectrum as well as throughout

the data. The initial recorded spectrum shows the y-axis line intensity in dimensionless I/I0

units where I is the intensity measured and I0 is the intensity of an empty test cell. Line

intensity is calibrated by referencing the Beer-Lambert law, equations (38)-(40), taking the

natural log of plotted y values converts the y values to the more valuable absorption cross

section in units cm2/molecule.

3.3.3 PGOPHER

After a spectrum is calibrated and formatted, a major portion of the research remaining

is to assign the individual lines of the spectrum and determine the spectroscopic and equilib-

rium constants. PGOPHER [19] is an open source program that can be used to simulate and

fit molecular spectra; the graphical user interface is particularly useful for fitting rotational

structure. Interactions such as electron spin and nuclear spin as well as external electric

and magnetic fields can be modeled. In addition to line positions, line intensities and band

contours can also be fitted. Perturbations caused by energy levels of other electron states

at nearly the same as energy levels of the desired state can be included in the model. The

simulation and fitting of the spectrum results in a line list of the modeled transition(s) as

well as rotational constants.

The essential function of PGOPHER for this research was the determination of energy
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levels. To solve for energy levels, the wave function for a given rovibrational level is expanded

as a linear combination of basis states:

Ψi =
∑
j

cij|j⟩, (79)

where |j⟩ is the basis state, generally of the form |ηsJKM⟩. In the PGOPHER basis state

format, the electron and vibrational state are combined into a single variable η, s is spin, J

is the total angular momentum, K is the projection of J along the molecular axis and M

is the projection of J along a laboratory axis; M is only applicable with external electric

or magnetic fields and was not used in this research. The basis state can be expanded to

include hyperfine quantum numbers.

After determining the basis state, the Hamiltonian matrix is set up and diagonalized.

There are Hamiltonian terms for the various interfaces that effect the energy level; PGO-

PHER uses the N̂2 Hamiltonian rotational operator term for diatomic molecules:

Ĥrot = BN̂2 −DN̂4 +HN̂6 + LN̂8..., (80)

which eliminates the problematic L̂ term, (note N̂ = R̂ + L̂). The basic Hamiltonian forms

for spin-rotation (ĤSR), spin-orbit (ĤSO) and spin-spin (ĤSS) effects are:

ĤSR = γN̂ · Ŝ, (81)

ĤSO = AL̂zŜz, (82)

and

ĤSS = 2/3λ(3Ŝ2
z − Ŝ2). (83)

The above Hamiltonian terms can all be expanded by adding centrifugal distortion terms.

There is also a Λ doubling term for Π electron states:

1/2q(N̂2
+e
−2iϕ+ N̂2

−e
+2iϕ)− 1/2p(N̂+Ŝ+e

−2iϕ+ N̂−Ŝ−e
+2iϕ)+1/2o(Ŝ2

+e
−2iϕ+ Ŝ2

−e
+2iϕ). (84)

The fitting of spectral lines is accomplished by designating which spectroscopic constants

are to be floated (meaning they are changeable by the program) when the user designates

the new position of a simulated line, based on a comparison of the simulated spectrum to

the experimentally obtained spectrum. The floated spectroscopic constants are modified to

accommodate the change in line position the user selected. The fitting of lines continues

until the observed minus calculated error average of all fitted lines matches the desired level

of accuracy and the floated spectroscopic constants have stabilized with an acceptably small

standard deviation.



35

RKR1

RKR1 [20] is a computer program that uses the Rydberg-Klein-Rees (RKR) procedure

to determine the potential energy function of a diatomic molecule. The program is based on

the dependence of the vibrational energy Gv and rotational constants Bv on the vibrational

quantum number v:

Gv = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

+ ... (85)

Bv = Be − αe

(
v +

1

2

)
+ γe

(
v +

1

2

)2

+ ... (86)

The RKR method is within the first order WKB (Wentzel, Kramers, Brillouin) approxi-

mation. The RKR method is based on the Klein integrals:

r2(v)− r1(v) = 2
√
Cu/µ

∫ v

vmin

dv′

[Gv −Gv′ ]1/2
= 2f, (87)

and
1

r1(v)
− 1

r2(v)
= 2

√
µ/Cu

∫ v

vmin

Bv′dv
′

[Gv −Gv′ ]1/2
= 2g, (88)

where r1(v) and r2(v) are the inner and outer turning points of the potential energy function

for vibrational level v with energy Gv and rotational constant Bv. The constant Cu is ℏ2/2
and µ is the reduced mass of the molecule. The lower limit of integration vmin is the non-

integer effective value of the vibrational quantum number at the potential minimum. The

Klein integrals are solved numerically. They can be rearranged to show that:

r1(v) =
√
f 2 + f/g − f, (89)

and

r2(v) =
√
f 2 + f/g + f. (90)

Since the method is semi-classical, the quantum number v is treated as continuous variable

as opposed to a quantum number integer, as is vmin. The user defines the mesh size on the

variable v, using a non-integer, < 1 mesh size yields a more accurate potential energy curve.

3.3.4 LEVEL

LEVEL[21] is a computer program that takes the two potential energy curves of a tran-

sition along with the dipole moment (as a function of bond length) and calculates for the

user requested vibrational bands the upper and lower energy limits of the band, the Einstein

A, the Franck-Condon factor and the transition dipole moment.
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The key function of the program is the determination of the discrete eigenvalues and the

eigenfunctions of the radial Schrödinger equation:

− ℏ2

2µ

d2ΨvJ(r)

dr2
+ VJ(r)ΨvJ(r) = EvJΨvJ(r), (91)

where µ is the reduced mass, v is the vibrational quantum number, J is the rotational

quantum number, r is the internuclear distance, and VJ(r) is the electronic potential plus a

centrifugal term. The eigenvalues and eigenfunctions of the radial Schrödinger equation are

obtained with the Cooley-Cashion-Zare routine [22, 23, 24, 25, 26]. The remaining output

parameters are essentially calculated using the equations shown in this text.
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CHAPTER 4

SATELLITE SPECTROSCOPY

4.1 ATMOSPHERIC SCIENCE AND SATELLITES

A large constellation of satellites from many different nations orbits the Earth. Many

of them are studying the Earth’s atmosphere. Many of the satellites studying the Earth’s

atmosphere use sensors that accomplish some form of spectroscopy.

Climate change has been a prominent global concern for decades. In order to understand

climate change, an accurate model of the chemistry and physics of the atmosphere is essential.

Such models are only as good as their input data. Much of the essential data needed to

understand the Earth’s climate is best obtained by satellites. But before climate change was

a key issue, atmospheric ozone was the big story. Stratospheric ozone protects the Earth

from the Sun’s ultra violet rays and is essential to life on Earth as we know it. Stratospheric

ozone had been studied long before the impact of human activity on the ozone hole over

the Antarctic was documented by Farman et al. in 1985 [27]. In response to concerns over

ozone depletion, the UN ratified the Montreal Protocol in 1987, one of the most successful

environmental treaties ever enacted. Concern over global depletion of ozone led to launching

multiple satellites by multiple nations, able to use spectroscopy to monitor stratospheric

ozone. The scientists that designed those satellites were forward thinking and installed

sensor suites able to monitor much more than ozone. Some of the satellites in use today and

making key findings regarding a wide variety of molecules in the Earth’s atmosphere were

launched with ozone monitoring as their primary mission.

4.2 EARTH’S ATMOSPHERE

Our atmosphere is in distinct layers. See Figure 17 for a diagram of the Earth’s atmo-

sphere showing the layers (excluding the outer exosphere) as well as altitudes, temperatures

and pressures. Of primary interest to this work are the lower two levels of the atmosphere,

the troposphere and the stratosphere. Note the temperature decreases as altitude increases

in the troposphere, and then the trend reverses at the tropopause, somewhere around 12

kilometers in altitude, and then the temperature increases as altitude increases in the strato-

sphere until the trend again reverses a the stratopause. Key to this work is the study of the
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FIG. 17: Earth’s atmosphere. Red line is temperature [28].
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composition of the stratosphere and the movement of molecules from the troposphere into

the stratosphere. The troposphere is turbulent; the stratosphere is stable, molecules reaching

the stratosphere tend to stay there for months or years. Air currents in the stratosphere tend

to move horizontally; volcanic plumes that reach the stratosphere circle the Earth at roughly

the same latitude within a few weeks. There are circulation layers within the atmosphere,

see Figure 18 depicting Brewer-Dobson circulation. Note Figure 18 depicts vertical currents

rising from the equator into and above the stratosphere and descending at mid latitudes in

both hemispheres and at the winter pole.

4.3 SATELLITE REMOTE SENSING

Studying our atmosphere can be done through in situ measurements or remote sensing.

In situ measurements are taken by having the instrument taking the measurement at the

location where the measurement is taken. For atmospheric science, airplanes and balloons

can be launched to the location and altitude of interest and take the measurement, whether

that be measuring the pressure or temperature, or actually taking a sample of the atmosphere

into the instrument and analyzing it. Airplanes and balloons can reach the stratosphere, but

not easily, and typically at significant cost. Remote sensing instruments take measurements

without being present at the site the measurement is taken. Telescopes were among the

earliest remote sensing scientific instruments. Photography, radar, lidar and in some cases

spectroscopy are all methods of remote sensing. Satellites orbiting the Earth use remote

sensing instruments to study the atmosphere, with much of the interest focused on the

stratosphere. Satellite remote sensors used for atmospheric science typically struggle to

reach altitudes well below the tropopause.

Remote sensors from orbit can be broken down into two categories: nadir and limb

viewers. Nadir viewing refers to an instrument that looks down, directly toward the Earth’s

surface. Nadir sensors can effectively cover a wide swath of the atmosphere/Earth’s surface,

with the instrument sweeping up data along the satellite’s path over the Earth. Most Earth

viewing satellites have nadir sensors. In general, nadir sensors are poor at vertical resolution.

Limb sensors look at a viewing angle allowing a vertical profile of the atmosphere, often

described as looking at the edge of the atmosphere. Limb viewing provides much better

vertical resolution, but typically with degraded horizontal resolution. See figure 19 for a

diagram comparing nadir viewing and limb viewing.
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FIG. 18: Brewer-Dobson circulation [29].



41

FIG. 19: Nadir vs. Limb viewing [30].

4.4 ACE SATELLITE

All of the data analyzed in this work that was collected by remote satellite sensing is from

the Atmospheric Chemistry Experiment (ACE) satellite, also called SCISAT. This section

contains an overview of the satellite, focused on the sensor suite. Most of the specifics on the

satellite in this section come from Bernath (2017) [31] which provides a detailed description

of ACE. Images from the paper are individually cited.

ACE is a Canadian satellite, launched by NASA in August of 2003 and still operating.

The orbit is nearly circular, at an altitude of 650 km, inclined 73.9 degrees to the equator. The

orbital period is 97.6 minutes. The original primary mission of the satellite was to advance

knowledge of the atmospheric chemical and physical processes that impact ozone in the

upper troposphere and lower stratosphere (UTLS), with an emphasis on the Arctic region.

The instruments make limb observations during solar occultations, meaning the satellite

views the limb of the atmosphere with the Sun on the opposite side of Earth providing a

known radiation source coming through the atmosphere and into the instruments, essentially

looking through the atmosphere into a sunrise or sunset. There are about 30 occultations in

a 24 hour period. See Figure 20 for an artist’s depiction of an occultation as well as a faithful

image of the satellite. The primary instrument on ACE is a Fourier transfrom spectrometer

(ACE-FTS). There are also two imagers operating at wavelengths that can find aerosols and

clouds by measuring extinction of the solar radiation. The final instrument is a dual optical
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FIG. 20: ACE occultation [32].

spectrophotometer, Measurement of Aerosol Extinction in the Stratosphere and Troposphere

Retrieved by Occulation (MAESTRO). MAESTRO data was not used for this research.

The ACE-FTS, the primary instrument on ACE, was designed and built specifically for

the spacecraft. See Figure 21 for a schematic diagram of the ACE-FTS Michelson interfer-

ometer. Sunlight enters the instrument using a suntracker mirror that points at the center

of radiance of the Sun. The radiation is split with a ZnSe beam splitter. To make the instru-

ment more compact, the signal is double passed through the interferometer using the end

mirror, then recombined at the beam splitter and passed through a hole in the end mirror

to the detector assembly, which has InSb and MCT detectors. The optical path difference

is ±25 cm; the spectral resolution is 0.025 cm−1. The interferograms are sent to Earth us-

ing an S-band microwave link and then Fourier transformed. The vertical resolution of the

instrument is determined by its field of view, 1.25 mrad, which works out to 3-4 km of the at-

mosphere. The vertical measurement sampling is determined by three factors: atmospheric

refraction, the angle between the orbit plane and the Earth-Sun vector (beta angle), and the

2 seconds of time needed to record a spectrum. When the beta angle is small, the satellite

sees nearly vertical Sun motion, as the beta angle increases the Sun’s path becomes more
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FIG. 21: ACE-FTS Michelson interferometer [31].
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FIG. 22: Latitude and beta angle of ACE occultations over a year [31].

slanted. A small beta angle yields a vertical sampling of about 6 km, a large beta angle (on

the order of 55◦) results in vertical sampling of about 2 km. Figure 22 shows the latitude of

ACE occultations over a one year period as well as the beta angle. The latitude of the orbit

repeats annually, the longitude does not.

There are two filtered solar imagers within the ACE-FTS instrument, which are not

directly involved in ACE-FTS data processing. One of the imagers operates in the visible

range, with its filter centered at a wavelength of 0.525 µm; the other imager operates in the

near IR range, with its filter centered at 1.02 µm. In Figure 21 the imagers are shown just

above the primary mirror at the bottom of the diagram. The filters support the ACE-FTS

by verifying the presence of clouds in the field of view. For this research, the 1.02 µm was

used to detect the presence of aerosols.
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CHAPTER 5

SULFUR DIOXIDE FROM THE ATMOSPHERIC CHEMISTRY

EXPERIMENT (ACE) SATELLITE

The findings and most of the material presented in this section are published in the Jour-

nal of Quantitative Spectroscopy & Radiative Transfer (Cameron et al.[33]). The co-authors

of the paper are Peter Bernath (Old Dominion University) and Chris Boone (University of

Waterloo). Chris Boone is the ACE Project Scientist and Co-Principal Investigator; he per-

formed the data retrievals using University of Waterloo resources and offered some insights

into how the data analysis might proceed. Peter Bernath is the ACE Mission Scientist, FTS

Principal Investigator and the advisor on this project, to include making edits to the paper.

I am the corresponding author, I did the data analysis, generated all the figures and wrote

the text of the paper. This work is original and was not published anywhere prior to its

publication in the Journal of Quantitative Spectroscopy & Radiative Transfer.

5.1 INTRODUCTION

“Sulfur dioxide is one of the primary gases associated with atmospheric aerosol formation

[34]. Sulfate aerosols significantly impact the climate through scattering and absorption of

solar radiation, as well as serving as cloud condensation nuclei [35]. The global distribution

of SO2 VMRs, resolved by altitude and latitude, including volcanic activity, helps quantify

the role SO2 plays in the Earth’s atmosphere.

There are two primary sources of atmospheric SO2: human activity and volcanic erup-

tions, with volcanic eruptions being the primary mechanism for SO2 injection into the lower

stratosphere. Human activity has resulted in notable changes in SO2 production over the

last two decades [36]. SO2 produced by human activity typically reaches no higher than the

tropopause. The potential exists for anthropogenic SO2 to occasionally reach the strato-

sphere in conjunction with the monsoon phenomena; however, the contribution to strato-

spheric SO2 appears to be minor [37]. Volcanic activity can inject SO2 into the stratosphere

as well as the troposphere; but volcanic eruptions that inject significant amounts of SO2 into

the stratosphere are rare, on the order of five to ten eruptions a year [38]. Yet the volcanic
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contribution to the entire atmospheric SO2 budget is significant; while volcanic emissions

may only make up 10% of the global SO2 source to the atmosphere, due to the longevity

of SO2 and aerosols in the stratosphere they contribute as much as 26% of the SO2 burden,

and are responsible for 14% of the sulfate aerosol burden [39].

In the troposphere, the primary sinks for SO2 are gas phase oxidation by reaction with

OH and aqueous phase oxidation within cloud droplets by reaction with H2O2 or O3 [40].

Ultimately tropospheric SO2 returns to the surface from the troposphere in a matter of

days or weeks in precipitation. In the stratosphere SO2 eventually oxidizes and ends up in

sulfate aerosol, slowly sinking due to gravity with sedimentation velocities on the order of

100 m/month. Stratospheric SO2 in non-oxidized molecular form is much more persistent

than in the troposphere, often remaining confined in latitude bands for one to two months

after a volcanic eruption and staying aloft in the stratosphere for several months [41]. A

single large volcanic eruption can have a climactic impact lasting 2-3 years [42].” [33]

There have been noteworthy previous efforts to investigate stratospheric SO2 by remote

satellite sensing. This research is distinguished by its scope both in determining background

SO2 levels by altitude and latitude on a global scale and in the number of volcanic plumes

studied.

“Nadir viewing sensors can collect data across a wide swath; the Ozone Monitoring In-

strument (OMI) on the Aura spacecraft has shown the ability to reliably map anthropogenic

SO2 sources on the Earth’s surface that produce 70 kT y−1 or more [43] as well as pas-

sive (non-erupting) SO2 flux from volcanoes [44]. The Tropospheric Monitoring Instrument

(TROPOMI) aboard the Sentinel 5 Precursor satellite has improved on OMI [45]. In general,

nadir sensors are unable to resolve observations by altitude; there are notable exceptions such

as Yang et al. [46].

Limb sounders can provide a global distribution of SO2 concentrations resolved by altitude

and location, although the geometry of limb observations requires multiple passes to cover

the area that a nadir observer can cover in one pass, and if observations at a specific location

at a specific time are desired this may not be possible. The Microwave Limb Sounder (MLS)

instrument on the Upper Atmosphere Research Satellite (UARS) made a comprehensive plot

of the SO2 plume from the eruption of Mount Pinatubo in the Phillipines in 1991, including

tracking the decay of SO2 levels for a period of about six months after the eruption [41]. The

next MLS generation on the Aura satellite has demonstrated the ability to track volcanic SO2

plumes with VMRs greater than 400-500 ppt [47]. The Michelson Interferometer for Passive

Atmospheric Sounding (MIPAS) [48], a limb sounder on the Envisat satellite, produced an
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TABLE 1: Microwindow list for SO2 [33].

Center Freq (cm−1) Microwindow Width (cm−1) Lower Alt (km) Upper Alt (km)

1357.44 0.35 9 24

1359.47 0.30 9 18

1361.81 0.45 12 24

1370.18 0.55 10 24

1371.45 0.50 10 24

1376.95 1.30 12 24

SO2 data product similar to ACE-FTS and direct comparisons have been made. MIPAS

ceased operation on 8 April 2012.[33] ”

5.2 OBSERVATIONS AND RETRIEVALS

The data analyzed for this research is version 4.0 of ACE-FTS processing, which was

the first version to include SO2 data. There are over 40 molecules and related isotopologues

in the dataset. Isotopologues are molecules with the same atomic structure but have at

least one atom that is not the same isotope. Specific molecules are located among the data

retrieved using microwindows, which are key features in the spectrum of the molecule that

uniquely identify it.

“For the data set retrieved for version 4.0 of ACE-FTS processing [49], the SO2 mi-

crowindows are provided in Table 1. Version 4.0, released in March 2019, uses spectroscopic

line parameters from the HITRAN 2016 database [50]. Interferers in this microwindow set

whose VMR profiles were retrieved simultaneously were the isotopologuees HDO, 18OCO,

and 13CH4. VMR profiles for all other interferers were fixed to the results of previous re-

trievals. Version 4.0 SO2 data are provided between 9.5 and 23.5 km in 1 km increments.

The lower altitude is limited by interfering molecules such as water and methane; the upper

altitude is limited by signal-to-noise ratio. The ACE-FTS altitude resolution in this range is

typically about 2.5 km. Due to high relative statistical errors (SO2 VMR error/SO2 VMR)

for observations at lower altitudes, the plots shown begin at 11.5 km where typical fractional
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errors on the order of 5 sharply drop to about 0.7, gradually increasing to a maximum of

about 1.5 at 20.5 km, decreasing above 20.5 km to about 0.9 at the top of the altitude range.

ACE SO2 data, February 2004 to December 2019, were used. This paper describes

two studies of the ACE SO2 observations: (1) a quantification of the typical background

abundances of SO2, and (2) an examination of volcanic SO2 plumes. The altitude range

of interest is the Upper Troposphere/ Lower Stratosphere (UT/LS), because of high con-

centrations of stratospheric aerosols [51]. High SO2 concentrations from significant volcanic

eruptions show up as anomalous data, so the first step was to find a filter/discriminator to

differentiate between normal background SO2 and volcanic plumes. Empirically, a 3 Median

Absolute Deviation (MAD) was found to be suitable. [33]”

The MAD is:

MAD = median(|Xi − X̃|) (92)

where Xi are the data points and X̃ is the median of the data.

“Data within 3 MADs are likely are likely to be background SO2; any data beyond 3

MADs are likely of volcanic origin or non-physical. Non-physial data points appeared in

the data set, showing obvious discontinuities when comparing datapoints within the same

data bin. Such points were manually deleted. Deletion of data points only occurred within

the bins used to plot SO2 VMR or extinction in volcanic plumes. A data bin is defined

here as the data points over a one-month time period at a specific latitude (5◦ wide) and

altitude (1 km high). The plotted data at a given altitude and latitude is the mean of the

corresponding data bin. Only individual points in a bin, not the entire bin were deleted. A

month of data is on the order of 500 occultations. (Dissertation note: The previous sentence

is from the quoted paper, on the average month there are roughly 895 occultations.) In

total 16 occultations had data points manually deleted; in each case only the data at one or

occasionally two altitudes were deleted, not the entire occultation.” [33]

The ACE-FTS Imager filtered to observe solar radiaton at 1020 nm was used to determine

aerosol extinction in conjunction with volcanic plumes. Other than the 1020 nm filter, there

was no filtering or further processing of the data. The data was simply sorted into bins in

the same method as the SO2 data and then the mean of the data in each bin was taken. In

isolated cases individual observations that were clearly outliers were manually deleted.

5.3 RESULTS AND DISCUSSION

“Figure 23 is the mean of all background SO2 data, resolved by altitude. Data from an

ACE-FTS research product (generated prior to v4.0 used in this study) were employed in a
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FIG. 23: Mean SO2 VMR resolved by altitude, horizontal bars show 1 standard deviation

[33].
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study by Rollins et al. [52] who found agreement within 10-15 ppt compared to results from

MIPAS. Figure 3 from that paper compared ACE-FTS results to aircraft in situ measure-

ments taken by NASA’s VIRGAS experiment (Volcano-plume Investigation Readiness and

Gas-phase and Aerosol Sulfur), showing agreement within 5 ppt.

Given the variability of the tropopause by latitude, the data of Figure 23 can be broken

down into latitude zones. Figure 24 divides the data from Figure 23 into 30◦ latitude zones.

The plots covering from the equator to 30◦ North or South are almost identical, both showing

an increase in SO2 VMRs as the altitude increases above 20 km. The remaining plots are

similar above 14 km, but the Northern Hemisphere clearly shows higher concentrations of

SO2 in the upper troposphere between 10 and 14 km, highlighting the presence of major

anthropogenic sources from North America, Europe, the Middle East and China.

Figure 25 is the mean of all background SO2 data, resolved by altitude and latitude, with

volcanic activity filtered out through a 3 MAD filter. The highest concentration is about 35

ppt, which occurs in the upper troposphere in the 30◦N-60◦N latitude range. A similar plot

was provided by Höpfner et al. [48] based on bias corrected MIPAS data. Höpfner et al.

also see enhanced SO2 near the equator above 18 km.

Fig. 26 resolves global background SO2 VMRs by altitude, latitude and season. Similar

MIPAS results show some seasonality; specifically, MIPAS shows the summer VMR at 10 km

altitude is 80-100 ppt in the mid and upper northern latitudes; this anomaly is inconsistent

with the ACE data depicted in Fig. 26. Both MIPAS and ACE show the VMR decreasing

as altitude increases with the lower layer gone by around 16 km, and then the VMR is

constant at around 10 ppt. Note the seasonality to Fig. 26: in Jun-Aug a slightly higher

concentration of SO2 forms at 24 km near the South Pole and persists into Sep-Nov; in

Dec-Feb a slightly higher concentration of SO2 forms at 24 km near the North Pole and

persists into Mar-May. We suspect these phenomena are due to descending air within the

polar vortex. The suspected source of the SO2 enhancement is atmospheric OCS. There is an

enhancement feature above 22 km near the equator. Some research data retrievals indicate

this SO2 enhancement to be the bottom of a larger, higher feature. Future ACE-FTS data

processing will explore this topic. In Jun-Aug and Sep-Nov, a slightly higher concentration

of SO2 spans the equatorial region at 13-14 km.

The hunt for volcanic SO2 plumes began by studying the Smithsonian Institution’s,

Global Volcanism Program webpage at http://volcano.si.edu [38]. The search focused on

volcanic emissions where the SO2 plume reached 10 km or more in altitude. Those volcanic

eruptions where the SO2 plume height met or exceeded 10 km and the mass of SO2 emissions
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FIG. 24: Mean SO2 VMR resolved by altitude, horizontal bars show 1 standard deviation

[33].
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FIG. 25: Mean SO2 VMR (in ppt) resolved by altitude and latitude [33].
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FIG. 26: Seasonal mean SO2 VMRs (in ppt) resolved by altitude and latitude [33].

Note: Top left Mar-May, top right Jun-Aug, bottom left Sep-Nov, bottom right Dec-Feb.
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TABLE 2: Volcanic SO2 plumes detected by ACE [33].

Volcano Name Lat/Long Eruption Date SO2 (kt) Plume (km)

Manam 4.1◦S, 145.0◦E 27 Jan 2005 140 24

Rabaul 4.3◦S, 152.2◦E 7 Oct 2006 300 18

Okmok 53.4◦N, 168.1◦W 12 Jul 2008 150 15

Sarychev 48.1◦N, 153.2◦W 12 Jun 2009 1200 17

Grimsvotn 64.4◦N, 17.3◦W 21 May 2011 300 12

Puyehue-Cordon Caulle 40.6◦S, 72.1◦W 4 Jun 2011 200 14

Nabro 13.4◦N, 41.7◦E 13 Jun 2011 3650 18

Kelut 7.9◦S, 112.3◦E 13 Feb 2014 200 19

Calbuco 41.3◦S, 72.6◦W 22 Apr 2015 400 20

Raikoke 48.3◦N, 153.3◦E 22 Jun 2019 1500 23

met or exceeded 80 kt are typically visible in a plot of SO2 VMR resolved by altitude and

latitude. At the time of writing 113 (dissertation note: 113 is a typographical error in

the published paper; 37 eruptions met both criteria) volcanic eruptions in the Smithsonian

database met both criteria. For reference, the average SO2 emission for the 113 volcanoes

with SO2 plume heights at or beyond 10 km is 421 kt; 37 out of the 113 eruptions exceed

80 kt. The final discriminator in locating a specific volcanic plume is whether the ACE-

FTS measured near the plume latitude between the time of eruption and about 2 months

afterwards. For example, the eruption of the Kasatochi volcano in August of 2008 in Alaska’s

Aleutian Islands produced about 2000 kt of SO2 with a plume height of 15 km, but was not

viewed by ACE occultations. The 10 eruptions that meet all the preceding criteria, including

timely and nearby ACE occultations, are listed in Table 2.

In order to obtain enough limb observations to observe a volcanic plume, one month of

data are used. Plumes from the larger eruptions were clearly visible two months after the

eruption. Local VMRs in the 500–1000 ppt range are typical for the eruptions depicted.

The latitudes of the plumes match the latitudes of the eruptions with slight shifts becoming

more pronounced over time. Plume altitudes in Table 2 are in general agreement with the



55

FIG. 27: Sarychev volcano eruption [33].

Note: Eruption occurred 12 Jun 2009 at 48.1°N, 153.2°W; July 2009 data shown. Left SO2

VMR; right aerosol extinction.

altitudes from the Smithsonian database. To the right of each SO2 plot is a similar plot

of the atmospheric extinction from the near infrared imager at 1020 nm for the same time

period. The altitude−latitude distribution plot showing the Sarychev volcanic eruption is

shown in Fig. 27 for July 2009.

In Fig. 28 are three altitude-latitude plots for the Raikoke volcanic eruption, located in

Russia’s Kuril Islands. It erupted on 22 Jun 2019 and made a large, persistent signature in

the ACE-FTS data. The first plot is for July 2019; the second shows data from September

2019. Raikoke’s June 2019 eruption is chronicled in the Smithsonian database. The estimated

plume height shown in the table is based on ACE-FTS data. It shows that the SO2 plume

from a large eruption can remain visible for two to three months after eruption. Because of

ACE’s orbit no suitable occultations are available in Fig. 28 for August.

The Raikoke eruption was observed by ACE for 4 months. These observations afford the

opportunity to evaluate the decay of the SO2 plume. As shown by McKeen et al. [53], the

reaction that controls the conversion rate of SO2 to sulfuric acid (H2SO4) in the stratosphere

is

SO2 +OH
M→ HSO3. (93)
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FIG. 28: Raikoke erupted on 22 Jun 2019 at 48.3°N, 153.3°E; the SO2 plume drifted to 80°N
by September 2019 [33].

Note: Left column SO2 VMR, right column aerosol extinction. Top row Jul 2019 data,

middle row Sep 2019 data, bottom row Oct 2019 data. Note the Ulawun volcano erupted at

5.05°S 151.33°E between June and Oct 2019 but does not significantly appear in the plots.



57

From this reaction the SO2 decay rate can be approximated:

d[SO2]

dt
= −k[SO2][OH][M], (94)

where the square brackets denote number density: M is the total number density and k is

a temperature dependent rate constant [53]. For constant [OH] and [M] pseudo-first order

kinetics are obtained. For the Raikoke SO2 plume, the portion of the plume at 14 km altitude

between 55°N and 60°N appears relatively stationary and was used to make a rough estimate

of the e-folding time of about 27 days. While only a rough estimate, this number compares

well with similar calculations made by Read et al. using data from MLS and UARS on the

1991 Mt. Pinatubu eruption [41], 33 days, as well as those made by Pumphrey et al. using

data from MLS on Aura for multiple volcanic eruptions between 2005 and 2014, 24 days and

an uncertainty of 3 days [47].

Using extinction data from its Imager, ACE also provides the data to determine the

decay of H2SO4 aerosol cloud for the same time period:

d[H2SO4]

dt
= kSO2 [SO2]− kH2SO4 [H2SO4]. (95)

Using the same latitude/altitude section as used for determination of decay of SO2 yields

the approximate e-folding time for the H2SO4 aerosol cloud to be about 111 days. As the

aerosol cloud is fed by the decaying SO2 plume, the concentration of H2SO4 increases for

about 50 days and then begins to decrease.” [33]

5.4 CONCLUSION

“The ACE mission has more than 16 years of SO2 data that spans many significant

volcanic eruptions and provides a large data set from which to derive background SO2 atmo-

spheric data. Background SO2 VMRs are in the 30 ppt range at altitudes between 10 and

14 km and then fall to less than 10 ppt as altitude increases. SO2 VMRs in the upper tropo-

sphere are consistently 5 to 10 ppt higher above 30° latitude in the Northern Hemisphere in

comparison to the Southern Hemisphere. Some seasonality has been measured, primarily in

the polar and equatorial regions. Volcanic SO2 plumes can persist for up to three months.

Extinction data for sulfate aerosols from the ACE mission has been used to corroborate the

detection of volcanic plumes.”[33]
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5.5 APPENDIX NOTE

“ACE offers simultaneous observations of both SO2 plumes and sulfate aerosol distri-

butions in the form of extinction plots. Additional volcanic eruptions from Table 2 with

SO2 VMR plots shown beside extinction plots for the same time period for comparison are

included in the Appendix. Each figure caption includes the latitude of eruption as well as

the month the data was taken from (typically one or two months after the eruption).” [33]

(See Appendix A).
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CHAPTER 6

SATELLITE CHARACTERIZATION OF GLOBAL STRATOSPHERIC

SULFATE AEROSOLS RELEASED BY TONGA VOLCANO

The findings and most of the material presented in this section are published in the Jour-

nal of Quantitative Spectroscopy & Radiative Transfer (Bernath et al.[54]). Peter Bernath

is the corresponding author and coordinator of co-author efforts, the ACE Mission Scientist

and FTS Principal Investigator. The co-authors of the paper are Chris Boone (University of

Waterloo), Adam Pasotorek (Old Dominion University), me, and Mike Lecours (University

of Waterloo). Chris Boone is the ACE Project Scientist and Co-Principal Investigator; he

performed the data retrievals using University of Waterloo resources and did some initial in-

vestigating into retrieval results. Adam Pastorek is a post doctoral researcher on the Bernath

research team and was the lead developer of the multiple linear regression model, working

with Chris Boone. The model was used to explore the composition of the Tunga aerosols

and generate the figures that depict aerosol composition. I wrote and executed the computer

programs used to probe ACE-FTS data, specifically looking for trends in aerosols, ClONO2,

O3, and HCl. Only the aerosol data made it into the paper. I also generated the graphic

showing the location of ACE occultations for 2021. Mike Lecours provided data curation.

Everyone assisted in review/ editing. All the figures and tables in this section are from the

paper and cited accordingly. This work is original and was not published anywhere prior to

its publication in the Journal of Quantitative Spectroscopy & Radiative Transfer.

6.1 INTRODUCTION

The role of SO2 and the sulfate aerosols it generates in the stratosphere are discussed

in section 5.1. In addition to the cooling effect stratospheric sulfate aerosols have on the

climate, they also impact stratospheric ozone. The exceptionally large Mount Pinatubo

eruption in the Phillipines in 1991 decreased stratospheric ozone by 3-4% [55]. As mentioned

in section 5.1, sulfate aerosols act as seed particles for clouds, of particular interest to this

research is that they specifically seed Polar Stratospheric Clouds (PSCs), which are key to

the formation of the Antarctic ozone hole [51]. The eruption of large tropical volcanoes has
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been shown to impact stratospheric circulation patterns; the stratospheric heating increases

the temperature gradient between the equator and the pole, causing a stronger than normal

polar vortex [56]. Aerosols are important in climate modelling, currently modelling their role

is incomplete; smaller error bars brought about by better understanding of aerosols would

be beneficial [57].

The Hunga Tonga-Hunga Ha’apai volcano, referred to in this research as simply Tonga,

is located under water at 20.54◦ S 175.38◦ W. It erupted on 15 Jan 2022. There were two key

factors that made the eruption so significant: (1) the plume reached an exceptional height

of 57 km [58] [59] , and (2) a large amount of water vapor was injected into the stratosphere

[60] [61], causing a cooling effect [62] [63].

While the underwater eruption of Tonga resulted in an unusually large amount of water

in the plume, the amount of SO2 was a much more modest 410 kt [60], slightly above average

in comparison to the eruptions shown in Table 2. The water vapor significantly decreased the

SO2 lifetime to about 12 days, which can be compared to the more typical 27 days calculated

for the Raikoke eruption in section 5.1; the result was a rapid conversion to sulfate aerosol

[64]. Using the OMPS LP (Ozone Monitoring and Profiler Suite, Limb Profiler) instrument

aboard NASA’s Suomi NPP (National Polar-orbiting Partnership) satellite, Taha et al. [65]

found the Tonga eruption caused the largest stratospheric optical depth since the eruption

of Mount Pinatubo in 1991.

There are several characteristics of stratospheric sulfate aerosols that determine their

impact on the climate, including: particle number density, particle size distribution, average

particle size, and particle composition [54]. Large particles (effective radii > 2 µm) can cause

global surface heating instead of global surface cooling [66]. Particle composition (meaning

weight percentage of sulfuric acid) impacts sunlight extinction and absorption of thermal

radiation from Earth. Particle composition [51] is generally assumed to be 75% H2SO4; this

research shows the number varies from 45% to 79%. Due to its effect on infrared aerosol

extinction [67], assuming a constant 75% H2SO4 particle composition causes a significant

systemic error in modeling stratospheric heating by sulfate aerosols. Particle composition

also has an impact on optical constants used to model scattering in the visible region [68], so

assuming it to be a constant has yet another detrimental impact on climate modelling as well

as lidar, limb scattering, solar occultation and nadir retrievals of sulfate aerosol properties.

6.2 METHODS

“ACE-FTS spectra are processed on the ground [70] to provide concentration profiles as a
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function of altitude for 44 gaseous molecules [71] for version 4.1/4.2. The absorption features

due to these molecules can be removed from the spectra to create “residual” spectra that

contain broad features due to cloud and aerosol particles [69]. These residual spectra contain

some artefacts, for example from molecules such as HNO3 for which the experimental line lists

are incomplete. Thus, each spectrum is divided by a suitable reference spectrum that does

not contain the volcanic plume but does contain background sulfate aerosol contributions.

The background sulfate aerosol contributions in these reference spectra are removed by

fitting. The final, corrected residual spectrum therefore has artefacts largely removed, and

sulfate contributions from both the background and the volcanic eruption.

Simulation of these characteristic spectra can provide information on composition, parti-

cle size and particle shape. For example, transmittance spectra of Polar Stratospheric Clouds

(PSCs) have shown that binary nitric acid and water particles (supercooled nitric acid, SNA)

are common in addition to nitric acid trihydrate (NAT), supercooled ternary solutions of ni-

tric acid and sulfuric acid (STS), and ice [72]. The sulfate aerosols from the Raikoke volcanic

eruption have also been characterized using residual ACE-FTS spectra [67].”[54]

Boone et al. [67] describes how the ACE-FTS is used to retrieve sulfate aerosol properties.

A slightly modified Beer-Lambert equation from the versions previously shown in equations

(38)-(40) is used:

τ = Ae−σextNl = Ae−αl, (96)

where A is a baseline parameter fitted to improve agreement with ACE spectra, σext is

the extinction cross section (which includes both absorption and scattering), N is particle

concentration, l is the path length and α is the extinction coefficient. The extinction coef-

ficient was calculated using Oxford University’s Mie scattering code for spherical particles

(http://eodg.atm.ox.ac.uk/MIE/index.html).

The extinction cross section is dependent upon wavenumber, particle size distribution

and optical constants of the material at the ambient temperature. Temperatures were taken

from the ACE-FTS retrievals.

The particle size distribution was determined by a log normal distribution:

n(r) =
N√
2π

1

ln(S)

1

r
exp[

(ln(r)− ln(rm))
2

2 ln2(S)
] (97)

where rm is the median radius and ln(S) = σ with σ being the distribution standard devi-

ation. The value of S was not directly obtainable because the distribution width can not

be obtained from only infrared data; after some preliminary sulfate aerosol retrievals includ-

ing coincident ACE infrared data and and optical SAGE III/ISS extinction data from the
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Raikoke volcanic eruption, S was fixed to 1.3. The aerosol path length l is also unknown;

the column density Nl was determined in the fit. The optical constants are based on values

from Lund Myhre et al. [73]. In summation, the observed transmittance spectra were fitted

by floating four parameters: the baseline A, the median radius rm, the particle composition

(weight percentage of sulfuric acid), and the column density Nl.

6.3 RESULTS AND DISCUSSION

The ACE satellite occultations were not in a location to intersect the Tonga plume until

about 4 Feb 2022. Figure 29 shows the aerosol extinction from the 1.02 µm imager. A

reference occultation with no volcanic plume is included for comparison. Figure 30 shows

the residual stratospheric transmittance spectrum at 23.1 km for the same occultation shown

in Figure 29. The median radius rm was determined to be 0.323 ± 0.0002 µm, the particle

composition (weight percentage of sulfuric acid) 62.5 ± 0.2 %, and the column density Nl

5.2 ± 0.1 x 108 particles/cm2 [70]. The retrieved temperatue was 212.5 K.

“The latitude of the Tonga plume was tracked with the 1.02 µm ACE imager. During

February 2022 the plume was located between 30◦S and 10◦N latitude and by April 2022

covered 40◦S and 20◦N (Fig. 31). By June 2022, the plume had reached Antarctica and

in August (Fig. 32) extended from 25◦N to within the Antarctic polar vortex, where Polar

Stratospheric Clouds (PSCs) were observed along with sulfate aerosols. In August 2022, the

plume was near 22 km altitude at the equator, but descended steadily to about 18 km at

60◦S. The plume persisted and was present in October 2022 from 30◦N to Antarctica. By late

November 2022 the Tonga plume reached the Arctic at about 21 km in altitude and was still

strongly present in Antarctica. Tonga stratospheric aerosols have therefore spread around

the globe. Daily plots of atmospheric extinction from the 1.02 µm imager are available on

the ACE website, https://ace.uwaterloo.ca/.”[54]

As can be seen in Figure 33, the composition of Tonga aerosols is dependent upon both

temperature and water vapor pressure. Note that the figure includes data from the Tonga,

Raikoke and Nabro volacanoes were included in order to test the generality of the dependence.

In general, the % sulfuric acid in the aerosol decreases as temperature decreases and as water

vapor pressure increases. The authors presume this relationship is due to water being taken

up by the droplet. The temperature dependence is strong; Figure 34 plots sulfuric acid

weight composition % as a function of temperature for the Tonga aerosol.

A multiple linear regression model was conducted using temperature T , water vapor

pressure log10(PH2O) as independent variables and and the % sulfuric acid, wH2SO4 as the
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FIG. 29: Aerosol extinction from the ACE 1.02 µm imager from 6 Feb 2022 showing aerosol

from the Tonga volcano [54].

Note: Occultation at 19.85◦S 127.59◦E. A reference occultation with no volcanic plume from

7 Feb 2018 is included for comparison.
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FIG. 30: Sulfate aerosol spectra from 6 Feb 2022 at 23.1 km [54].

Note: Occultation at 19.85◦S 127.59◦E. Observed spectrum in blue, fitted spectrum in red.
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FIG. 31: Aerosol extinction for April 2022 [54].

Note: ACE Imager aerosol extinction at 1.02 µm for 5◦ latitude by 1 km altitude bins .

FIG. 32: Aerosol extinction for August 2022 [54].

Note: ACE Imager aerosol extinction at 1.02 µm for 5◦ latitude by 1 km altitude bins.
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FIG. 33: Observed composition of sulfate aerosols [54].

Note: The H2SO4 concentration (weight %) using the color scale on the right as a function

of temperature (K) and log10(H2O vapor pressure in Pa). As the temperature decreases and

the water vapor pressure increases, the sulfuric acid concentration decreases. Points from

Tonga, Raikoke and Nabro volcanic eruptions are included.
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FIG. 34: Composition of Tonga aerosols [54].

Note: H2SO4 concentration (weight %) as a function of temperature.
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TABLE 3: Model fitting parameters 95% confidence intervals for expression [54].

..

wH2SO4 = b1 + b2 · log(pH2O) + b3 · T + b4 · log(pH2O) · T + b5 · T 2 + b6 · log(pH2O) · T 2

b1 b2 b3 b4 b5 b6

-3247.978526 -2006.279378 29.50611648 18.09111791 -0.065698667 -0.040907737

Lower Upper

b1 -3402.87290 -3.09308416

b2 -2126.71903 -1885.83972

b3 28.06348 30.94875

b4 16.96591 19.21632

b5 -0.06906 -0.06234

b6 -0.04353 -0.03828

Note that the parameters are strongly correlated. Lower column is the b-lower margin,

Upper column is the b-upper margin.

dependent variable. Data from the Tonga and Raikoke volcanoes was used. Data from the

month immediately after the eruption of both volcanoes was excluded to allow the aerosols

to stabilize. Note in Fig. 34 the dependence of composition on temperature does not appear

linear, to account for this a T 2 term was added to model. The model includes a cross term

between the independent variables as well as between log10(PH2O) and T
2[54]:

wH2SO4 = −3247.97853− 2006.27938 · log(pH2O) + 29.50612 · T

+18.09112(pH2O) · T − 0.06570 · T 2 − 0.04091 · log(pH2O) · T 2.
(98)

The coefficient of determination (R2) is 0.88 and errors for the fitting parameters are

given as 95% confidence intervals. See Table 3.

“The strong dependence on temperature of aerosol composition is not unexpected because

the vapor pressure of water is an exponential function of temperature (at equilibrium).

Therefore as temperaure decreases, water vapor pressure decreases and more water will go

into sulfate solution, diluting the H2SO4 concentration.”[54]

The median radii, rm of the sulfate aerosols are weakly dependent upon temperature and
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FIG. 35: Observed median particle radius [54].

Note: Particle size rm in µm as a function of temperature and logarithm (base 10) of the

water vapor pressure in Pa.

water vapor pressure. See Fig. 35.

The median particle radius was calculated for aerosols from the Tonga, Raikoke and

Nabro volcanoes. The average values are: Tonga, 0.295 ± 0.022 µm; Raikoke, 0.257 ± 0.027

µm; Nabro, 0.214 ± 0.031 µm. Combining all three volcanoes into one data set results in

rm=0.261 ± 0.035 µm.

“There are thermodynamic predictions for the size and composition stratospheric sul-

fate aerosols [74, 75]. The size of the aerosols depends on the mass of sulfuric acid in the

droplet but depends only weakly (as we find, Fig. 35) on temperature and water vapor

pressure for typical stratospheric conditions [75]. The composition at a given temperature

depends only on the water vapor pressure and the predicted thermodynamic values are in

reasonable agreement with our observations [75]. For three examples from Raikoke, the

composition predictions [75] for 225 K, 220 K and 215 K are 72.4%, 69.4%, 68.1% compared
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to the observed 72.8%, 69.9% and 68.8%, respectively. Although our analysis and model

are for volcanic plumes, the work is based on thermodynamic variables, so Eq. (99) likely

applies to background stratospheric aerosols; further work on this topic with ACE data is

underway.”[54]
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CHAPTER 7

VOLUME MIXING RATIOS OF NITROGEN DIOXIDE, NITRIC ACID

AND THEIR 15N ISOTOPOLOGUES

The findings and most of the material presented in this section have not yet been pub-

lished. I researched the topic and presented my findings at the ACE Satellite Science Meeting

held on 18 Oct 2022 at the University of Waterloo. I presented remotely from Old Domin-

ion University. Peter Bernath (Old Dominion University) is the advisor on this project, to

include making edits to my presentation. The research presented in this section is based on

the power point presentation and supporting notes I used to present at the ACE meeting. I

composed all the presentation materials and did the analysis. This work is original and has

not yet been published anywhere. Based on discussions with Dr. Bernath, this material is

likely to be made into a paper after my dissertation defense.

7.1 INTRODUCTION

Much of our understanding of the stratospheric ozone layer stems from 1930 when Sydney

Chapman proposed that the ozone layer, known to exist since the 1920s, was formed from

photolysis of O2:

O2 + hν → 2O

(λ < 240 nm)

O + O2
M→ O3.

(99)

The ozone then undergoes photolysis:

O3 + hν → O2 +O(1D)

(λ < 320 nm)

O(1D)
M→ O

O3 +O → 2O2.

(100)
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The combined reactions shown in equations (100) and (101) are known as the Chapman

mechanism. The Chapman mechanism accounts for the production of ozone and its pho-

tolysis, but taken in isolation it overestimates the amount of ozone that should be in the

stratosphere by about a factor of two. There are other sinks that account for the observed

levels of ozone in the stratosphere, primarily the catalytic loss cycles known as the HOx, NOx

and ClOx cycles. NOx collectively refers to NO2 and NO. The significance of atmospheric

nitrogen dioxide and nitric acid will become apparent in the discussion that follows regarding

the NOx cycle.

The NOx cycle, resulting in the destruction of ozone, is:

NO + O3 → NO2 +O2

NO2 +O → NO+O2.
(101)

Note the net reaction is

O3 +O → 2O2. (102)

There is an additional null cycle known as the Leighton cycle:

NO + O3 → NO2 +O2

NO2 + hν → NO+O

O+O2
M→ O3.

(103)

The net reaction of the Leighton cycle is

NO + NO2 → NO2 +NO; (104)

a rapid cycling between NO and NO2 occurs, the entire cycle only takes about a minute in

the Earth’s atmosphere.

Nitric acid, HNO3, plays a key role in the daylight termination of the NOx cycle:

NO2 +OH
M→ HNO3. (105)

NO, NO2, HNO3 and several other molecules that are not part of the chemistry shown here

are collecively referred to as NOy. At night there is minimal OH in the atmosphere, so the

NOx cycle is terminated by the reaction series:

NO2 +O3 → NO3 +O2

NO3 +NO2
M→ N2O5.

(106)
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FIG. 36: NOx cycle, sources and sinks [76].

Note this reaction series can only take place at night, since under daylight conditions NO3 is

photolyzed back into NO2 on a time scale of a few seconds. HNO3 and N2O5 can be thought

of as reservoirs for NOx.

The diagram from Jacob [76] sums it up nicely (See Fig. 36); NOx flips back and forth

between NO and NO2. NOx collectively moves back and forth in a bigger cycle with NOy.

N2O coming up from the biosphere is the primary source of it all. At the end, HNO3 slowly

sinks out of the stratosphere. Note the arrows in the diagram go both ways with HNO3 and

N2O5; during daylight through photolysis and reactions with OH both molecules revert back

to NO2. A recurring theme in discussion of the NOx cycle is sunlight. With sunlight NO2 is

enhanced. The expectation is then that the reservoir HNO3 is enhanced at night.

7.2 ANALYSIS AND RESULTS

The ACE-FTS database includes NO2, HNO3 and the 15N isotopologue of both molecules.

Fig. 37 shows the volume mixing ratio of NO2 and HNO3 averaged over the entire ACE

database, broken down by latitude and altitude.

As expected, Figure 37 confirms NO2 to have higher VMRs in the equatorial region where

sunlight is always present for much of the day, and HNO3 has higher VMRs over the poles,

immersed in darkness for long periods. Similar plots made with the 15N isotopologues of
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FIG. 37: NO2 (left) and HNO3 (right) VMRs averaged over the entire ACE database.

Note: In each plot latitude is along the x axis, altitude (km) is along the y-axis, left side.

Color code for VMR is displayed to right side of the plot.

both molecules show the same patterns. Since the poles also have long periods of sunlight,

a more revealing plot would be seasonal. Figures 38 and 39 show seasonal plots of NO2

and HNO3, respectively. The plots confirm NO2’s affinity for sunlight, with accumulations

occuring over the summer pole along with the equator. HNO3 seasonal plots reveal the polar

patterns show enhanced HNO3 over the darkened winter pole. Note the equinoxes are in

September and March, so as expected, the polar NO2 pattern begins in the spring, and the

polar HNO3 pattern begins in the autumn.

The goal of this research is to search for patterns in the fractionation of the isotopologues.

Specifically, we wanted to investigate whether or not there were predictable patterns in which

the fractionation of the two molecules differed from their standard atmospheric values. The

U.S. Geological Survey publishes standard atmospheric ratios between isotopes. For nitrogen,

the published value is [14N]
[15N]

= 272. A handy measurement of fractionation is to calculate what

is known as the δ value:

δ15N =

[
[
15N
14N

]x

[
15N
14N

]airN2

− 1

]
· 1000, (107)

where the value is in permille ( o
oo
). If δ15N = 0, the standard atmospheric ratio is present,
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FIG. 38: NO2 seasonal VMRs averaged over the entire ACE database.

Note: In each plot latitude is along the x axis, altitude (km) is along the y-axis, left side.

Color code for VMR is displayed to right side of the plot.
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FIG. 39: HNO3 seasonal VMRs averaged over the entire ACE database.

Note: In each plot latitude is along the x axis, altitude (km) is along the y-axis, left side.

Color code for VMR is displayed to right side of the plot.
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a positive number indicates above standard presence of the 15N isotope, a negative number

indicates a below standard presence of the 15N isotope. There are three basic ways the

fractionation δ value can be altered: the equilibrium isotope effect, the kinetic isotope effect

and the photochemical isotope effect.

Li et al. (2020) [77] did a study on fractionation effects between NO and NO2. The

equilibrium isotopic effect (EIE), addresses an exchange between two compounds without

forming new molecules, in this case the exchange would be

15NO+14NO2 → 14NO+15NO2, (108)

EIE has a positive δ15N value for NO2. The EIE is influenced by differences in vibratioanal

frequencies between the isotopologues. Li et al. experimentally found δ15N for EIE to be

+28.9 o
oo
, consistent with past experiments and calculations. The kinetic isotope effect (KIE)

is associated with the difference in isotopologue rate coefficients during unidirectional re-

actions, in this case KIE would mean oxidation of NO into NO2 by O3/HO2/RO2. The

photochemical istope fractionation effect (PHIFE) is related to photolysis, in this case pho-

tolysis of NO2 into NO. Li et al. found the combined effects of KIE and PHIFE, which

they refer to as Leighton Cycle isotope effects (LCIE) to have a δ15N value of -10 o
oo
. They

summed up their findings in a diagram, see Figure 40.

Applying these findings to the stratospheric NOx cycle, the expectations are that wher-

ever NO and NO2 are cycling back and forth, perhaps wherever the null cycle is occurring,

δ15N is positive for NO2. Note this enhancement of the NO2 δ
15N value is no more than

about 19 o
oo

based on Li et al. More influentially, wherever NO2 or HNO3 have accumulated

and then that accumulation has recently decreased due to seasonal cycles, caused by photol-

ysis and/or kinetic isotope effect type reactions, the 14N molecules will leave more quickly

due to the 15N molecules having slower kinetic interaction and a higher photolysis threshold,

enhancing δ15N where the accumulation had been.

Figure 41 shows the NO2 δ
15N enhancement for the months December through February

averaged over the entire ACE database. The left image in Figure 41 is the same as the upper

left DJF image in Fig. 38 and is included for reference. In DJF sunlight has left the North

Pole and NO2 is being replaced by HNO3; the upper right image shows a δ15N enhancement

from the tropopause up to about 20 km; in the lower right images all δ15N values above 1000

have been removed to show the enhancement actually extends higher and includes a second

smaller group of peak values at the top of the microwindow which extends up to 38 km. As

shown if Figure 18, the Brewer-Dobson circulation includes a descending polar vortex over
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FIG. 40: Isotopic fractionation process between NO and NO2 [77].

the winter pole, it is possible this upper smaller peak is due to the polar vortex; an issue for

future analysis.

Figure 42 shows the HNO3 δ
15N enhancement for the months March through May aver-

aged over the entire ACE database. The left image in Figure 42 is the same as the upper

right MAM image in Figure 39 and is included for reference. The HNO3 δ
15N plots differ

from NO2 due to HNO3 being constantly photolyzed over the equator, so there is a strong

permanent enhancement there. In the March-May time frame sunlight has arrived in the

North Pole region and there is a corresponding enhancement in HNO3 δ
15N up high at 28-32

km near the pole. As in Figure 41, having peak values at the top of the microwindow again

raises questions over the role of upper level Brewer-Dobson circulation; an issue for future

analysis.
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FIG. 41: Left side is NO2 VMR for Dec/Jan/Feb averaged over entire ACE database; right

top image shows δ15N enhancement at 17-20 km on the north end.

Note: Filtering out high δ15N values at right bottom shows a lesser peak at 30-38 km on the

north end.
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FIG. 42: Left side is HNO3 VMR for Mar/Apr/May averaged over entire ACE database;

right image shows δ15N enhancement over the equator and a lesser peak at 28-32 km on the

north end.



81

CHAPTER 8

NEAR-INFRARED OPACITY OF LATE M DWARFS AND HOT

JUPITERS:

THE E3Π-X3∆ TRANSITION OF TITANIUM MONOXIDE

The findings and most of the material presented in this section are published in The

Astrophysical Journal (Bernath & Cameron [80]). Peter Bernath (Old Dominion University)

is the corresponding author and project advisor, he wrote the text of the paper and advised

me during the analysis. I am the co-author, I did the rotational analysis to include developing

the line list and spectroscopic constants, which also generated the figures and tables in the

paper. This work is original and was not published anywhere prior to its publication in The

Astrophysical Journal.

8.1 INTRODUCTION

“Titanium oxide (TiO) plays a key role in astronomical observations of varied sources

to include stars, circumstellar envelopes and gas giant planets, to include exoplanets. For

M class dwarf stars, the most numerous star type in our galaxy, the spectra are marked

with strong absorption features due to TiO [82]. The pure rotational microwave transitions

of TiO have been detected in red supergiants, supporting the concept that titanium oxides

are formed in circumstellar envelopes and seed inorganic dust formation [83]. TiO has been

detected in the atmospheres of exoplanets by its electronic spectra and shown to cause

formation of stratospheres in hot Jupiters [4, 84].[81]”

The success of astronomical observations is significantly dependent upon the results of

laboratory spectroscopy. McKemmish et al. (2017) [85] provides a summary of laboratory

spectroscopy for the TiO molecule. McKemmish et al. (2019) [12] is currently the most

comprehensive line list for TiO with over 60 million transitions, to include the minor iso-

topologues. That line list is largely based on calculations, and can be improved upon by

laboratory spectroscopy. See Fig. 7 for a diagram of the energy levels of the TiO molecule.

“The E3Π - X3∆ transition (ϵ system) is a relatively weak band system in the near-

infrared near 8450 Å (11,830 cm−1) for the 0–0 band. In spite of an oscillator strength (f0−0)
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of only 0.0019 [86], the 0–0 band is the strongest absorption feature in the near-infrared

spectra of late M dwarfs, e.g., Figure 12 in the spectral library of Rayner et al. [87].

The E3Π - X3∆ transition was first measured by McIntyre et al. [88] in a neon matrix,

followed by low resolution chemiluminescence spectra in the gas phase [89]. Simard & Hackett

[90] carried out the first rotational analysis of the 0-0 band at medium resolution by pulsed-

laser excitation spectroscopy with a laser vaporization TiO source. Steimle & Virgo [91]

used the Stark effect to measure the permanent electric dipole moments in several electronic

states including E3Π. The definitive rotational analysis was by Kobayashi et al. [92], who

used a high resolution c.w. laser and a cold free jet expansion source. While the jet-cooled

TiO source gave clean spectra, relatively few rotational levels were measured in the 0-0 band

and almost none in the weak 1-0 band.

During the preparation of the high temperature absorption cross sections, it was noted

[93] that the E−X 0-0 band was present, although overlapped by the A3Φ- X3∆ 0-2 band

[94]. The low J transitions observed in the laboratory matched the ExoMol lines [12] which

are the measured lines of Kobayashi et al. [92], but the higher J values deviated from the

ExoMol DUO [95] prediction. We present here an improved rotational analysis of the 0-0

band of the E3Π - X3∆ transition.” [80]

8.2 METHOD AND RESULTS

“The experimental TiO cross sections used in the analysis were based on an emission

spectrum recorded at the McMath–Pierce Solar Telescope using the 1 m Fourier transform

spectrometer, operated by the National Solar Observatory at Kitt Peak, Arizona. The source

was a carbon tube furnace at about 2300 K, and the conversion of the spectrum to calibrated

cross sections has been described (Bernath) [93]. These cross sections have a resolution of

about 0.06 cm−1 and an accuracy of ±0.002 cm−1 for the wavenumber calibration. An

overview of the cross sections (upwards) and the simulation of the 0–0 E3Π- X3∆ and 0–2,

1–3 A3Φ- X3∆ bands (downwards) is presented in Figure 43.

The 2300 K temperature of the TiO source is a good match for the photospheric tempera-

tures of late M dwarfs. For example, Luhman et al. [96] have determined the temperature of

M8 dwarfs to be 2500 K and M9 dwarfs to be 2300 K. Hot Jupiter exoplanets also have atmo-

spheric temperatures in this range. TiO has been detected by high-resolution spectroscopy

in very hot Jupiter exoplanet WASP-33 b [4]. WASP-33 b has a brightness temperature of

about 3600 K and atmospheric temperatures in the range 2700-3700 K.

The E3Π, A3Φ and X3∆ states all belong to Hund’s case (a) so the E - X and A - X
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FIG. 43: Overview spectrum of TiO (upwards) and the simulation of the 0-0 E3Π-X3∆

(green) and 0-2, 1-3 A3Φ-X3∆ bands (blue) (downwards) [80].
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transitions have three spin components, E3Π2- X
3∆3, E

3Π1- X
3∆2, E

3Π0+0−- X
3∆1 and A3Φ2-

X3∆1, A
3Φ3-X

3∆2, A
3Φ4-X

3∆3, in order of increasing wavenumbers. In Figure 43, the three

R-branch subband heads are to the right for the 0-2 A - X band (12042.40, 12116.95, 12183.15

cm−1; R1, R2, R3 heads, respectively) and to the left for the 0-0 E - X band (11828.49;

11841.68, 11842.19; 11853.58, 11854.76 cm−1; R3e,f ; R2e, R2f , R1e, R1f , respectively). To

the far right at 12193.96 cm−1 is another R-head not included in the simulation that is due

to the 1-0 b1Π-a1∆ band.

The rotational analysis of the E - X 0-0 band was carried out with PGOPHER [19],

starting with a spectral simulation using the E state constants of Kobayashi et al. [92] and

the constants from the A - X analysis of Ram et al. [94]. The cross section file was used

as an “overlay” in PGOPHER and the previously measured lines [92] were also included in

the fit. New lines were measured and additional spectroscopic constants were added as the

assignments were extended to higher J values. Although the spectral features were often

blended (Figure 44), assignments were made up to J of about 60. Figure 44 shows the E

- X lines in green (downwards) and the A - X lines in blue (downwards) compared to the

observed cross sections (upwards) for a typical region with J values around 40. No attempt

was made to assign all of the features in the observed spectrum.

Based on the E - X lines and spectroscopic constants for the 1-0 band, a careful search

was made in the observed spectrum but without success. The 1-1 band also was too weak

and not present in the experimental cross section data.

The new spectroscopic constants for v = 0 of the E3Π state are provided in Table 4. In

the end, 1058 lines were fitted with the standard N2 Hamiltonian [94] with an average error

of 0.014 cm−1. The lines and the observed minus calculated values are given in Table 5.”[80]

8.3 DISCUSSION AND CONCLUSION

“The spectroscopic constants (Table 4) and 0-0 E - X lines (Table 5) extend the previous

analysis from the maximum J of about 30 in a few branches to higher J values of about

60. Five higher order spectroscopic constants (H, oD, pD, AH , λD) were determined and

the spectrum of this band of hot TiO is now reliably reproduced by the constants as needed

for stellar and exoplanet spectroscopy. The traditional spectroscopic labels for the lines

are provided in Table 5: ∆N∆JF ′
iF

′′
j
p(J), in which N is the quantum number for the total

angular momentum excluding electron spin, p is e/f the rotationless parity, Fi labels the spin

components (for 3Π, F3 = 3Π2, F2 = 3Π1, F1 = 3Π0 and for 3∆, F3 = 3∆3, F2 = 3∆2,

F1 =
3∆1) [93].
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FIG. 44: Typical TiO E - X spectrum (upwards) with the simulation in green pointing

downwards [80].

Note: The A - X simulation in blue points downwards also.
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TABLE 4: Spectroscopic Constants for the v = 0 Level of the E3Π State in cm−1 with one

Standard Deviation Error in the Last Two Digits in Parentheses [80].

Constant New Values Kobayashi et al. Values

Origin 11826.95319(61) 11826.95482(94)

B 0.5150704(25) 0.5150622(72)

A 86.81598(65) 86.81686(98)

λ 1.41349(48) 1.41405(56)

o 0.82668(74) 0.82775(43)

p 0.02374(19) 0.02292(31)

q 2.38(39)e-5 4.4(10)e-5

D 6.427(20)e-7 6.58(11)e-7

H -2.17(39)e-12 · · ·
λD 2.01(59)e-6 · · ·
oD 1.08(18)e-5 · · ·
pD -1.82(48)e-7 · · ·
AD -1.641(16)e-4 -1.745(36)e-4

AH -2.46(53)e-9 · · ·
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TABLE 5: Sample of Lines and Residuals for the 0-0 band of the E - X Transition from

PGOPHER Log File [80].

J ′ P ′ J ′′ P ′′ Obs (cm−1) Calc (cm−1) O-C (cm−1) Weight Line

12 e 13 e 11796.476 11796.478 -0.0023 0.5 pP3e(13)

12 f 13 f 11796.476 11796.479 -0.0029 0.5 pP3f(13)

11 e 12 e 11797.997 11797.998 -0.0013 0.5 pP3e(12)

11 f 12 f 11797.997 11797.999 -0.0018 0.5 pP3f(12)

19 e 20 e 11798.740 11798.739 0.0015 0.5 pP2e(20)

26 f 27 f 11798.866 11798.870 -0.0035 0.5 pP1f(27)

19 f 20 f 11798.996 11799.002 -0.0062 0.5 pP2f(20)

10 e 11 e 11799.483 11799.482 0.0014 0.5 pP3e(11)

Note: Lines from Kobayashi et al. [92] have a weight of 0.5. New lines have a weight of

1. J is total angular momentum; P is the e/f parity; Obs is the observed line position in

cm−1; Calc is the calculated line position in cm−1; O - C is the observed minus calculated

line position in cm−1; weight is the weight of the line in the fit. Source indicates the source

of the line in the numbered line list; the first 399 lines are from Kobayashi et al. [92] and

the rest are measured from the cross sections [93].

(This table is available in its entirety in machine-readable form.)



88

TABLE 6: Sample Table for Line List for the 0–0 and 0–1 Bands of the E - X Transition of

TiO [80].

J ′ J ′′ Pos (cm−1) Eup (cm−1) Elow (cm−1) A (s−1) f Line

79 80 10510.390 15054.848 4544.458 8.585 1.151× 10−7 oP23e(80)

79 80 10512.660 15057.118 4544.458 12.901 1.728× 10−7 oP23f(80)

78 79 10514.641 14974.776 4460.135 8.570 1.147× 10−7 oP23e(79)

78 79 10516.885 14977.020 4460.135 12.799 1.713× 10−7 oP23f(79)

77 78 10518.854 14895.685 4376.831 8.552 1.144× 10−7 oP23e(78)

77 78 10521.071 14897.902 4376.831 12.695 1.697× 10−7 oP23f(78)

76 77 10523.027 14817.576 4294.548 8.532 1.140× 10−7 oP23e(77)

76 77 10525.217 14819.765 4294.548 12.586 1.681× 10−7 oP23f(77)

79 80 10525.486 14939.229 4413.743 12.993 1.736× 10−7 oP12f(80)

Note: J is total angular momentum; Pos is the line position in vacuum cm−1; Eup and Elow

are upper and lower energy levels in cm−1; A is Einstein A value in s−1; f is the oscillator

strength; line assignments are the quantum numbers for the transition [93].

(This table is available in its entirety in machine-readable form.)

The radiative lifetime of v = 0 of the E state has been measured to be 4.9 ± 0.2 µs [86]

leading to an oscillator strength f0−0 = 0.00195 ± 0.00008 using Franck-Condon factors of

q0−0 = 0.86 , q0−1 = 0.13 and q0−2 = 0.009. These Franck-Condon factors were obtained

using LeRoy’s RKR [20] and LEVEL [21] programs with X state equilibrium constants from

Ram et al. [94] and E state constants of ωe = 921.3 cm−1, ωexe = 4.2 cm−1, Be = 0.516680

cm−1 and αe = 0.003235 cm−1. This oscillator strength converts to a transition moment

M0−0 = 0.592 D using M =
√

1458.377f/ṽ with ṽ in cm−1 [93]. Using this band strength in

PGOPHER provides a more complete calculated line list up to J = 80 including experimental

line strengths (Table 6).

A similar calculation for the 0-1 band gives f0−1 = 0.000270 and a transition dipole

moment M0−1 = 0.230 D. Using the v = 1 X state constants [94], a 0-1 line list was calculated

(Table 6). For line strengths, the Einstein AJ ′→J ′′ values calculated by PGOPHER are
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provided and also converted [1] to oscillator strengths fJ ′→J ′′ using,

fJ ′→J ′′ =
1.499194

ṽ2
2J ′ + 1

2J ′′ + 1
AJ ′→J ′′ (109)

with ṽ in cm−1.

The errors in the calculated line positions are estimated to be about ±0.005 cm−1 based

on the A - X analysis [94] and the new E - X analysis using the calibrated TiO cross sections

[93]. The accuracy of the line strengths are more difficult to assess, but the lifetime on which

the calculations are based has an accuracy of 4% [86]. This value, however, is a lower limit

because it does not include systematic errors in the measurement and in the calculation. The

most recent ab initio calculation (MRCI/aug-cc-pVQZ) has an E - X transition moment of

0.584 D [12] or 0.502 D using the 0-0 Franck-Condon factor of 0.86. The ExoMol calculation

is thus 15% less than the experimental value.”[80]
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CHAPTER 9

VISIBLE OPACITY OF M DWARFS AND HOT JUPITERS:

THE TITANIUM MONOXIDE B3Π-X3∆ BAND SYSTEM

The findings and the material presented in this section are published in The Astrophysical

Journal (Cameron & Bernath [97]). I am the corresponding author, I did the rotational

analysis to include developing the line list and spectroscopic constants, which also generated

the figures and tables in the paper, and I wrote the text. Peter Bernath (Old Dominion

University) is the coauthor and project advisor, he also edited the paper. This work is original

and was not published anywhere prior to its publication in The Astrophysical Journal.

9.1 INTRODUCTION

“The TiO molecule has a long and significant astronomical history. Its fluted spectral

lines were noted by Fowler (1907) [2] in the spectra of Antarian stars, and its spectrum has

been used as part of the Morgan Keenan (MK) classification system [3]. For M dwarf stars,

the most numerous star type in our galaxy, the spectra are marked with strong absorption

features due to TiO [82].

The near-IR and visible electronic transition spectra of TiO have been explored in

sunspots [94] and in embedded protostars [98]. The pure rotational microwave transitions

of TiO have been detected in red supergiants, supporting the concept that titanium oxides

are formed in circumstellar envelopes and seed inorganic dust formation [99]. Its importance

continues to expand as we explore exoplanets, where it has been detected by its electronic

spectra and shown to cause formation of stratospheres in hot Jupiters [4, 84].

TiO is particularly important as a strong source of opacity in the visible and near-IR [85].

Therefore, accurate TiO line lists are essential in successfully modeling the spectra of many

astronomical objects. The current ExoMol line list for TiO [12] remains the most reliable

overall. Instead of using a Hamiltonian approach based on spectroscopic constants as this

research does, the ExoMol line list is generated from potential energy curves using the DUO

program [95]. The line list contains the 46Ti16O, 47Ti16O, 48Ti16O, 49Ti16O, and 50Ti16O

isotopologues of TiO with 30 million transitions for 48Ti16O. Laboratory spectroscopy is

essential in the continuing effort to expand and improve the TiO line list.
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A good recent summary of the state of laboratory spectroscopy of TiO research is provided

by McKemmish et al. [85]. Efforts taken by our group since that summary include a

reanalysis of the TiO singlet transitions (Bittner & Bernath 2018) [100], the C3∆ - X3∆

transition (Hodges & Bernath 2018) [101], high-resolution absorption cross sections in the

visible and near IR (Bernath 2020) [93] and the E3Π - X3∆ transition in the near-IR (Bernath

& Cameron 2020) [80]. The B3Π - X3∆ transition (γ′ system) contains strong lines and is

a dominant feature of late-type stars [102]. The B - X 0-0, 1-0, 0-1, and 1-1 bands were

previously studied by emission spectroscopy, revealing significant lambda doubling in the

B3Π state, and provided molecular constants for the v = 0 and v = 1 levels of the B3Π and

X3∆ states [102]. The B - X 1-0 band was revisited and updated by the laser spectroscopy of

a molecular beam [103]. Through Stark spectroscopy, the permanent electric dipole moments

of the B3Π0 and X3∆1 states along with the E3Π0 and A3Φ2 were measured [91]. The IR

spectrum of 46−50TiO was measured around 1000 cm−1 using a laser ablation source probed

by IR radiation produced by quantum cascade lasers [104].

The starting point for our B3Π - X3∆ analysis is the study of the A3Π - X3∆ system by

Ram et al. [94], which provided the equilibrium constants for the X3∆ state, the spectro-

scopic constants for v = 0−4 of the X state, and the constants for v = 1 of the B state. The

data were obtained from laboratory and sunspot spectra recorded using a Fourier transform

spectrometer.”[97]

9.2 METHOD AND RESULTS

“The TiO experimental cross sections [93] used in this analysis are based on the same

emission spectrum recorded at the McMath-Pierce Solar Telescope using the 1 m Fourier

transform spectrometer operated by the National Solar Observatory at Kitt Peak, Arizona

that was used by Bernath & Cameron [80] for their E3Π - X3∆ work. The source, a carbon

tube furnace operating at about 2300 K, and the method of conversion of the emission

spectrum to calibrated cross sections are described in detail by Bernath [93]. The spectral

resolution is about 0.05 cm−1 with wavenumber calibration accuracy ±0.002 cm−1. Figure

45 shows the cross sections in red pointing upwards with the simulation pointing downwards

showing the B3Π - X3∆ 0–0, 1–0, and 2–1 bands (green) and the A3Π - X3∆ 2–0 band (blue).

The B3Π and X3∆ states obey Hund’s case (a) coupling. The B - X transition has three

spin components: B3Π2 - X
3∆3, B

3Π1 - X
3∆2, and B3Π0 - X

3∆1. The state labels of the spin

components are for 3Π: F3 = 3Π2, F2 = 3Π1, F1 = 3Π0; the following are for 3∆: F3 =3∆3,
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FIG. 45: TiO spectrum in red pointing upwards, simulation pointing downwards showing

the 0–0, 1–0, and 2–1 B3Π - X3∆ bands in green [97].

Note: The B3Π - X3∆ 0–0 band is to the left, running from about 15800–16200 cm−1; the

1–0 and 2–1 bands are intermixed to the right, running from about 16200–17100 cm−1. The

2–0 A3Π - X3∆ band is also shown pointing downwards in blue.
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TABLE 7: R Band head Locations for the TiO B3Π - X3∆ Transition [97].

F2 =3∆2, and F1 =3∆1 [1]. Each sub-band has P, Q, and R branches, and each branch has

“e” and “f” parities due to lambda doubling. The R-branch band heads for the 0–0, 1–0,

and 2–1 bands of the B3Π - X3∆ transition are listed in Table 7. Figure 46 shows the B3Π0

- X3∆1 R band heads.

The PGOPHER program [19] was used to perform the rotational analysis of the TiO

B - X transition. The process started with B3Π equilibrium constants from Amiot et al.

[105], which were used to calculate case (a) v state constants for v = 0 through v=4, using

Ram et al. [94] v = 1 constants as a benchmark. For the X3∆ constants, Ram et al. [94]

was again used. Ram et al. [94] improved the existing ground state constants by combining

sunspot and laboratory spectra with the pure rotational measurement of Steimle et al. [106]

and Namiki et al. [107]. The cross section file was used as an overlay in PGOPHER.

Spectroscopic constants were updated as lines were fit up to J of at least 100. Attempts

were made to fit lines in the 3–2 band, but the region of the spectrum was so congested the

fit was not deemed reliable. In the rotational analysis, 5507 lines were fitted with an average

error of 0.024 cm−1. The TiO line database presented by McKemmish et al. [12] includes

the five stable isotopologues: 46Ti16O, 47Ti16O, 48Ti16O, 49Ti16O, and 50Ti16O. The telluric

abundances of 46Ti, 47Ti, 48Ti, 49Ti, and 50Ti are 8.25%, 7.44%, 73.72%, 5.41%, and 5.18%

respectively [108]. The minor isotopologues are clearly present in the experimental spectrum

from Kitt Peak but did not complicate the analysis of the most abundant isotopologue.
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FIG. 46: TiO B3Π - X3∆ spectrum in red pointing upwards, simulation pointing downwards

in green, showing the 0–0 R1e bandhead at about 16233.2 cm−1 and the 0–0 R1f bandhead

at about 16231.8 cm−1 [97].
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Rotational analysis of the four minor isotopologues of TiO is a topic of our ongoing research.

New spectroscopic constants resulting from the rotational analysis for v = 0 though v = 2

of the B state are provided in Table 8.

The reader may note the Hv value for v = 2 appears to be anomalous; thorough investi-

gation of the constant through PGOPHER shows it to be stable with small relative standard

deviation. Higher-order lambda-doubling centrifugal distortion terms were statistically de-

termined for the B state due to large lambda doubling in the B - X transition. It is possible

global perturbations exist, but no local perturbations were discovered. The standard N2

Hamiltonian [94] was used for fitting.

New equilibrium constants are provided in Table 9. The equilibrium constants were

derived by the exact fit of the PGOPHER generated spectroscopic constants. The number

of decimal places shown in the equilibrium constants was determined by allowing a ±1

standard deviation in the value of the spectroscopic constants. The equilibrium constants

were input into Le Roy’s Rydberg-Klein-Rees (RKR) program [20] to generate the potential

energy curves for the B and X states, which were then inserted into Le Roy’s LEVEL program

[21], along with the transition-dipole moment points, to generate transition-dipole moment

matrix elements. The transition-dipole moment points for the B - X transition were obtained

from McKemmish et al. [12], who fit a curve to their own ab initio data as well as the ab

initio data of Langhoff [109]. The functional form of the fit for the transition-dipole µ is [12]

µfit(r) =
c

2π

(
π + 2 tan−1(−a(r − rm))

)
, (110)

in which c, a, and rm are fitting paramters; for the B - X transition, c = 5.013, a = 4.101

and rm = 1.667. Excel was used to calculate 317 transition-dipole moment points for r =

0.84–2.42 Å.

The average radiative lifetime of the three spin states of the v = 0 B state was measured

to be 65.4 ± 1.3 ns [110]. The Einstein A for the v = 0 B state can be calculated, with the

calculated lifetime τ for the state being

τ =
1∑
A0→v′′

. (111)

The Einstein A is linked to line strength through the following relationship:

Av′→v′′ = 3.136189× 10−7ṽ3Sv′→v′′ (112)

where ṽ is cm−1 [1]. The line strength S is the square of the transition-dipole moment.

The transition-dipole moment matrix elements were obtained from the LEVEL program.
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TABLE 8: Spectroscopic Constants for the v = 0 through v = 2 Levels of the B3Π State in

cm−1 [97].

Constant v = 0 v = 1 v = 1 (Ram et al. 1999) v = 2

Tv 16148.4377(16) 17012.4714(14) 17012.463041(147) 17874.6285(14)

Bv 0.5060425(16) 0.50286131(71) 0.502865409(228) 0.49966314(81)

Dv × 107 6.8913(41) 6.89443(93) 6.90626(113) 6.4812(13)

Hv × 1014 7.4(29) 0.84(33) 9.82(142) -2153.09(59)

Av 20.3851(21) 20.7817(21) 20.788469(223) 21.2050(20)

ADv × 104 -1.65(28) 0.47(19) -1.1437(257) -2.41(22)

AHv × 109 -6.51(43) -6.26(12) -6.446(105) -4.96(35)

γv × 102 2.333(56) 2.819(40) 2.49139(521) 2.2831(471)

λv -0.7900(23) -0.9329(23) -0.93069(235) -1.0733(22)

λDv × 105 -0.099(61) -1.147(33) -0.3826(658) 2.21(14)

λHv × 108 ... ... -0.0519(161) -1.8761(88)

ov -0.6582(21) -0.6139(22) -0.618623(260) -0.5800(24)

oDv × 106 4.74(93) -4.91(97) 1.918(427) 12.2(13)

oHv × 1010 ... 5.14(53) ... -19.53(98)

pv × 102 2.5573(65) 2.6156(67) 2.611711(933) 2.7552(81)

pDv × 108 8.80(91) 6.4(13) ... 29.9(22)

pHv × 1012 ... 3.58(63) ... -3.6(14)

qv × 104 2.909(18) 3.062(11) 2.95986(352) 3.050(14)

qDv × 1010 -3.6(14) -6.88(41) ... -223.75(77)

Note: Numbers in parentheses are uncertainties to 1 standard deviation. Additional v = 1

values from Ram et al. 1999 [94] included for reference.
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TABLE 9: Equilibrium Constants for the B3Π State in cm−1 [97].

Note: Amiot et al. 2002 [105] values included for reference.

Comparing the calculated radiative lifetime of 122.3 ns to the measured radiative lifetime

shows that a correction factor of 1.87 must be applied to the calculated Einstein A values.

The calculated transition-dipole moment matrix elements obtained from the LEVEL pro-

gram were corrected by applying a scaling factor of
√
1.87 to make this correction to the

PGOPHER band strengths. Based on the experimental accuracy of 2.0% for the lifetime

of v = 0 [110], the minimum error for calculated Einstein A values is also about 2%. The

scaled transition-dipole moment matrix elements are shown in Table 10.”[97]

9.3 DISCUSSION

“The spectroscopic constants (Table 8) extend the previously published v′ = 1 constants

of Ram et al. [94] to also include v′ = 0 and v′ = 2. A sample of the lines fitted and

the observed-minus calculated values are given in Table 11. Table 11 uses the traditional

spectroscopic line label: ∆N∆JF ′
iF

′′
j
p(J) where N is the quantum number for the total an-

gular momentum excluding electron spin, J is the quantum number for the total angular

momentum, p is the e/f rotationless parity, and Fi is the spin component label discussed

in the previous section. In addition, the line assignment information in Table 11 uses the

PGOPHER NameJNFnp format.

Through this analysis, the equilibrium constants (Table 9) of the B3Π state [105] have

also been updated. McKemmish et al. [12] noted that future improvements on the TiO

line list should concentrate on wavelength regions such as 570-640 nm (15625–17544 cm−1),
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TABLE 10: Scaled Transition-dipole Moment Matrix Elements for the B3Π - X3∆ Transition

in Debye [97].
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TABLE 11: Sample of Fitted Lines for the B3Π - X3∆ Transition Baseed on the PGOPHER

Log File [97].

J ′ P ′ J ′′ P ′′ Obs (cm−1) Calc (cm−1) O-C (cm−1) Line

3 f 3 e 16225.3072 16225.3166 -0.0094 qQ1(3)

4 f 4 e 16224.9672 16224.9628 0.0044 qQ1e(4)

5 e 5 f 16793.445 16793.43 0.015 qQ3f(5)

62 e 62 f 16890.5924 16890.5999 -0.0075 qQ2f(62)

10 e 11 e 16210.8103 16210.8135 -0.0032 pP1e(11)

85 f 86 f 16545.7223 16545.7023 0.02 pP2f(86)

11 f 10 f 16077.8369 16077.8404 -0.0035 rR3f(10)

102 f 101 f 16829.3663 16829.3996 -0.0333 rR1f(101)

Note: J is total angular momentum; p is the e/f parity; Obs is the observed line position in

cm−1; Calc is the calculated line position in cm−1; O - C is the observed minus calculated line

position in cm−1; Line is the spectroscopic line label; Line Assignment contains additional

information.

(This table is available in its entirety in machine-readable form.)
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TABLE 12: Sample Table for Line List for the B3Π - X3∆ Transition of TiO [97].

J ′ J ′′ Pos Eup Elow A (s−1) f Line

21 20 17022.517 17245.485 222.968 8.922× 105 4.841× 10−3 rR2f(20)

10 9 17022.522 17069.345 46.823 9.208× 105 5.265× 10−3 rR2e(9)

28 28 17022.572 17454.600 432.027 6.563× 105 3.395× 10−3 rQ32f(28)

20 19 17022.582 17224.206 201.624 9.027× 105 4.910× 10−3 rR2e(19)

57 58 17022.588 18726.276 1703.689 1.273× 104 6.474× 10−5 rP31e(58)

10 9 17022.646 17069.470 46.823 9.197× 105 5.259× 10−3 rR2f(9)

41 41 17022.704 17832.655 809.950 2.486× 106 1.286× 10−2 qQ1f(41)

11 10 17022.800 17080.303 57.503 9.337× 105 5.291× 10−3 rR2e(10)

Note: J is total angular momentum; Pos is the line position in vacuum cm−1; Eup and Elow

are upper and lower energy levels in cm−1; A is Einstein A value in s−1; f is the oscillator

strength; Line is the spectroscopic line label.

(This table is available in its entirety in machine-readable form.)

which is coincident with the B3Π - X3∆ 0–0, 1–0, and 2–1 bands that are the focus of this

research. Using the X3∆ spectroscopic constants for v′′ = 0 through v′′ = 4 from Ram et

al. [94] and the new B3Π spectroscopic constants from Table 8, a new line list for the B3Π

- X3∆ transition has been calculated; a sample of that line list is shown in Table 12. The

same line and line assignment formats used in Table 11 are used in Table 12.

The transition-dipole moment matrix elements shown in Table 10 were used in PGO-

PHER as band strengths to obtain a more complete line list. In addition, the oscillator

strength for each line, fJ ′←J ′′ , was calculated from the Einstein A values, which are provided

for each line by PGOPHER, using the following:

fJ ′←J ′′ =
ϵ0mec

3

2πe2v2
2J ′ + 1

2J ′′ + 2
AJ ′→J ′′ , (113)

where SI units are used. In terms of numerical values, the equation becomes

fJ ′←J ′′ =
1.499194

ṽ2
2J ′ + 1

2J ′′ + 2
AJ ′→J ′′ , (114)

with ṽ in cm−1 [1].
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The line list was compared with both the ExoMol line list and Amiot et al. [103]. As

noted by Bernath [93], the 0-0 band in the ExoMol line list agrees well with the measured

cross sections down to about 16200 cm−1, below that wavenumber missing/shifted lines and

intensity errors begin to appear. 16200 cm−1 marks the upper (low J) end of the 0–0 band.

A slightly more detailed analysis shows occasional errant lines from 16200 down to about

16050 cm−1 at which point they become more commonplace, roughly around J = 60. The

0–0 band is the ideal comparison between this research and the ExoMol line list in that it is

somewhat isolated as opposed to the region where the 1–0, 2–1, and 3–2 bands are mostly

overlaid, making unique line identification often challenging. From about 17100 cm−1 down

to about 17000 cm−1, the 1–0 band is relatively isolated; J values are typically below 60,

and both the line list generated here and the ExoMol line list are in good agreement with

the measured cross sections. Comparing the line list from this research with the Amiot et

al. [103] line list, which encompasses the 1–0 band from J = 1–100, a subset from all three

branches, both the parities and J values ranging from 5 to 100 show an average difference

of less than 0.005 cm−1.”[97]

9.4 CONCLUSION

“The new TiO B3Π - X3∆ line list derived from the TiO emission spectrum recorded at the

McMath-Pierce Solar Telescope, operated by the National Solar Observatory at Kitt Peak,

Arizona in 1985 January [93] improves on the existing data. New spectroscopic constants for

v′ = 0–2 in the B state have been produced, expanding the existing constants from Ram et

al. [94] and updating the equilibrium constants from Amiot et al. [103]. The fitted lines and

the calculated line list for v′ = 0–2 and v′′ = 0–4, sampled in Tables 11 and 12 respectively,

are available in their entirety as supplementary data files.”[97]
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CHAPTER 10

LINE LISTS FOR TITANIUM MONOXIDE MINOR ISOTOPOLOGUES

FOR THE A3Φ - X3∆ ELECTRONIC TRANSITION

The findings and the material presented in this section were submitted for publication

in the Journal of Quantitative Spectroscopy and Radiative Transfer on 16 February 2023

[111]. Peter Bernath (Old Dominion University) is the corresponding author and project

advisor, he also edited the paper. I am the coauthor, I did the rotational analysis to include

developing the line list and spectroscopic constants, which also generated the figures and

tables in the paper, and I wrote the text. There was a discussion between Peter Bernath

and me after the paper was completed regarding which of us should be the corresponding

author, in that while I wrote the paper, his editing was more significant than typical. He was

comfortable in my retaining the corresponding author role; we mutually decided he would be

the corresponding author, with the deciding factor being that the paper would likely return

from peer review just as I was in the midst of my dissertation defense. This work is original

and was not published anywhere prior to its submission for publication in the Journal of

Quantitative Spectroscopy and Radiative Transfer.

10.1 INTRODUCTION

“TiO is among the most prominent diatomic molecules from an astronomical perspective,

given the early discovery of its spectral lines by Fowler in 1907 [2] and its strong presence

in the visible and near infrared spectra of M dwarf stars [82]. The significance of TiO has

increased with the exploration of exoplanets, where TiO has been shown to cause forma-

tion of stratospheres in hot Jupiters [4, 84]. Recent analysis of observations of oxygen-rich

asymptotic giant branch (AGB) stars have revealed a significant presence of TiO as a pos-

sible precursor to dust [112]. Astronomical observations of TiO need to be supported by

comprehensive line lists, which should be based on laboratory spectroscopy. The ExoMol

TiO line list by McKemmish et al. [12] is currently the most comprehensive and reliable,

with 30 million 48Ti16O transitions as well as predictions for the four minor isotopologues,

derived for titanium’s four minor isotopes: 46Ti, 47Ti, 49Ti and 50Ti with natural abun-

dances on Earth of 8%, 7%, 5% and 5%, respectively. The ExoMol line list is calculated
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from potential energy curves using the DUO program [95]. The potential energy curves were

adjusted using experimental data and calculated line positions were replaced by calculated

values from experimentally derived term values, if available.

A thorough summary of TiO laboratory spectroscopy for the 48Ti16O molecule was made

by McKemmish et al. [85]. Since then, our group has continued to improve TiO labora-

tory spectroscopy; those efforts include analysis of singlet transitions [100], the C3∆ - X3∆

transition [101], absorption cross sections in the visible and near IR [93], the E3Π - X3∆

transition [80] and the B3Π - X3∆ transition [97].

The isotopes of Ti have different nucleosynthetic origins: oxygen and silicon burning in

massive stars yields 46Ti and 47Ti, 48−50Ti are formed mainly in supernova explosions [113].

Determining the relative abundances of isotopes and understanding the processes that form

the various isotopes can potentially lead to determining the formation and evolution of as-

tronomical objects [114]. The relative abundances of Ti isotopes of two M dwarf stars were

measured by Pavlenko et al. [115] using the ExoMol line list. They found that 46−48Ti abun-

dances were reduced by a few % and 49−50Ti abundances were increased by a few % relative

to solar abundances. Current large telescopes with high resolution spectrographs such as

the VLT/RISTRETTO and those coming such as the ELT/ANDES can easily determine

the relative TiO abundances of young gas giant exoplanets [114]. We present here the re-

sults of rotational analysis of the minor TiO isotopologues, through laboratory spectroscopy,

providing improvement to existing line lists.”[111]

10.2 METHOD AND RESULTS

“The rotational analysis of the minor isotopologues of the TiO molecule A3Φ - X3∆

transition was carried out with the PGOPHER program [19], using as an overlay the same

TiO experimental cross sections, recorded at McMath-Pierce Solar Telescope at Kitt Peak,

AZ in 1985, that were used by Bernath & Cameron [80] and Cameron & Bernath [97].

The source for the emission spectrum is a carbon tube furnace operated at about 2300

K; the conversion of the spectrum to calibrated cross sections is detailed by Bernath [93].

Wavenumber calibration accuracy for the cross sections is ±0.002 cm−1 and the spectral

resolution is about 0.05 cm−1. In addition, low J line positions for the 0-0 band of all four

minor isotopologues from Barnes et al. [116] were manually added to the PGOPHER fit.

The states in the A3Φ - X3∆ transition obey Hund’s case (a) coupling; each vibrational

band has 3 subbands due to the three spin components, and each subband has P, Q and

R branches, with no Λ-doubling. Figure 47 shows an overview of the 0-1 band; the cross
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sections are in red, pointing up, and the simulation is pointing down. Figure 48 shows an

expanded portion of the 0-0 band, allowing a better view of the faithfulness of the simulation.

In general, the stronger lines are generated by the main 48Ti16O isotopologue, and the weaker

lines are from the minor isotopologues, as demonstrated in Figure 49, where the main iso-

topologue simulation is pointing downwards in black, and the minor isotopologues are color

coded as described in the figure caption. Note the line strengths in Figures 47 through 50

were set manually in PGOPHER to match the line strengths of the cross sections, not calcu-

lated. The most prominent feature in Figure 49, at 14155.7 cm−1, is expanded in Figure 50

to get a better sense of the distribution of the lines of the different isotopologues. The same

color scheme introduced in Figure 49 is continued in Figure 50. It can be seen the feature

at 14155.7 stands out because it is a merger of two lines of the major 48Ti16O isotopologue,

specifically an R(39) line and a Q(15) line. It can be seen that the same two lines are merged

into a single feature for all five isotopologues, which appear in order by mass starting with

the 46Ti16O isotopologue on the left progressing through the 50Ti16O isotopologue on the

right. In the rotational analysis, 8233 lines from 0-0 and 0-1 bands were fit across the four

minor isotopologues with an average observed minus calculated error of 0.013 cm−1. These

observed lines are provided in Supplementary Table 1.

To begin the analysis, initial spectroscopic constants for both the A3Φ and X3∆ states

for the major 48Ti16O isotopologue were obtained from Ram et al. [94]. Ram et al. [94]

provide equilibrium constants in a power series. These equilibrium constants were scaled

for the different atomic masses of the four minor isotopologues using the following usual

relationship from Bernath [1]:

Yjk ∝ µ−(j+2k)/2, (115)

in which Yjk is a Dunham parameter and µ is the reduced mass.

Bernath [1] also details the relationship between Dunham parameters and conventional

spectroscopic constants using customary energy level expressions to obtain the origin, B,

D, and H constants. The A, AD, λ and λD spin-orbit and spin-spin initial constants were

obtained from similar Dunham-like expansion parameters provided by Ram et al. [94]. There

is no isotopic dependence for A or λ, but AD and λD were scaled with the same isotopic

dependence as B. The derived equilibrium constants are shown in Tables 13-15.

The equilibrium constants were used to generate initial values for the spectroscopic con-

stants for v = 0 through v = 4 for both the A3Φ and X3∆ states (available as supplementary

files, see Appendix B). These initial constants were used to start the analysis of the iso-

topologue lines in the 0-0 and 0-1 bands. The ground state constants were held fixed to the
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FIG. 47: TiO spectrum, a portion of the A3Φ - X3∆ transition 0-1 band, in red pointing

upwards, simulation pointing downwards [111].
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FIG. 48: TiO spectrum, an expanded portion of the A3Φ - X3∆ transition, 0-0 band, high-

lighting the accuracy of the simulation, pointing downwards [111].
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FIG. 49: The same portion of the A3Φ - X3∆ transition, 0-0 band, depicted in Figure 48,

with color coding added to show the isotopologues that comprise the features [111].

Note: Blue is 46Ti16O, red is 47Ti16O, black is 48Ti16O, orange is 49Ti16O and green is 50Ti16O.
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FIG. 50: Expanded view of the prominent feature in Figure 49 at 14155.7 cm−1 [111].

Note: Lines composing the features are labelled. Color coding as in Figure 49.
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TABLE 13: Equilibrium constants for the TiO minor isotopologue X3∆ and A3Π states in

cm−1 derived from Ram et al. [94, 111] 48Ti16O constants, which are included for reference

in Table 14. [111].

Note: The Ram et al. [94] format had been replicated: Pv =
∑3

k=0 pk(v+
1
2
)K . For Pv = Tv,

p0 = Te, p1 = ωe, p2 = ωexe, p3 = ωeye; for Pv = Bv, p0 = Be, p1 = −αe, p2 = γe, etc.
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TABLE 14: Continuation of equilibrium constants for the TiO minor isotopologue X3∆ and

A3Π states in cm−1 derived from Ram et al. [94] 48Ti16O constants, which are included for

reference [111].
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TABLE 15: Continuation of equilibrium constants for the TiO minor isotopologue X3∆ and

A3Π states in cm−1 derived from Ram et al. [94] 48Ti16O constants [111].
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TABLE 16: Calculated spectroscopic constants for A3Φ v = 0 [111].

Note: The complete set of calculated spectroscopic constants are provided in supplementary

tables in Appendix B.

calculated values in Tables 13-15 and the supplementary files (Appendix B), and the v = 0

A3Φ constants were fitted. Updated A3Φ spectroscopic constants for v = 0 derived from the

PGOPHER rotational analysis are shown in Table 17. A line list was calculated for all the

isotopologues for the 0-0, 0-1, 0-2, 0-3 The line list table is available with a separate table

for each isotopologue, in total containing 183212 lines.

The equilibrium vibrational and rotational constants (Tables 13-15) were also input into

LeRoy’s Rydberg-Klein-Rees (RKR) program [20] to generate potential energy curves for the

A and X states of all isotopologues. The potential energy curves, along with the transition

dipole moment for the A3Φ - X3∆ transition, obtained from McKemmish et al. [12] Figure

4 and equation (4) were then input into LeRoy’s LEVEL program [21], which generated

transition-dipole moment matrix elements, shown in Table 18.”[111]

10.3 DISCUSSION

“The X3∆ constants used in our analysis were calculated using the isotopic relationships.

The reliability of these constants can be assessed by comparison with recent independent

measurements. Lincowski et al. [117] published B, D, AD and λD spectroscopic constants

for the X3∆ v = 0 state for all four minor isotopologues from pure rotational transitions.
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TABLE 17: Spectroscopic constants for the v = 0 A3Φ state of the minor isotopologues of

TiO in cm−1 obtained from rotational analysis[111].

Note: The major isotopologue 48Ti16O constants are from Ram et al. [94] and included for

reference. Terms in parentheses are 1 standard deviation.

TABLE 18: Transition-dipole Moment Matrix Elements for TiO A3Φ - X3∆ Transition [111].
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The published constants were based on about 10 submillimeter lines for each isotopologue.

The two sets of constants are shown for comparison in Table 19.

In addition, Breier et al. [118] conducted a mass-independent analysis of the isotopologues

of TiO, recording over 130 pure rotational transitions in the X3∆ state in the mm wave region

(below 20 cm−1) using a laser ablation source. That work was followed by Witsch et al. [104]

also using a laser ablation source to record rovibrational lines in the X3∆ state around 1000

cm−1). Both papers published mass-independent constants for the TiO X3∆ state. Those

constants were converted to Dunham parameters using equation (1) in Breier et al. [118]. A

comparison of the equilibrium constants extracted from those two papers with the calculated

X3∆ state equilibrium constants used in this work are shown in Table 20 with satisfactory

agreement.

A comparison was also made between the line list produced by this research and the

ExoMol TiO line list [12]. A section of the spectrum was chosen between 14145 and 14169

cm−1. That region of the spectrum contains the 0-0 band of the A3Φ - X3∆ transition

and includes lines from all four minor isotopologues, predominantly R and Q branch lines,

with J ranging from 11 to 45. 71 lines were compared with an average difference of 0.015

cm−1.”[111]

10.4 CONCLUSION

“A new line list for the TiO minor isotopologues for the A3Φ - X3∆ transition has been

produced from the TiO emission spectrum recorded in 1985 at the McMath-Pierce Solar

Telescope. The list strengthens current TiO line lists and has also produced spectroscopic

constants for all four minor isotopologues in the v = 0 A3Φ state. The isotopologue line lists

for v′ = 0 and v′′ = 0− 4 are available as supplemental files.” [111]
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TABLE 19: Calculated TiO X3∆ v = 0 state spectroscopic constants compared with Lin-

cowski et al. [111, 117] in cm−1.

Note: Numbers in parentheses are 1 standard deviation.
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TABLE 20: Comparison of equilibrium constants for the TiO X3∆ state (cm−1)[111].

Note: The equivalent Dunham parameter symbol is shown in parentheses next to the equi-

librium constant symbol in the first column.
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CHAPTER 11

ABSORPTION CROSS SECTIONS OF CYCLOHEXANE

The findings and the material presented in this section are published in the Journal of

Quantitative Spectroscopy and Radiative Transfer [119]. All the authors are from Old Do-

minion University. Jason Sorensen was a post doctoral researcher at the time of publication

and is the corresponding author; he wrote the introduction and conclusion, supervised the

spectrometer data collection done by the PhD candidate coauthors, and coordinated our

joint writing efforts into one document. Peter Bernath is a coauthor and project advisor, he

also edited the paper. The remaining authors, Ryan Johnson, Randika Dodangodage, Keith

Labelle and I either are or were PhD candidates on Peter Bernath’s research team at the time

of publication. Each of the graduate students researched a hydrocarbon molecule; in my case

it was cyclohexane. I did the spectrometer experiments on cyclohexane under the watchful

eye of Jason Sorensen, then followed up with spectral analysis and wrote the sections of

the paper dealing with cyclohexane and generated the cyclohexane graphics. This work is

original and was not published anywhere prior to publication in the Journal of Quantitative

Spectroscopy and Radiative Transfer.

11.1 INTRODUCTION

Hydrocarbons are significant molecules both in the Earth’s atmosphere and in the astro-

nomical realm.

“The oxidation of non-methane hydrocarbons plays an important role in the production

of tropospheric ozone and aerosols, with these hydrocarbons largely coming from fugitive

emissions of fossil fuel production [120]. Simple hydrocarbons have also been observed in the

atmospheres of the giant planets [121] and Saturn’s moon Titan [122] which has an organic-

rich atmosphere and is considered to be like that of pre-biotic Earth [123, 124]. Organic

molecules are produced on Titan by dissociation and ionization of nitrogen and methane in

the upper atmosphere. Reactions between two methyl radicals produce ethane and other

photochemical processes form larger hydrocarbons. Organic photochemistry also produces

an orange aerosol haze on Titan [122, 125]. The atmospheres of giant planets are likely

reservoirs of complex hydrocarbon species.
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Numerous non-methane hydrocarbons (C2H2, C2H4, C2H6, CH3C2H, C3H6, C3H8, C4H2

and C6H6) [122] have been detected in the stratosphere of Titan mainly using the CIRS

(Composite Infrared Spectrometer) Fourier transform instrument on the Cassini spacecraft

that was in orbit around Saturn. The most recent hydrocarbons detected on Titan are

allene (propadiene, CH2CCH2) from TEXES (Texas Echelon-cross-Echelle Spectrograph) on

the NASA IR Telescope Facility by Lombardo et al. [126] and cyclopropenylidene (c-C3H2)

found with ALMA (Atacama Large Millimeter/submillimeter Array) by Nixon et al. [127].

Titan’s stratosphere has a temperature of about 80 to 200 K at pressure of about 10 to 0.01

Torr of mainly nitrogen [122]. Hydrocarbon fractional abundances range from 0.2 ppb for

benzene (C6H6) to a few percent for methane (CH4). None of the hydrocarbons studied in

this paper have been detected on Titan yet, although they are all potentially present.

The detection of hydrocarbon species in the Earth’s atmosphere and the atmospheres of

planets, moons and exoplanets relies on reliable spectroscopic line lists and cross sections.

Most existing spectroscopic cross sections for hydrocarbon species were collected at relatively

low resolution and are often broadened by N2. Higher resolution spectroscopic cross sections

that can resolve sharper spectroscopic features are necessary in order to identify and quan-

tify these species under conditions where pressure broadening is small. Our present work

includes absorption cross sections in the 3000 cm−1 (CH stretching) region for n-butane,

n-pentane, cyclopentane and cyclohexane along with 1460 cm−1 (6.8 µm) cross sections for

cyclopentane.”[119]

11.2 CYCLOHEXANE

“Cyclohexane (C6H12) is a ring of 6 carbon atoms with multiple conformations. Of

these, the “chair” is the minimum energy conformation with its 6 axial and 6 equatorial

hydrogen atoms. Local minima occur in the “twist boat” conformation, about 5.5 kcal/mol

higher than the “chair conformation” [129, 130]. Cyclohexane is almost completely in the

chair conformation at room temperature, where less than 0.1% of the molecules are in the

twist-boat conformation. Volatile organic compounds including cyclohexane are found in the

Earth’s atmosphere, produced by biogenic and anthropogenic means [131]. Hydrocarbons

such as cyclohexane may also be found in the atmospheres of gas giant planets such as Saturn

as well as its moon Titan where it is formed by organic photochemistry and ion chemistry

[128, 132] .

The chair form of cyclohexane has D3d symmetry, and the twist boat form has D2

symmetry. There are 48 normal modes and 32 fundamental vibration frequencies, listed
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here grouped by symmetry and using numbering of the vibrational modes from the order

of irreducible representations in Herzberg’s character tables: [133] a1g(v1 − v6), a1u(v7 −
v9), a2g(v10 − v11), a2u(v12 − v16), eg(v17 − v24) and eu(v25 − v32). Only the 3 a1u and 8

eu modes are infrared active [134]. The a1g and eg modes are Raman active. There have

been many previous efforts to make infrared and Raman measurements of cyclohexane in

its different phases with accompanying calculations to assist with vibrational assignments

[135, 136, 137, 138, 139, 140, 141]. This work builds on the previous investigation into the

high-resolution infrared spectra of cyclohexane published by Bernath and Sibert [142].”[119]

11.3 METHOD AND RESULTS

“All spectra were recorded with a Bruker IFS 120/125HR Fourier transform spectrometer

at a resolution of 0.04 cm−1. An internal glowbar source, KBr beamsplitter and a liquid N2

cooled InSb detector were used in the setup (liquid N2 cooled HgCdTe detector for the 1460

cm−1 band of cyclopentane). Samples of each molecular gas were prepared in a single pass

20 cm cell fitted with wedged CaF2 windows. For the low temperature spectra, the cell

was cooled with a liquid ethanol circulator. Table 21 displays the number of sample and

background scans averaged for each molecule at the given temperature and pressure.”[119]

Fig. 51 shows the CH stretch cross sections of cyclohexane between 2840 and 2980 cm−1,

collected at the temperatures 294.2 K and 221.6 K, as shown in Table 21. Fig 52 shows P,

Q and R rotatonal structure for the v13 a2u mode at 2861.51 cm−1 and the v26 eu mode at

2862.28 cm−1, measured at temperature 221.6 K [142]. The recorded spectra are included in

the paper’s supplemental data section as data point files.

11.4 CALIBRATION

“All spectra were wavenumber calibrated using CO2 lines between 2323 and 2348 cm−1

from the HITRAN database [143]. The frequency correction factors are included in Table

21 along with their standard deviations. These correction factors do not have associated

intercepts and resulted in an average shift in frequency in the 3.3 µm region of less than

0.01 cm−1 and a shift of 0.005 cm−1 in the 6.8 µm region for cyclopentane. As we had some

difficulty obtaining accurate pressure measurements, all cross sections reported in this work

had the area under their respective cross section calibrated to match the area under similar,

lower resolution, spectra obtained by Pacific Northwest National Laboratory (PNNL) [144].

Table 22 shows the integrated areas of the PNNL data (at 296 K) along with the integration

bounds used for each case.
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TABLE 21: Molecule specific experimental parameters [119].

Molecule Scans Press (Torr) Temp (k) Freq. Corr. Factor

n-butane 512 2.047 294.2 0.999995689(16)

512 2.560 230.5 0.999995727(14)

n-pentane 640 0.385 294.2 0.999999760(38)

640 2.191 217.6 0.999998534(23)

Cyclopentane (3000 cm−1) 640 0.431 296.2 0.999995727(14)

640 0.198 235.2 0.999995684(24)

Cyclopentane (1460 cm−1) 640 27.89 294.2 0.999994088(87)

640 18.15 235.8 0.999994041(23)

Cyclohexane 640 1.06 294.2 0.999998539(25)

640 0.87 221.6 0.999996739(21)

FIG. 51: Cross-section of pure cyclohexane C-H stretching region, blue plot is 221.6 K; red

plot is 294.2 K [119].
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FIG. 52: P, Q, and R branches of cyclohexane centered around 2862 cm−1; prominently

visible are the v13 a2u mode at 2861.51 cm−1 and the v26 eu mode at 2862.28 cm−1 at

temperature 221.6 K [119].

TABLE 22: Limits of integration along with the area under the curve for cross sections

obtained from PNNL [119].

Molecule Integration Limits (cm−1) Area (x 10−18 cm/molecule)

n-butane 2776.298 - 3042.959 49.900

n-pentane 2778.116 - 3050.899 60.318

Cyclopentane (3000 cm−1) 2768.910 - 3062.819 57.843

Cyclopentane (1460 cm−1) 1350.561 - 1610.255 1.897

Cyclohexane 2833.759 - 2977.299 75.434

Note: The PNNL data was collected at 296K.
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This correction assumes that the area under each cross section curve is independent of

temperature as we have done in the past [143]. In addition, Grosch et al. [145] found that

integrated cross sections of gaseous hydrocarbons do not change significantly with temper-

ature. It is also worth noting that Grosch et al.’s cross section for n-butane also matched

that of PNNL very closely [145].

The issue of reporting error in our cross sections is difficult and somewhat subjective.

For the wavenumber calibration, the shift is on the order of 0.005-0.01 cm−1 as stated above,

but after calibration the accuracy is 0.005 cm−1 or better based on the standard deviation of

the calibration factor. The error in our cross sections comes from several sources including

the PNNL data with an estimated error of ≤ 3% [144]. Our error cannot be lower than

this. Based on previous experience [143], we estimate an error of about 5% for our cross

sections.”[119]

11.5 CONCLUSION

High resolution spectra of cyclohexane was collected at the temperatures 294.2 K and

221.6 K in the CH stretching region of about 3000 cm−1. The spectra provide a significant

improvement to previous cyclohexane spectra. The improved resolution will be useful in

identifying the molecule in low pressure environments such as Saturn’s moon Titan. The

spectra collected for cyclohexane and the other molecular spectra collected in this research

effort are available in the supplementary section of the published paper [119].
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CHAPTER 12

CONCLUSIONS

Using satellite remote sensing data from the Atmospheric Chemistry Experiment (ACE)

satellite, background SO2 levels have been plotted by latitude and altitude from the

tropopause up to an altitude of 24 km. In general, the SO2 volume mixing ratio (VMR) is

about 30 ppt near the tropopause, and then above an altitude of about 14 km the VMR falls

off to about 10 ppt. The Northern and Southern Hemispheres differ in that the Northern

Hemisphere background SO2 VMR is about 5 to 10 ppt greater than the Southern Hemi-

sphere in the upper troposphere in the latitude band from about 30◦ to the pole. Seasonal

effects to background SO2 levels have been observed in the polar and equatorial regions.

Volcanic SO2 plumes have been identified and confirmed through corroborating aerosol ex-

tinction also obtained from the ACE satellite. The volcanic SO2 plumes have been shown to

typically last in the stratosphere for about three months.

ACE satellite 1 µm imager data has been used to track sulfate aerosol extinction from

the plume of the Hunga Tonga-Hunga Ha’apai volcano, which erupted in January 2022. The

eruption was unique in terms of size of the plume and the amount of water injected into

the stratosphere. This data analysis is part of a larger effort which led to determination of

the composition of the aerosol in the plume in terms of weight percentage of sulfuric acid

through derivation of an empirical formula.

The ACE database was probed for NO2 and HNO3 in the form of the major 14N iso-

topologue and the minor 15N isotopologue with VMR sorted by latitude and altitude. Com-

bining these data and determining seasonal trends to the atmospheric fractionation δ value

and applying known reaction and photolysis trends has led to a better understanding of the

fractionation patterns within the significant stratospheric NOx cycle.

Three electronic transitions of the astronomically prominent TiO molecule have been

analyzed through rotational analysis of laboratory data, improving previous line lists and

spectroscopic constants, directly applicable for stellar and exoplanet spectroscoppy. The

spectroscopic constants determined and lines fitted for the E3Π - X3∆ 0-0 band extend the

previous efforts from a maximum J value of about 30 to higher values of about 60. Five

higher order spectroscopic constants were determined (H, oD, pD, AH and λD). Rotational

analysis of the B3Π - X3∆ electronic transition resulted in new spectroscopic constants for



124

v′ = 0 − 2 in the B state and updated line lists for v′ = 0 − 2 and v′′ = 0 − 4. Solid data

already exists for the A3Φ - X3∆ transition, however, only calculated values existed for the

four minor isotopologues (46Ti16O, 47Ti16O, 49Ti16O, 50Ti16O). Using the main isotopologue

data, spectroscopic constants were calculated for each of the four minor isotopologues and a

rotational analysis was conducted using the same experimental data used in the E - X and B

- X rotational analyses. New line lists for v′ = 0 and v′′ = 0− 4 and spectroscopic constants

for v = 0 of the A state for each of the minor isotopologues have been produced.

The spectrum of cyclohexane was recorded in Old Dominion University’s Atmospheric

Chemistry Lab using a Bruker IFS 120/125HR Fourier transform spectrometer. Spectra were

collected at two different temperatures in the 3000 cm−1 C-H stretching region. Significant

improvements in resolution were made to existing spectral data. The spectra were collected

at low pressures, improving their usefulness in astronomy applications.
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APPENDIX A

SUPPLEMENTAL SO2 VOLCANIC PLUME PLOTS
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FIG. 53: Manam erupted on 27 Jan 2005 at 4.1°S, 145.0°E; Feb 2005 data shown [33].

Note: Left SO2 VMR, right aerosol extinction.

FIG. 54: Rabaul erupted on 7 Oct 2006 at 4.3°S, 152.2°E; Oct 2006 data shown [33].

Note: Left SO2 VMR, right aerosol extinction.
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FIG. 55: Okmok erupted on 12 Jul 2008 at 53.4°N, 168.1°W; Jul 2008 data shown [33].

Note: Left SO2 VMR, right aerosol extinction.

FIG. 56: Grimsvotn erupted on 21 May 2011 at 64.4°N, 17.3°W; May 2011 data shown [33].

Note: Left SO2 VMR, right aerosol extinction.
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FIG. 57: Puyehue-Cordon Caulle erupted on 4 Jun 2011 at 40.6°S, 72.1°W; Jun 2011 data

shown [33].

Note: Left SO2 VMR, right aerosol extinction. Plume at 20°N is Nabro (Fig 58); partially

visible plume in vicinity of 50°N is Grimsvotn (Fig 56).

FIG. 58: Nabro erupted on 13 Jun 2011 at 13.4°N, 41.7°W; Jun 2011 data shown [33].

Note: Left SO2 VMR, right aerosol extinction. The plume is somewhat obscured by Puyehue-

Cordon Caulle (Fig 57) and the Grimsvotn eruption (Fig 56). SO2 VMR data cells beyond

300 ppt have been removed to minimize masking from Puyehue-Cordon Caulle.
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FIG. 59: Kelut erupted on 13 Feb 2014 at 7.9°S, 112.3°E; Feb 2014 data shown [33].

Note: Left SO2 VMR, right aerosol extinction.

FIG. 60: Calbuco erupted on 22 Apr 2015 at 41.3°S, 72.6°W; Jun 2015 data shown [33].

Note: Left SO2 VMR, right aerosol extinction.
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APPENDIX B

CALCULATED TIO SPECTROSCOPIC CONSTANTS FOR A3Φ AND X3∆

STATES, V = 0− 4



140

TABLE 23: Calculated spectroscopic constants in cm−1 for A3Φ v = 0 − 4, 46Ti16O and
47Ti16O. [111]
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TABLE 24: Calculated spectroscopic constants in cm−1 for A3Φ v = 0 − 4, 48Ti16O and
49Ti16O. [111]
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TABLE 25: Calculated spectroscopic constants in cm−1 for A3Φ v = 0− 4, 50Ti16O. [111]
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TABLE 26: Calculated spectroscopic constants in cm−1 for X3∆ v = 0 − 4, 46Ti16O and
47Ti16O. [111]
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TABLE 27: Calculated spectroscopic constants in cm−1 for X3∆ v = 0 − 4, 48Ti16O and
49Ti16O. [111]
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TABLE 28: Calculated spectroscopic constants in cm−1 for X3∆ v = 0− 4, 50Ti16O. [111]
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