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Abstract

There is a great demand for an efficient security framework which can secure IoT systems from potential adversarial attacks. However, it is
challenging to design a suitable security model for IoT considering the dynamic and distributed nature of IoT. This motivates the researchers to
focus more on investigating the role of machine learning (ML) in the designing of security models. A brief analysis of different ML algorithms
for IoT security is discussed along with the advantages and limitations of ML algorithms. Existing studies state that ML algorithms suffer
from the problem of high computational overhead and risk of privacy leakage. In this context, this review focuses on the implementation of
federated learning (FL) and deep learning (DL) algorithms for IoT security. Unlike conventional ML techniques, FL models can maintain the
privacy of data while sharing information with other systems. The study suggests that FL can overcome the drawbacks of conventional ML
techniques in terms of maintaining the privacy of data while sharing information with other systems. The study discusses different models,
overview, comparisons, and summarization of FL and DL-based techniques for IoT security.
© 2023 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

IoT is a network of various interconnected devices such as
sensors and actuators which collect information at a higher
speed. With a system of modest sensors and interconnected
things, data assortment on our reality and condition can be
accomplished at a higher level. The popularity of IoT is
increasing day by day and it is estimated that the number of
IoT based applications will be approximately 20.4 billion in
2022 [1]. The rising prominence of IoT is due to its excel-
lent attributes such as automation, reliability, scalability, and
robustness. These attributes can transform the future IoT ap-
plications and enhance the quality of service (QoS) offered by
the IoT applications such as smart cities, smart healthcare [2],
industrial automation [3], smart transportation [4].
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However, the integration of the IoT system with vari-
ous devices raises the security concerns in IoT applications.
IoT communicates with other connecting devices through a
centralized server which increases the privacy and security
concerns. The heterogeneous and dynamic nature of IoT de-
vices make them susceptible to different types of threats
and security attacks [5]. In addition, the hypersensitivity of
IoT devices increases the chances of device spoofing, which
makes IoT face serious challenges regarding data security and
data privacy. It requires a robust security model which can
prevent the IoT system against adversarial attacks. However,
it is highly complicated and challenging to design an effec-
tive security approach in IoT due to the resource constraints
in the IoT system [6]. Most of the IoT devices have re-
stricted resources such as computational overhead, bandwidth
and memory which are not compatible with the demands of
complex security solutions.

Conventional security techniques such as malware detec-
tion, access control, device authentication, and cryptography
based methods were proposed previously to maximize IoT
security [7–9]. However, identification of different types of

https://doi.org/10.1016/j.icte.2023.03.006
2405-9595/© 2023 The Author(s). Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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cyberattacks and security threats using these techniques is
highly challenging. In addition, various unsolved and critical
operational problems increase the security risks that undermine
the trustworthiness of the IoT paradigm. Existing security
approaches should be transformed in order to detect novel
cyberattacks. It requires a smart and intelligent model to iden-
tify different types of attacks in IoT such as denial of service
(DoS), distributed DoS (DDoS), flooding attacks, jamming
attacks, botnet attacks [10]. Artificial intelligence (AI) based
techniques can be used in the design and development of an
intelligent attack detection model for securing IoT systems.
The proper utilization of AI knowledge, especially machine
learning (ML), can help the researchers to detect anomalies
or unwanted malicious activities in the IoT, and, as a result,
offer a dynamic security solution that is constantly improved
and up to date [11]. Specifically, machine or deep learning
(DL) models comprise a set of rules, methods, or complex
transfer functions that extract useful insights or interesting data
patterns from the security data. Thus, it is possible to utilize
the resultant security models to train machines to predict
threats or risks at an early stage.

However, conventional ML algorithms require a large
amount of training data for performing a specific task. Collect-
ing large scale datasets for ML models increases the privacy
and security risks. In addition, ML models suffer from the
problem of privacy leakage due to the need of transferring
the device data to a centralized third party server. It is not
feasible to implement centralized ML models for IoT due to
the larger data size and training such large models can be
computationally expensive [12]. Recently federated learning
(FL) is considered as one of the potential alternatives to
overcome the limitations associated with conventional ML
algorithms [13,14]. Unlike conventional ML models, it is not
essential to migrate the data into a central server in federated
learning. This minimizes the risk of privacy leakage due to the
centralized servers and hence makes it a preferred technique
compared to ML algorithms. Another promising technology
that is extensively used in the security of IoT systems is
deep learning (DL). DL models have shown their efficacy in
providing security to IoT systems [15].

Although both FL and DL are essentially a branch of ML,
this review discusses these two models as separate sections in
order to provide a comprehensive analysis including compar-
isons and significance in IoT security. The main contributions
of this research are summarized as follows:

1. Investigation of potential vulnerabilities in IoT: A de-
tailed investigation on the security issues, security chal-
lenges and attacks on IoT systems is presented in this
paper. This paper discusses different types of security
attacks such as Sybil attacks, malware analysis, de-
vice spoofing, man-in-the-middle attacks, and denial of
service (DoS) attacks for each attack surface.

2. Comprehensive analysis of ML models: A broad cat-
egorization of ML models such as supervised, unsu-
pervised, and reinforcement learning algorithms is dis-
cussed in this paper. In addition, different ML algo-
rithms as security solutions for IoT are also outlined in
this review.

3. Application of FL, and DL for IoT security: The im-
plementation of federated learning techniques for IoT
security is investigated and the concept and taxonomy
of FL-based models for IoT security along with evalua-
tion of FL methods. Furthermore, the state of art of DL
models is discussed with an emphasis on performance
metrics such as classification accuracy, precision, F1
score etc.

4. Summary and comparison: A brief summary and com-
parison of different ML, FL, and DL models is pre-
sented in this paper which provides a clear analysis of
their application to IoT security.

5. Challenges related to FL and DL: The prominent re-
search challenges related to the implementation of FL
and DL models for ensuring the privacy and security of
IoT is outlined in this paper.

1.1. Related works

In [16] proposed a safe authentication protocol through
combining digital signature and encryption methods. The pro-
tocol resisted diverse attacks and offered reliable security.
In [17] employed a cryptographic encryption with hybrid
optimization methodology for securing clinical images in IoT
settings. The encryption/decryption procedure’s security level
was enhanced through optimal key selection using particle
swarm optimization and grasshopper optimization approaches.
This approach consumed less time for encryption/decryption
procedure and offered elevated security. In [18] employed a
combined cryptographic scheme for IoT. The authors exploited
DES and RSA techniques for offering elevated information se-
curity. This hybrid approach offered greater security compared
to techniques when exploited alone. In [19] augmented secu-
rity authentication in IoT through exploiting cryptographic-
directed methodologies. The IoT sensitive information was
secured through improved homomorphic encryption (IHE) ap-
proach. This approach initially categorized the confidential
information from the IoT database. Then that confidential
information was encrypted and decrypted using IHE. Despite
the availability of various surveys, there is still great demand
for the research related to IoT security. This is mainly due
to the constant transformation and update of security attacks
and evolution of different security techniques. In contrast to
other review works, this presents a detailed analysis of ML
techniques along with the application of federated learning and
deep learning for IoT security along with challenges associated
with it.

The paper is structured as follows: Section 2 provides a
brief overview of Internet of Things Paradigm. Section 3
discusses potential threats and attacks in IoT. Section 4 pro-
vides a brief overview of Machine Learning for IoT Security.
Section 5 discusses the role of FL for IoT security. Section 6
presents a brief overview of DL models for securing IoT
devices. Section 7 outlines the challenges associated with
FL and DL models and Section 8 concludes the paper with
prominent observations.
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Fig. 1. Three-Layered IoT architecture.

2. The IoT paradigm

A fundamental IoT architecture is a three-layered architec-
ture consisting of a physical resource layer, the network layer,
and the data application layer as shown in Fig. 1.

• Physical layer: This layer consists of physical resources
such as sensors and actuators for obtaining real-time
information using various communication devices.

• Network layer: In this layer, various networking pro-
tocols will be incorporated in order to establish a se-
cure communication between the network devices. This
layer allows a Device-to-Device communication for en-
suring security and Quality-of-Service (QoS) of the net-
work [20].

• Application Layer: This layer delivers application spe-
cific services such as smart cities, smart healthcare ser-
vices etc using ML algorithms. This is an important
layer in the IoT network which is vulnerable to security
attacks. The ML algorithm deployed in this layer ensures
the security and reliability of the IoT network.

In an IoT reference architecture, the sensors and actuators
are connected to the application through device gateways and
use a rule engine for processing. A device is a hardware
component which is connected to sensors through wired or
wireless communication. If the devices are not capable of
connecting directly with the systems, they use Gateways for
communication. In other words, a Gateway is used to commu-
nicate or translate the information between devices and other
components. The Rule engine in IoT helps in creating simple
processing rules without requiring any programming. Here,
users can create simple rules which instructs the system to
perform necessary action and respond to the incoming events.

2.1. IoT-based smart environments

IoT-based smart environment refers to an integrated sys-
tem where the IoT devices communicate with other devices

through a connected network to improve the QoS. Smart envi-
ronment in IoT signifies the ability of IoT devices to automate
their operation, apply knowledge, and make decisions accord-
ing to the variations in the external environment [21]. The
preliminary objective of the smart environments is to provide
services based on the data collected by the sensors using smart
techniques. The automation of the service will simplify the
business process and hence the smart environments will play
a crucial role in modernizing the traditional way of opera-
tion [22]. Various factors such as increased number of users,
scalability, and handling large scale data affects the adoption
of smart environments. These factors must be considered while
adopting IoT based smart environment applications.

2.2. Significance of IoT security

The implementation of IoT systems comes with a wide
range of security challenges. Addressing the security chal-
lenges is a complex and tedious task considering the dynamic
nature of the IoT devices. Some of the prominent security
challenges that needs to be addressed are as follows:

• Heterogeneity: The diversity of IoT devices in terms of
size, number, bandwidth, hardware and software require-
ments makes it difficult for the researchers to design a
model which can cope with the heterogeneity.

• Volume: IoT collects data from multiple sensors and
communication devices. As a result there is a huge
volume of data generated in the IoT environment, which
is difficult to handle.

• Susceptibility to attacks: IoT devices are vulnerable to
various security attacks such as cookie theft, cross-site
scripting, structured query language injection, session
hijacking, and often distributed denial of service.

• Latency and reliability: The prominent challenges in
most of the IoT networks are related to low-latency
and reliability issues. Majority of the technologically
advanced applications such as smart healthcare, lane de-
tection and traffic monitoring etc demand a low-latency
and high reliability system architecture.

• Cost effectiveness and resource utilization: As discussed
previously, IoT is a resource constrained environment
and it is challenging to achieve a proper tradeoff between
the cost effectiveness and resource utilization.

Though most of these challenges are discussed previously
in various research works, the resource constraint nature of
IoT along with its volatility and complexity of operations have
magnified the need for addressing these concerns using more
advanced technologies. In this context, this review focuses on
the adaptation of FL and DL models for IoT security and dis-
cusses the state-of-art, challenges, advantages and limitations
of these models.

3. Security attacks in IoT

Integration of IoT with external environments enables a
smart and automated interaction between the devices with
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Fig. 2. Potential security attacks and threats in IoT.

its surroundings. In general IoT devices communicate with
physical words to perform different tasks. However, the se-
curity of these devices require an in-depth analysis of the
device attributes and their behavior in cyber and physical
environments [23,24]. As discussed previously, designing a ro-
bust security framework for identifying different cyber-attacks
in IoT is a challenging task. This problem can be more
complicated for securing wireless networks. Since most of
the IoT devices work in an open and centralized and unat-
tended environment, it becomes easy for the intruders to
gain illegal access to these devices and exploit sensitive and
confidential information through eavesdropping. In addition,
IoT devices are characterized by their limited computation
and high resource consumption which adds to the existing
challenges and results in potential threats becoming more
probable [25]. A threat is defined as an act which can exploit
the shortcomings of the security in a system and have a
negative impact on it. Threats are basically categorized as
active and passive threats [26]. Active threats include Sybil
attacks, malware analysis, device spoofing, man-in-the-middle
attacks, and denial of service (DoS) attacks. On the other
hand, passive threats include eavesdropping, phishing attacks
etc. These attacks have a profound effect on the efficacy and
trustworthiness of the IoT system.

The potential threats and attacks that affect the privacy
and integrity of the IoT system are illustrated in Fig. 2.
The prominent security properties that are considered while
designing a potential IoT security framework are as follows:

• Confidentiality: Confidentiality is one of the crucial pa-
rameters in the IoT systems. It is essential to ensure
that the important information stored in IoT devices is
not accessed by any unauthorized entities. However, in
some of the cases such as financial applications, although
the communicated data is encrypted and is transferred
confidentially, intruders can gain access to the device
data and manipulate it. This risks the confidentiality of
the system data and restricts the adaptability of IoT
devices [27].

• Integrity: The integrity of the device information can
be strengthened by allowing the access of data only
to authorized entities. Since a major portion of data
is communicated through wireless networks, the IoT
network becomes more susceptible to cyber-attacks. In-
tegrity ensures an efficient verification process for de-
tecting the changes in the communication while com-
municating over an insecure wireless network. Integrity
protects the system from various malicious threats which
can introduce SQL injection attacks [28]. Lack of in-
tegrity can reduce the operation of the IoT devices if not
detected in the early stages.

• Authentication: The identity of the user or device should
be known before performing any task. However, due to
the dynamic behavior of the IoT systems, the authenti-
cation process differs from one system to another. Hence
it is essential to consider the device attributes and func-
tionalities while designing an appropriate authentication
framework. In addition, the design of an authentication
system must achieve a proper tradeoff between the sys-
tem requirements and security constraints in order to
develop a robust security approach [29].

• Authorization: Data authorization schemes are mainly
used for protecting the sensitive information by ensuring
an authorized access to the data. Authorization schemes
make use of different access policies and tokens to de-
fine a specific control action and thereby authorizes the
actions performed on IoT applications. In general, autho-
rization schemes are classified as policy based and to-
ken based architectures [30]. Policy based authorization
schemes are more appropriate for centralized systems
which depend on a central server for access control. On
the other hand, token based schemes are more suitable
for decentralized systems and are more advantageous
compared to policy based schemes [31].

• Availability: In IoT systems, the data collected from
different devices should be available either on the private
or public cloud. Availability of the data is important
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Fig. 3. Layer-wise security attacks in IoT.

Table 1
Security challenges in IoT.

References Attacks Layer Security challenges

[34] DoS, DDoS attacks Network layer Secure IoT offloading, Access control,
Data Availability, and Heterogeneity

[35] Jamming Network layer Identity, Leak of Private Data,
Confidentiality

[36] Phishing Network layer Authentication

[37] Phishing Network layer Prediction and Prevention

[38] Intrusion Application layer Access control

[39] Malware Detection Application layer Malware detection and Access control

[40] Eavesdropping Physical layer Confidentiality, Device Integration

since it allows the authorized entities to access their
specific information resources. Data availability in IoT
systems involves both hardware and software availability
where hardware availability means that the data can be
readily accessed by the IoT devices and in software
availability the service provided to the end users should
be authorized before being accessed [32].

• Non-repudiation: Non-repudiation secures the reliability
and trustworthiness of the data shared between two sys-
tems. Non-repudiation assures that the validity of data
cannot be denied since it provides the proof of the origin
of data, reliability, and integrity of the data [33].

The security attacks on IoT are different for each layer
as shown in Fig. 3 and layer-wise security attacks in IoT
are discussed in Table 1 Correspondingly, machine learning
algorithms for solving the security issues in IoT are presented
in Table 2.

4. Machine learning for IoT security

Machine learning and deep learning techniques are based
on artificial intelligence which plays an important role in de-
tecting malware and malicious network traffic in IoT systems.
In conventional attack detection systems, detection of mali-
cious network traffic and classification of network attack is
performed using predefined strategies and feature sets. Hence,
these techniques fail to identify new types of attacks and are
restricted to attack detection of specific types. This limitation
can be resolved using ML algorithms which learn from pre-
vious experience instead of depending on certain predefined
rules and specifications [57]. Several research works have
implemented and validated the effectiveness of ML algorithms
for the security of IoT in recent times [58,59]. It can be
inferred from these studies that ML algorithms can handle
the dynamic behavior of IoT systems without requiring any
manual intervention. Hence, ML algorithms can be used for
detecting different IoT attacks in the early stage by monitoring
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Table 2
Security threats in IoT and ML-based solutions.

References Security threats/attack ML-based solutions

[41–43] Authentication Deep Neural Network
Q- Learning
Recurrent Neural Network
(RNN)

[44–46] Attack Detection and
Mitigation

Support Vector Machine
(SVM)
Deep Belief Network (DBN)
Random Forest
K-Nearest Neighbor (KNN)
Extreme Learning Machine
(ELM

[47–49] DoS and DDoS Attack Random Forest and Decision
Tree
ResNet
Neural Networks
Support Vector Machine
Deep Learning

[50–53] Anomaly/Intrusion
Detection

Artificial Neural Network
(ANN)
Naive Bayes
Random Forest
K-means clustering
Federated Learning
Deep Learning

[54–56] Malware Analysis Deep Convolutional Networks
Artificial Neural Network
Naive Bayes, and Principal
Component Analysis (PCA)
Ensemble Learning
Recurrent Neural Network

the behavior of the network and are suitable for resource
constrained IoT devices.

In general, ML algorithms are broadly categorized into
three types namely supervised, unsupervised, and reinforce-
ment learning (RL) algorithms as shown in Fig. 4

4.1. Supervised ML algorithms

Supervised learning is predominantly used in ML algo-
rithms for performing a specific task. In this process, ML
models are trained using a learning algorithm and a training
dataset, based on which the output is classified. Classification
and regression are the two types of process used in supervised
learning.

4.1.1. Classification algorithms
Supervised ML algorithms classify the output based on the

input data into a particular category such as true or false, real
or fake etc. The most prominent supervised ML algorithms
used as classifiers are SVM, NB, KNN, and RF.

• Support Vector Machine (SVM): SVM algorithm is one
of the progressive ML algorithms adopted for classifica-
tion and regression techniques. SVM uses a supervised
learning process to classify different types of security at-
tacks such as DoS/DDoS [60], privacy preservation [61],

IoT botnet detection [62], Cipher attacks and plain text
attacks in IoT architecture [63]. The classification ac-
curacy of SVM is comparatively higher and hence is a
better candidate for securing IoT systems [62]. However,
the main drawbacks of SVM are; high generalization,
slow convergence speed and high sensitivity to local ex-
trema. Hence the performance efficiency of conventional
SVMs are affected by unbalanced samples.

• Random Forest (RF): Similar to DTs, the RF algorithm is
also a supervised ML based classification algorithm. The
RF algorithm creates the forest with a certain number of
trees. More the number of trees in the algorithm, more
robust is the potential of the algorithm i.e., higher the
number of trees in the algorithm leads to higher clas-
sification and prediction accuracy. Due to its excellent
classification abilities, RF is widely used in different IoT
security processes such as anomaly detection [64], user to
root attack, and remote to local attack detection etc [65].
However, the performance of RF is affected when the
number of trees increases beyond a certain count and this
makes the algorithm slow and less effective for real-time
classification tasks.

• K- Nearest Neighbor (KNN): KNN algorithm uses Eu-
clidean distance as a metric to determine the distance
between two nodes which in turn defines the average
value of the unknown node, which is the sum of its
k-NN. For instance, if a node is lost then the average
value of the nearest neighbor can be used to predict the
loss. This value helps in identifying the missing node. In
IoT, KNN is used for malware detection [66], anomaly
detection [67] and intrusion detection [68]. KNN is ad-
vantageous in terms of its simplicity, cost effectiveness
and flexible implementation. However, KNNs do not
work well with larger datasets and are highly sensitive
to outliers and missing values.

• Naive Bayes (NB): The NB algorithm works based on the
principle of Bayesian theorem which uses the probability
of statistics theorem for learning. This type of supervised
learning helps the NB to generate outputs based on
previous information and their probability of learning. In
IoT, NB algorithm is used to predict the attacks based
on the information learnt in the past and is suitable for
detecting anomalies in the network layer [69]. NB is
easy to understand, requires fewer data for classifica-
tion, and is suitable for performing multi-stage classi-
fication. One main drawback of NB is the dependency
on the interaction between the features which requires
past information. This restricts the accuracy of NB as a
classifier.

• Logistic Regression: Regression analysis is a set of sta-
tistical processes used for determining the relationship
between dependent and independent variables. Logistic
regression employs a generic way to perform statistical
analysis using a logistics function. The work proposed
by [45] implemented logistic regression for detecting
compromised nodes in IoT. A cryptographic technique
and trust-based authentication scheme is adopted for
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Fig. 4. Taxonomy of ML algorithms for IoT security.

ensuring that the nodes in the IoT network are authen-
ticated by monitoring their behavior. Logistic regression
possesses better throughput, average delay and high at-
tack detection rate. However, logistic regression algo-
rithms suffer from overfitting problems and difficulty in
analyzing complex relationships between data patterns.

4.1.2. Regression algorithms
Regression algorithms investigate the relationship between

independent features (variables) and a dependent variable for
predicting the output. The output can either be a continuous
value or a real number based on the input. DTs, NNs, and ELs
are the types of regression algorithms which are discussed in
below points:

• Decision Trees (DT): DTs are better classifiers which
can also perform regression tasks similar to SVM. DTs
can predict the value of a target variable by learning
simple decision based rules. These rules are derived from
the extracted features. For a given sample, initially an
individual decision tree will perform a random selection
process through the bootstrap resampling mechanism and
the obtained samples will be employed for constructing
a decision tree. In a decision tree, each leaf node is
provided with a class label and the non terminal nodes
which consists of internal and root nodes, are incorpo-
rated with certain feature test constraints to distinguish
different features with different characteristics. DTs are
widely used in IoT security to classify different types
of attacks such as intrusion detection [70], user centric
security solutions [71] and interference recognition [72].
One of the prominent drawbacks of DTs is associated
with its stability. DTs are highly unstable and they fail
to handle continuous variables and hence generate less
effective results.

• Linear Regression: Linear regression (LR) is used for
analyzing the relationship between different input and
output variables. LR models predict a target value based
on independent variables. One of the prominent prereq-
uisites for LR algorithm is the Markov property which
states that the present instance is dependent on the pre-
vious instances. The preliminary aim of the LR model
is to achieve an accurate estimation of the LR parame-
ters by reducing the error between the estimated value
and the actual value [73]. LR algorithms are simple
to implement and are less complex compared to other
ML models. However, the performance of LR models is
affected by the presence of outliers. Besides, LR models
assume a linear relationship between the input and output
variables, which is not suitable for practical applications.

• Neural Networks: The architecture of NNs resembles the
structure of the neurons in the human brain. NNs can
handle complex and nonlinear data without affecting the
performance efficiency [74]. Neural network models are
either connected in a hierarchical manner or are inter-
connected with other layers in the network. In general,
NNs consist of three main layers namely an input layer,
hidden layers and an output layer. There can be multiple
hidden layers in a single network and the function of
NNs depends on these layers. NNs are characterized by
their fast response time and superior performance in IoT
systems. However, the computational complexity of NNs
is too high and it is challenging to adapt them in a
heterogeneous IoT system.

• Ensemble Learning (EL): EL integrates two or more
ML algorithms for generating a desired output with high
performance efficiency. Since EL is a combination of
multiple learning algorithms, it is suitable for solving
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most of the complex problems in IoT such as network
monitoring, attack detection, intrusion detection, botnet
detection and anomaly detection [75,76].

4.2. Unsupervised ML algorithms

Unsupervised algorithms can discover hidden patterns and
analyze unlabeled datasets without depending on any train-
ing datasets. Since these algorithms work on unlabeled data,
they try to evaluate the similarities between the data sam-
ples and the input variables and classify the samples into
individual groups known as clusters. Several, unsupervised
ML algorithms are implemented for strengthening the pri-
vacy and security of IoT devices [77]. K-means clustering,
PCA, Hierarchical Clustering, Fuzzy K-means Clustering, and
Gaussian Mixture Models (GMMs) are the most widely used
unsupervised ML algorithms.

• K-means clustering: K-Means clustering algorithm in-
tends to cluster ‘n’ number of objects into ‘k’ number of
clusters where each object belongs to the cluster with the
nearest mean [78]. This method generates exactly ‘k’ dif-
ferent clusters of greatest possible distinction with each
center having a centroid. The best number of clusters ‘k’
leading to the greatest separation (distance) is not known
as a priori and must be computed from the data. The main
goal is to evaluate the centroid for all the clusters and
then select a node which is placed at a nearest distance
to the centroid. This process is continued till all nodes
are connected. K-means algorithm works effectively on
unlabeled data and its simple implementation makes it
an ideal candidate for IoT systems [79]. However, this
algorithm underperforms compared to supervised learn-
ing algorithms. Most commonly, K-means is used for
detecting anomalies and sybil attacks in IoT.

• Principal Component Analysis (PCA): PCA is used as a
dimensionality reduction technique which extracts rele-
vant features and converts a large dataset into a smaller
dataset without losing any information. As a result, PCA
improves the computational speed and reduces the com-
plexity of the attack detection models. PCA improves
the performance of ML algorithms by selecting features
related to attack detection in IoT [80]. However, it is
difficult to interpret the correlation between the features
using PCA and it assumes a linear relationship between
two features. In addition, PCA is not robust against any
outliers and this affects the performance of PCA.

• Hierarchical clustering: Hierarchical cluster analysis
(HCA) algorithm creates a hierarchy of clustered data
samples. The clusters are obtained by decomposing or
segmenting the data samples based on their hierarchy.
Unlike K-means clustering, HCA does not require any
predefined number of clusters for analysis [81]. There are
two types of hierarchical clustering namely agglomera-
tive and divisive clustering approaches [82]. Agglomera-
tive employs a bottom-up method, wherein each dataset
is considered as a single cluster and the closest cluster

pairs are grouped together. The process is continued till
all clusters are merged into a single cluster. On the other
hand, the divisive method is the reverse of the agglomer-
ative approach, which uses a top-down approach. HCA
is advantageous since it is independent of predefined
number of samples. One of the major drawbacks of HCA
is its inability to work with mixed data types and its
performance deteriorates when used for handling large
scale datasets.

• Fuzzy K-means Clustering (FCM) algorithm: The FCM
algorithm is a soft clustering approach which uses the
principles of fuzzy logic for clustering the multidimen-
sional data wherein each data point is assigned with a
probability score belonging to a particular cluster [83].
The FCM algorithm is more effective when compared
with conventional clustering techniques where each data
point is assigned to an exact label.

• Gaussian Mixture Models (GMMs): GMM is a proba-
bilistic technique which assumes that all the data samples
are generated from a mixture of a finite number of
Gaussian distributions with unknown parameters [84].
GMM models are classified into hard and soft clustering
algorithms. Mixture models employ a probabilistic ap-
proach as soft clustering wherein each clauser represents
a probability distribution in a ‘d’ dimensional space
wherein each data point represents the samples formed
by the probability distribution

4.3. Reinforcement learning (RL)

RL algorithms allow the system to learn from the interac-
tion with the external environment based on certain actions.
RL models incorporate an efficient Q-learning mechanism
which allows the system parameters to make decisions au-
tomatically without requiring any previous knowledge of the
environment. In RL, the actions are performed dynamically
for performing any task and use trial and error process for
identifying the appropriate action to gain maximum reward.
Different RL algorithms such as Q-learning, deep Q network
(DQN) etc are used in detecting security attacks in IoT [85].
RL algorithms can overcome the limitations of conventional
machine learning algorithms such as; high computational time,
requirement of larger parameters for training, poor accuracy,
inability to handle complex problems etc. RL suffers from the
problem of high computation overload since it requires a lot
of data for computation.

The performance of different ML algorithms for IoT se-
curity is evaluated with respect to its accuracy of attack
detection.

Table 3 discusses the performance evaluation of ML al-
gorithms. As observed from the analysis, most of the ML
algorithms achieve better performance in terms of classifi-
cation and detection accuracy. SVM, DT, KNN, K-means
algorithm and RF achieves superior performance with more
than 99% of detection accuracy.

However, ML algorithms suffer from certain limitations
which limits their performance efficiency. ML algorithms are

8

ARTICLE IN PRESS 



V. Gugueoth, S. Safavat and S. Shetty ICT Express xxx (xxxx) xxx

Table 3
Performance of different ML algorithms for IoT security.

ML algorithm Attack detection in IoT Accuracy of
detection

Reference

Supervised learning

Support Vector
Machine (SVM)

Malware detection 99.96% [86]

Malicious node detection 90.00% [87]
Data Authentication 99.40% [88]

Random Forest Anomaly detection 99.6% [89]
DDoS attack detection 99.63% [90]

K- Nearest
Neighbor (KNN)

Classification of IoT
devices

85% [91]

Security of IoT data 95% [92]

Naive Bayes
(NB)

Cyber security in IoT 96.3% [93]

Intrusion detection and
DDoS attacks

78% [94]

Decision Trees
(DT)

Multiclass attack
detection

99.92% [95]

Botnet detection 99.89% [96]

Ensemble
Learning

Anomaly detection 99.8% [97]

Malware detection 99.98% [98]
Cyberattack detection 96.35% [99]

Unsupervised learning

K-Means
clustering

Intrusion detection 99.94% [100]

PCA DDoS attack detection 95.24% [101]

Reinforcement learning

Q-Learning Malware detection Improves the
accuracy by 40%

[102]

trained using a large number of training samples and this
increases the computational burden on the IoT system and
risk of privacy leakage. This restricts the adaptability of ML
algorithms for IoT applications. To overcome the limitations of
conventional ML algorithms, Federated learning (FL) is used
as an alternative since they are not computationally intensive.
Thus, this section discusses the role of Federated Learning and
Deep Learning as a solution for security problems in IoT.

5. Federated learning

Federated learning is an effective solution for decentralized
systems which require on-device training without compromis-
ing on the privacy of the data [13]. Recently, FL has become
one of the extensively employed solutions for maintaining
the privacy and integrity of the data with low latency [103–
106]. FL overcomes the drawbacks of centralized paradigms
and over performs conventional ML techniques in terms of
maintaining the privacy of data while sharing information
with other systems. An exceptional strategy is used by FL
models which allows them to share a trained ML model with
multiple devices and the trained ML model will help these
devices to learn from the surrounding environment utilizing the
available computational resources. With its superior attributes

and operational concepts, FL offers various advantages as
discussed in below points:

• Privacy Enhancement: FL does not require raw data
for training the model. Hence, the chances of leaking
confidential information to a third party entity is very
minimum and therefore the privacy of the data is main-
tained. This privacy enhancement mechanism makes FL
an appropriate candidate for developing a robust security
approach for IoT systems.

• Low latency communication: Since it is not required to
transmit the IoT data to the server, the application of FL
helps in reducing the communication latency caused due
to the data offloading. Correspondingly, FL also reduces
the computational burden and minimizes the utilization
of network resources.

• Improved Learning Quality: FL can improve the con-
vergence rate and quality of learning to achieve de-
sired accuracy [107] which is not possible using con-
ventional ML techniques. In addition, the distributed
learning ability of FL enhances the scalability of the IoT
networks.

These distinctive advantages of FL makes it one of the most
extensively used techniques in several IoT applications. Al-
though FL is researched widely in previous literary works,
there is a lack of dedicated research which signifies the ap-
plication of FL for IoT security. Hence this research focuses
on highlighting the adoption of FL for IoT security. The tax-
onomy of FL models for security of IoT networks is discussed
in Table 4.

5.1. Concepts of federated learning

The concept of FL in IoT involves two main components
namely data clients and an aggregation server. Here, data
clients are represented as IoT devices and the server is lo-
cated at the base station (BS) as shown in Fig. 4. Let P =

(1, 2, . . . ., P) be the set of IoT users who collectively adopt
a FL model for performing a specific task in IoT. In the
FL process, each user shares a trained ML model by using
their own dataset Dp. Further, the FL model is trained using
the local data available and once the model is trained, it is
uploaded by the users to the base station and then aggregates
all the models to develop a shared model. This aggregated
model is called the global model wG. Since IoT devices are
distributed in nature, the aggregated server at the base station
can enhance the training process without compromising on the
privacy and integrity of the user data. The architecture of the
FL-IoT model is illustrated in Fig. 5.

As shown in Fig. 5, the process involved in federated learn-
ing includes three main stages namely; system initialization
and device selection, local training and update, and model
aggregation as discussed in below points:

• System Initialization and device selection: During system
initialization, the aggregator selects to perform certain
IoT tasks and trains the model using learning parameters.
The aggregator also selects the IoT devices which can
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Table 4
Taxonomy of FL-based models for IoT security.

Security issues Reference IoT use cases Specification of FL Limitations

Attack Detection
in IoT

[108] Attack defense A FL-based attack defense
network is proposed for
industrial IoT networks

The effect of communication latency
is not considered

[109] Attack detection A FL model for detecting
security attacks in IoT

The issue of data privacy is not
addressed

[110] Attack detection Federated attack detection in
industry 4.0 using FL

Scalability issue is not investigated

[111] Intrusion
detection

An intrusion detection model
is developed using FL for
IoT

A fundamental FL model is
considered and its performance is not
empirically analyzed.

[112] Intrusion
detection

Scalable detection of
intrusion in IoT using FL

The performance of FL is not
validated by comparing with ML and
DL approaches.

[113] Malware
detection

Detecting malware in android
applications using FL

The convergence of learning process
is not addressed.

[114] Intrusion
detection

A FL based IDS is developed
for detecting intrusions in
agricultural IoT.

The model is tested for closed and
centralized models. There is a need to
test the FL-based IDS for
decentralized models.

[115] Intrusion
detection

A comprehensive review of
FL techniques for detecting
intrusions are discussed.

Coordination between different IoT
devices is a major bottleneck and
needs a deeper investigation.

[116] Data breaching FL is used for identifying
and preventing data breaching
in industrial IoT.

The performance of FL needs to be
tested for larger datasets.

Security and
Privacy of IoT

[117] Privacy
Preservation

A FL-based privacy
preserving model for
vehicular IoT

The convergence performance is not
evaluated.

[118] Privacy
Preservation

A FL-based differential
privacy approach for
strengthening privacy in IoT

The issue of communication latency is
not considered while sharing data with
the cloud

[119] Privacy
Preservation

A privacy preservation model
for crowdsourcing systems in
IoT

The effect of Blockchain mining on
IoT is not evaluated

[120] Anomaly
Detection in IoT

A multitasking FL approach
for detecting anomalies in
IoT networks

Detailed experimentation is not
conducted

[121] Malware
detection in IoT
devices

Security enhancement in IoT
using FL

Energy performance and learning
ability is not discussed

[122] Anomaly
Detection in IoT

decentralized FL is
implemented for protecting
data security in IoT.

The performance of FL with respect
to neural networks needs more
validation.

[123] Privacy
Preservation

FL is implemented for
privacy preservation in
IoT-based healthcare system
using Blockchain.

The issue of communication latency
and intensive computation is not
discussed.

participate in the federated learning process and updates
the learning process through local computation for each
device [106].

• Local training and update: Once the system is initialized,
the configuration is trained and a new model is initialized
by the server which is denoted as w0

G and the model
data is transmitted to the users for initiating distributed

training. Each user trains the local model using their

dataset Dp and then updates the training data wp and

thereby minimize the loss function F(wp) as shown in

below equation:

W ∗

p = argminF(wp), p ∈ P (1)
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Fig. 5. Integrated architecture and communication process for FL-IoT.

The loss function can be different for different FL pro-
cesses and for each process the client p updates their
computed value wp in the server for aggregation.

• Model Aggregation: After training and updating the
model by the local clients, the server aggregates the
model and then computes the new model for the global
model as shown in Eq. (2):

wG =
1

p ∈ P|Dp|

P∑
p=1

|Dp|wp (2)

Further, the loss function can be minimized by solving
the optimization problem as shown in below equation:

P1 = minwp∈P
1
P

P∑
p=1

F(wp) (3)

Where F is the loss function which represents the accu-
racy of the FL process [124]. The constraint (P1) ensures
that the same learning model is shared by the clients and
the server throughout the FL process after each training
session. After aggregation, the server shares the new
update value wG for the global model with all the clients.
The local model is further optimized in the next learning
stage. The process is continued till an optimized global
value is obtained which helps in achieving the desired
accuracy.

The constraint (P1) ensures that the same learning model is
shared by the clients and the server throughout the FL pro-
cess after each training session. After aggregation, the server
shares the new update value wG for the global model with
all the clients. The local model is further optimized in the
next learning stage. The process is continued till an optimized
global value is obtained which helps in achieving the desired
accuracy.

5.2. State of art of FL for IoT security

The increasing significance and adaptability of IoT appli-
cations has increased the susceptibility of IoT devices towards
adversarial attacks and security threats that affect the ML,
FL, and DL models. These threats tamper the data inputs
and modify the network parameters to generate an erroneous
output [125]. Several research works have discussed the imple-
mentation of FL to develop potential solutions for IoT security.
Techniques such as ensemble or adversarial training [126] are
proposed for securing IoT systems. However, these techniques
work for only specific types of attacks that are not scalable
enough when applied for distributed networks. FL can cope
with the distributed nature of the IoT network and is capable
of detecting an extensive range of security threats and attacks
and can play an important role in developing robust defense
solutions. Based on the privacy enhancement properties of
FL, the security frameworks are designed in such a way that
each IoT device can run a neural network model in parallel
to strengthen the security model against different adversaries.
The integration of FL with IoT expedites the learning process
and accelerates the attack detection mechanism while minimiz-
ing the risks. In a heterogeneous learning environment such
as IoT, it is essential to develop an attack detection module
inside the FL environment. One such attack detection frame-
work is presented in [127] for ensuring a safe and reliable
FL process. In simple words, a dynamic model is designed
for evaluating the aggregated parameters which is tuned to
mitigate the attacks in IoT while interacting with the FL. This
research motivates the researchers to develop novel and unique
solutions for detecting and preventing different types of attacks
incorporating FL as discussed in [128]. In this research, an
efficient anomaly detection process is developed and deployed
at the global server for identifying rare and distinct updates by
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removing the malicious data instances and keeping only im-
portant and relevant data features. In real time scenarios, IoT
devices can contain malicious information and this data can be
updated at the global server. In such cases, it is important to
identify and detect malicious nodes to ensure the safety of IoT
devices in the FL environment [129]. It can be inferred from
previous works that there is a requirement of a pre-trained
attack detection model which can identify the unusual behavior
of the users and IoT devices by monitoring the network and
by updating the models continuously at the global server. As
a consequence, the vicious attacks and unauthorized users can
be identified and prevented using the FL process [130]. In
addition, FL models can also be trained to detect unauthorized
users in dynamic IoT networks [131]. FL models also expedite
the identification of compromised (malicious) IoT devices in
FL networks. However, communication bottleneck is one of
the serious issues in the FL-based IoT environment which
increases the communication delay. A survey of different
works done to alleviate communication bottleneck is presented
in [132]. The communication congestion can be created due
to the increased number of participating devices, network
bandwidth, limited edge node computation, and heterogene-
ity. The study states that this limitation can be resolved by
updating the model, selecting clients to restrict the number of
participating devices and ease the communication load, by per-
forming decentralized training and Peer-to-Peer learning. The
authors [133] addressed the issue of communication bottleneck
by implementing a generic decentralized FL (DFL) approach.
The DFL can operate in both synchronous (Sync-DFL) mode
and asynchronous (Async-DFL) mode to mitigate communi-
cation congestion around the central server. The Async-DFL
is the first DFL to introduce a generic FL-framework which
is asynchronous and can avoid waiting periods. This results
in the effective training of the distributed model in a hetero-
geneous IoT environment. In addition to the communication
bottleneck, another concern with respect to FL-based IoT is
the intermittent connectivity of the IoT devices which affects
the stability of the communication process. The connectivity
issue in FL-based IoT is discussed in [134] by proposing a
novel framework developed using a Message Queue Telemetry
Transport (MQTT) protocol and the Open Mobile Alliance
(OMA) Lightweight Machine-to-Machine (LwM2M) seman-
tics to strengthen FL model while handling IoT devices. The
feasibility of the protocol in improving the connectivity and
communication efficiency is discussed and is compared with
existing Proof-of-Concept (PoC) to validate the scalability. A
brief evaluation of the FL process for IoT is discussed in
Table 5.

Considering the advancements and sophistication of secu-
rity attacks, it is highly complicated to identify them using the
current models which can recognize the attacks by identifying
the variations from the normal behavior of the network and IoT
devices with a lower false alarm rate and detection time [135].
Along with FL, this section also discusses the role of deep
learning (DL) models in the security of IoT systems.

6. Deep learning for IoT security

Deep learning (DL) is the most advanced technique used
for exploring the data to study the ‘normal’ and ‘abnormal’
functioning of the IoT components based on device interac-
tions within the IoT environment [136]. DL models are capable
of anticipating new attacks by taking a cue from previous
attacks and they also brilliantly predict new future attacks
by learning from previous instances. It must be noted that,
with the increase in the attacker’s strength and resources,
conventional machine learning techniques used for attack de-
tection becomes ineffective in detecting complex cyber attacks.
These techniques fail to identify the changes in the variants
of the threats and attacks and cannot extract relevant features
to distinguish novel attacks or variants from benign. Deep
learning-based neural networks can overcome this problem
since they are capable of handling complex classification and
attack detection tasks [137]. An illustration of the potential of
DL models for IoT security is shown in Fig. 6 The workflow of
the DL process in the attack detection process is summarized
in below points:

• Data Preprocessing: Data preprocessing is one of the
preliminary stages involved in the attack detection pro-
cess. Preprocessing is performed to filter out the uncer-
tainties present in the data in the form of external noise,
missing data, null values, redundant data etc. The raw
input data will be processed in order to make it suitable
for classification. The uncertainties present in the input
data will affect the classification accuracy and hence they
must be eliminated in order to achieve better detection
and classification of attacks in IoTs.

• Feature Extraction: It is one of the important steps in the
attack detection process. In general, feature extraction is
a process wherein only relevant and important features
are extracted from the input data. Extraction of only
important features will reduce the dimensionality since
most of the features are not contributing enough to the
overall attack detection process. Reducing unwanted and
redundant features will also reduce the computational
time and improve the overall performance of the attack
detection process.

• Attack Detection and Classification: In this process, the
extracted features are given as input to the DL model
for identifying the security attacks. After detecting the
attacks from the input data, the classifier will classify
different types of attack such as DoS and DDoS attacks
etc based on the extracted attack-related features. Here,
the DL models will be trained to monitor the network
continuously in order to identify any abnormal changes
in the behavior of the network. Once the changes are
detected, the model will classify the data as normal or
malicious.

• Performance Evaluation: The performance of the DL
models is evaluated in terms of different performance
metrics such as accuracy, precision, recall, f1 score and
support.
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Table 5
Evaluation of FL process for IoT security.

Evaluation metrics Description Advantages of FL

Privacy and Security Privacy and security deals with the
protection of IoT systems from
malicious attacks.

Enhanced privacy protection,
Trustworthy verification and
learning process
Secure data transmission

Scalability Scalability is a measure that defines
the ability of a FL model which
can operate with more number of
users and provide better accuracy

High FL accuracy
Robust connectivity

Sparsification This metric helps the FL model to
select appropriate IoT devices for
performing a specific task

Low convergence time
High accuracy of learning

Robustness Robustness defines the ability of
the FL process which can swiftly
learn from the external environment
and prevent the possibility of
failure

Cost optimization
Accurate FL model

Quantization This metric necessitate the need for
reducing the size of the local
learning process to minimize the
convergence time

Fast FL convergence
High accuracy due to learning
process

Fig. 6. An illustration of DL model for IoT security.
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Table 6
DL models for securing IoT systems.

DL models Working principle Advantages Limitations Application for IoT
security

Deep Neural
Networks [138]

DNN is a type of artificial
neural network (ANN) which
uses a nonlinear
transformation method for
evaluating the input and then
creates a statistical model for
generating the output based
on its learning ability.

DNNs are capable of
modeling complex and
nonlinear models for creating
computational models which
can handle large scale data
with high accuracy.

DNN suffers from vanishing
gradient problems which
usually occur in the layers
present at the bottom of the
network

Intrusion detection

Recurrent Neural
Networks (RNN)
[139]

RNN belongs to the class of
neural networks wherein the
output of the network from
the previous step is fed as
input to the current step for
computing the output.

RNNs have the capacity of
automatic learning and
sequence prediction based on
the previous data with high
prediction capability.

Training of RNN is a slow
and complex task. Besides, it
is also difficult to process
longer sequences.

Malware detection

Deep
Reinforcement
Learning (DRL)
[140,141]

The DRL algorithm employs
an efficient Q-learning
mechanism which allows the
system parameters to make
decisions automatically
without requiring any
previous knowledge of the
environment.

DRL can overcome the
limitations of conventional
ML algorithms such as; high
computational time,
requirement of larger
parameters for training, poor
accuracy, inability to handle
complex problems etc.

The performance of the DRL
algorithm can be affected due
to sampling efficiency
problems

Attack detection and
Intrusion detection

Generative
Adversarial
Networks (GANs)
[142,143]

GAN consists of two
individual neural networks
such as: a Generator ‘P’ that
includes a random noise
vector n and creates a
synthetic data P (n) and a
discriminator Q that
considers an input x or P (n)
to generate an output of a
probability Q(x) or Q (P(n)).
This distinguishes whether
the input is obtained from
the synthetic data P (n) or
from true data distribution

GANs are capable of
generating additional data
from the available training
dataset and are simple to
train.

GANs suffer from the
problem of slow convergence
or non-convergence and
diminishing gradient

Securing data privacy,
attack detection and
Intrusion detection

Deep Belief
Networks (DBNs)
[144]

DBN is constituted using two
types of neural networks
such as Belief networks and
another one is the Restricted
Boltzmann Machines (RBM)
wherein every single layer is
RBM which is stacked to
each other to develop DBN

DBN is highly accurate and
efficient when dealing with
complex

DBN incorporate complex
mathematical computation
and training DBN using
complex and large scale data
can be computationally
expensive

Intrusion detection, and
preventing security breach

Convolutional
Neural Networks
(CNN) [145]
[146]

CNNs operate by extracting
features from the images
automatically without manual
intervention. The structure of
CNN differs from other
neural networks (NNs) with
respect to the shape and
function of the layers.

CNNs require less
preprocessing compared to
other algorithms and can
learn the features even from
handmade filters with proper
training

The performance of CNN is
affected due to the issues
such as signal down sampling
and low spatial consistency

Real-time attack detection,
and Anomaly detection in
IoT

6.1. State of art of DL models for IoT security

DL models are the subset of ML algorithms which capture
hierarchical representations in the neural network architecture.
Their ability to handle large scale data without increasing the
complexity of the networks makes them a popular candidate

for developing security solutions for IoT systems. Some of the
prominent models used in IoT security and their performance
evaluation are discussed in Table 6 and Table 7 respectively.

The performance of the DL model in terms of different
evaluation metrics is discussed in Table 7. As observed, DL
models achieve phenomenal accuracy in terms of detecting
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Table 7
Performance evaluation of DL models for security of IoT.

Reference DL model IoT application Performance metric used

[147] Deep CNN Cybersecurity threat
detection

Classification accuracy =
97.46%

[148] RNN-based Long
Short Term
Memory (LSTM)

IoT architecture for
smart cities

Precision = 0.7244, Recall =
0.7078, F1 score = 0.7118,
with high scalability

[149] Feed-Forward
Deep Neural
Network
(FFDNN) based
on feature
extraction

Wireless computer
networks, vehicular
networks, and cyber
physical systems

Binary classification accuracy
= 99.66% and Multiclass
classification accuracy =
99.77%

[150] Text-CNN and
Gated Recurrent
Unit (GRU)

Intrusion Detection
System for IoT systems

F1 score = 0.98

[151] Long Short Term
Memory (LSTM)

Intrusion Detection
System for IoT systems

Prediction accuracy = 99.5%
for NSL-KSS dataset, 99.3%
for CIDDS-001 dataset and
99.1% for UNSWNB15
dataset

[152] Depp CNN
model

Identification of
cyber-attacks in IoT
communication
networks

Binary classification accuracy
= 99.30% and Multiclass
classification accuracy =
98.20%

Table 8
Comparison of FL and DL for IoT security.

Federated learning Deep learning

FL is used for distributed
training of classical ML
algorithms on different edge
devices without exchanging
training data

DL is a subset of ML
algorithms, which forms a neural
network with two or more layers

FL models can train the
model without revealing the
sensitive information to a
central cloud server

The data is collected and the
model is trained on a single
server, which increases the risk
of privacy when the data is
shared with a central cloud
server

The implementation of FL
for edge devices is restricted
by the resource constraint
behavior of IoT devices.
However, FL models are less
intensive

DL models are computationally
intensive, which imposes strict
requirements on hardware and
results in low training efficiency
in edge devices

The models in FL are
updated continuously and
allow client input. Hence
there is no need of data
aggregation

DL models require aggregation
of user data in IoT in a
centralized location, which
increases the chances of data
breaching

intrusions and different cyber-attacks. Results validate the
application of DL models for IoT security. Although the
DL model exhibits excellent performance, there are certain
aspects which makes it indistinct from the FL models. A brief
comparison of FL and DL is discussed in the Table 8.

7. Challenges associated with FL and DL models

A comprehensive analysis of the ML based security ap-
proaches is discussed in the previous section with an emphasis
on FL and DL. Despite the availability of several security
frameworks there are certain challenges and issues which need
to be addressed.

1. Security and Privacy Issues in FL: Though FL min-
imizes the risk of privacy protection in IoT, the vul-
nerabilities associated with FL are still a critical chal-
lenge [153]. This is due to the changes that the end
users can alter the data features of inject a compromised
set of data into the original dataset aiming to tamper
the objective of the end application. This is also called
backdoor attacks. This issue needs significant attention
since it affects the integrity of the FL models.

2. Convergence Problems in FL-IoT: The implementation
of FL-IoT suffers from the problem of learning and
communication convergence. This problem is because
of the sensitivity in IoT networks owing to different
sensing environments.

3. Optimal Management of Resources: The integration of
FL with IoT requires a scalable platform which can
enable the on-device training before aggregating the
learning parameters at the global server. In order to
obtain a synchronized update, the IoT devices must have
enough storage and computation resources for training.
However, it is difficult to satisfy this demand owing to
the resource constraint nature of IoT [154]. This results
in the increased delay and affects the synchronization
of IoT devices.
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4. Computational Complexity and High energy consump-
tion in DL: As discussed previously, the resource con-
straintment in IoT offers a significant challenge in the
deployment of DL models. Most of the existing solu-
tions for computation offloading requires a high energy
overhead and this results in the increased computational
burden. To overcome this problem, most of the DL
models are deployed alongside GPUs [155]. However,
GPUs consume more energy and thereby depreciates the
energy efficiency of the IoT systems.

5. Security tradeoffs in IoT: It is difficult to achieve a
better tradeoff between other parameters of IoT and se-
curity. Parameters such as safety, energy efficiency, cost
effectiveness, availability pose a significant challenge to
achieve high security since most of the existing models
compromise on any of the above stated parameters to
achieve better security in IoT. There is a need to balance
these parameters and provide better security without
compromising on any other aspects.

8. Conclusion

This review paper focuses on the application of ML al-
gorithms with an emphasis on federated learning and deep
learning for IoT security. The study reviews various FL and
DL techniques for identifying different security threats and
potential attacks on IoT. Both FL and DL can be used to
provide robust security against various malicious attacks since
it can handle the resource constrained nature and heterogeneity
of IoT devices. This review also outlines the recent tech-
niques proposed in existing works and presents a thorough
analysis on the layer-wise attacks in IoT which is essential
to detect for protecting the system against the adversarial
attacks. Consequently, the study also explored different types
of ML algorithms for providing a solution against security
attacks. Based on the characteristics and functionalities of
IoT devices, the security model should be designed using an
appropriate DL or FL model and the security model should be
trained to make intelligent decisions in a real-time environment
by learning from available instances. Finally, the study also
discusses and addresses the issues, challenges associated with
the implementation of ML-based security approaches for IoT
systems. The challenges that are highlighted in this research
can be considered as promising research directions for further
research in IoT security.
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