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Hybrid Committee Classifier for a Computerized Colonic
Polyp Detection System

Jiang Lia, Jianhua Yaoa, Nicholas Petrickb, Ronald M. Summersa, and Amy K. Harac

aDiagnostic Radiology Department, Warren G. Magnuson Clinical Center, NIH
bNIBIB/CDRH, Joint Laboratory for the Assessment of Medical Imaging System, FDA

cMayo Clinic Scottsdale, Scottsdale, AZ, USA

ABSTRACT

We present a hybrid committee classifier for computer-aided detection (CAD) of colonic polyps in CT colonog-
raphy (CTC). The classifier involved an ensemble of support vector machines (SVM) and neural networks (NN)
for classification, a progressive search algorithm for selecting a set of features used by the SVMs and a floating
search algorithm for selecting features used by the NNs. A total of 102 quantitative features were calculated for
each polyp candidate found by a prototype CAD system. 3 features were selected for each of 7 SVM classifiers
which were then combined to form a committee of SVMs classifier. Similarly, features (numbers varied from
10-20) were selected for 11 NN classifiers which were again combined to form a NN committee classifier. Finally,
a hybrid committee classifier was defined by combining the outputs of both the SVM and NN committees. The
method was tested on CTC scans (supine and prone views) of 29 patients, in terms of the partial area under a free
response receiving operation characteristic (FROC) curve (AUC). Our results showed that the hybrid committee
classifier performed the best for the prone scans and was comparable to other classifiers for the supine scans.

Keywords: Computer-Aided Detection, Pattern Recognition, Statistical Methods, Classifier Committee, Neural
Network, Support Vector Machine

1. INTRODUCTION

Colon cancer is the second leading cause of cancer deaths in the US. Research for the development of computer
aided procedures for screening patients for colonic carcinoma has grown as a result of recognized disadvantages
that accompany the current standard procedure, colonoscopy. CAD combined with CT colonography is an
alternative. There is an ongoing effort by several institutions to develop classification schema that optimize the
performance of CAD methods for colon polyp detection. Summers et al. describe recent work on a version of
computer automated polyp detection that uses geometric and volumetric features, acquired from the CT data,
as the basis for polyp identification.1, 2 Our software first segments the colon using a region growing algorithm,
regions-of-interest along the colon wall are then identified. A total of 102 quantitative features are calculated for
each polyp candidate. Finally, a decision of true polyp or false positive is made by a classifier based on features
that are proved clinical relevant. In this paper, we investigated several committee classifiers used in the decision
making stage.

Recent work showed successful applications of committee classifiers in medical imaging researches, such as
breast cancer screening,3, 4 bone abnormalities detection5 and colonic polyp identification.6, 7 The reason for
using committee classifiers is that a committee classifier can often achieve a better performance than that of its
committee members. This is true for the case if the errors of the individual committee members cancel out to
some extent, i.e., the committee members have a diversity property so that they are unlikely to make errors in
the same feature space. In order to obtain the diversity property, committee members are usually trained by
bagging, boosting8 if training data size is fixed, or by independent data sets if they are available. In this paper,
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we made each committee member use a different set of features. We hope such training method will reduce
correlations amongst committee members to some extent.

There exist many ways to combine the outputs of committee members. If only the label output is available for
each member, a majority vote scheme is often used. In some situations where continuous outputs like posteriori
probabilities are supplied by the members, average or other linear combination methods have been investigated.
Theoretic analysis showed that the sum rule (simple average) outperforms other combination schemes in practice
though it is based on the most restrictive assumptions.9 The sum rule is superior because it is most resilient to
estimation errors.

We present a committee classifier which involved SVMs and NNs for colonic polyp detection, where SVMs
and NNs used different feature sets to increase diversity of committee members. Each SVM and NN produced
a posterior probability and the final decision was made by combining the individual output using the sum rule.
The features used by SVM or NN members were selected by two feature selection algorithms designed specifically
for SVM and NN. In the following sections, we first review SVM and NN classifiers. We then describe two feature
selection algorithms. Finally, results for colonic polyp classifications by three committee classifiers are presented.

2. TWO CLASSIFIERS

In this section, we give brief reviews for SVM and NN classifiers.

2.1. Support Vector Machine

Given a set of data pairs {xp, ip}Nv
p=1, where xp ∈ RN is the feature vector extracted from a polyp candidate,

and ip ∈ {+1,−1} is a class label (true polyp, true negative) associated with xp, an SVM defines a hyperplane

f(x) = wT φ(x) + b = 0 (1)

to separate the data points. Here w and b are the plane parameters, and φ(x) is a function mapping the
vector x to a higher dimensional space. The hyperplane (1) is determined using the concept of Structural Risk
Minimization10 by solving the following optimization problem,

min
w,b,ξ

(
1
2
wT w + C

Nv∑
p=1

ξp

)
(2)

subject to
ip(wT φ(xp) + b) ≥ 1 − ξp, ξp ≥ 0 (3)

here C is a penalty parameter and ξp a slack factor. After the hyperplane is determined, a polyp is declared if
f(xp) > 0. Otherwise, an non-polyp is decided. In order to combine the outputs by NN and SVM classifiers we
utilized a method suggested by Platt11 to transfer the SVM output, f(xp), to a posterior probability by fitting
a sigmoid,

p(ip = 1|f(xp)) =
1

1 + exp(Af + B)
(4)

The parameters A and B were fit using a maximum likelihood estimation from a training set {f(xp), ip} by
minimizing a cross-entropy error function.11

2.2. Neural Network

Most commonly used neural network classifier is the multilayer perceptron (MLP).12 The MLP approximates
the general Bayes discriminant.13, 14 MLPs are designed by minimizing the standard training error,

E =
Nc∑
i=1

E(i) (5)
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where Nc is the number of classes and E(i), the mean-squared error for the ith output, is

E(i) =
1

Nv

Nv∑
p=1

[tp(i) − yp(i)]2 (6)

Here tp(i) denotes the ith desired output for the pth feature vector xp, yp(i) denotes the ith observed output for
xp. In this paper we have 2 outputs (Nc = 2), one is for polyps and another is for non-polyps. We let tp(1) = 1
and tp(2) = 0 if ip = 1 (polyp). Similarly, if ip = −1, we let tp(1) = 0 and tp(2) = 1. We normalized the observed
output yp(i) to approximate the posterior probability,

p(ip = 1|xp) =
sigmoid(yp(1))∑Nc

i=1 sigmoid(yp(i))
(7)

where sigmoid(x) = 1/(1 + exp(−x)).

There are many well-developed algorithms, including the Back Propagation (BP), Conjugate Gradient (CG)
and the Levenberg-Marquardt (LM) algorithm15, 16 for training the network. In this paper we are interested in an
algorithm called output weights optimization-hidden weights optimization-output reset (OWO-HWO-OR),17–19

in which hidden weights and output weights were iteratively trained to reduce the training error. A three layer,
fully connected MLP networks with sigmoid activation function for the hidden layer was used. For the pth
feature vector, the jth hidden unit net and activation functions are

netp(j) =
N+1∑
k=1

w(j, k) · xp(k) (8)

where w(j, k) is the weight connecting the jth hidden unit with the kth input, xp(N + 1) = 1 is used to handle
the thresholds for hidden units and outputs.

Op(j) = sigmoid(netp(j)) (9)

the ith observed output is

yp(i) =
N+1∑
k=1

woi(i, k) · xp(k) +
Nh∑
j=1

woh(i, j) · Op(j) (10)

where Nh is the number of hidden units, woi(i, k) and woh(i, j) are weights connecting to the ith output unit from
the kth input and the jth hidden unit respectively. The output weights woi(i, k) and woh(i, j) were found using
the OWO method. In the HWO procedure, the hidden weighs w(j, k) were updated by minimizing a separate
error function for each hidden unit.17–19

3. FEATURE SELECTION ALGORITHMS

We currently calculated 102 quantitative features for each polyp candidate. However, many of these features were
based on heuristics and are not eventually useful. Irrelevant or redundant features can lead to several problems
including unnecessarily demanding computational resources and memory allocation, the curse of dimensionality
and convergence difficulties for training a large network. The goal of feature selection is to obtain a compact
feature set with high classification accuracy.

3.1. Feature Selection Algorithm for SVM

We used a SVM-based wrapper method, progressive feature selection, for SVM committee member classifiers.20

An SVM classifier was designed to evaluate each feature subset candidate, where the fitness criterion was defined
as the average of sensitivity and specificity of the involved SVM. Sensitivity denotes classification accuracy for
polyp candidates whereas specificity represents classification accuracy for non-polyp candidates in the data.
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In the progressive feature selection algorithm, N -feature vectors were formed progressively in N stages. In
the first stage, 1-feature vectors were ranked based on their fitness values, and the top 1000 vectors were passed
to the next stage. In the Nth stage, N -feature vectors were formed by adding one feature to the (N − 1)-feature
vectors. N was determined as 3 in the experiment. For our polyp classification task we used a committee of 7
SVMs classifier, where each SVM took 3 features as inputs. This configuration was chosen based on statistical
analysis to achieve the best classification performance with the least complexity.21

3.2. Feature Selection Algorithm for NN

Training an MLP classifier usually takes a longer time than that of training an SVM classifier. This makes
designing an MLP-based wrapper feature selection algorithm is difficult when data size or feature size is large.
We utilized a fast feature selection algorithm, PLNFS,22 for NN classifier in this paper.

For the set of converted data pairs {xp, tp}Nv
p=1, where xp ∈ RN and tp ∈ RNc . PLNFS first utilized

a piecewise linear network (PLN) to approximate the nonlinear mapping from x → t. The PLN employed a
clustering method to partition the feature space into a hierarchy of regions (or clusters), where simple hyperplanes
were fit to the local data. Thus local linear models constructed local approximations to the global nonlinear
mapping. For each cluster PLNFS used a linear regression model to represent the mapping from input to output,

t
Nv×Nc

= x(q)
Nv×N

w(q)
N×Nc

+ Ξ(q)
Nv×Nc

(11)

where the superscript denotes when the feature data belongs to the qth cluster, the weight w(q) and error Ξ(q)

become valid. Using the Modified Schmidt procedure23 to each of the clusters yields,

x(q)
Nv×N

= Θ(q)
Nv×N

A(q)
N×N

(12)

here
Θ(q) = [Θ(q)

1 ,Θ(q)
2 , · · · ,Θ(q)

N ] (13)

with orthonormal columns satisfying Θ(q)T
i Θ(q)

j = I, where I denotes identity matrix, and A(q) is an upper
triangle matrix. Substituting (12) into (11) yields a piecewise linear orthonormal (PLO) system,

t = Θ(q)A(q)w(q) + Ξ(q) = Θ(q)w(q)
o + Ξ(q), (14)

where w(q)
o are weights for the orthonormal system.

Let X(d) = {x(i) : 1 ≤ i ≤ d,x(i) ∈ Z} be a set of d features from the set Z = {z(i) : 1 ≤ i ≤ N} of N
available features. The fitness value for the feature set, X(d), involved in system (14) was defined as the output
variance explained by X(d),

J(X(d)) =
Nc∑
i=1

d∑
k=1

Ncluster∑
q=1

(w(q)
o (i, k))2 (15)

where Ncluster is the number of clusters the feature space was partitioned.

PLNFS selected one best feature from the remaining feature pool at each step based on the fitness value
calculated using (15), it then determined if there were some features in the selected feature set that became less
important after the new feature was added. If yes, the least useful one will be excluded from the selected pool.
These steps were repeated until either the preset number of features were selected or adding new features did
not significantly improve fitness value. Finally, PLNFS gave a series feature sets, i.e., the best sets of size 1, size
2,. . ., etc. Note that the best N feature set did not necessarily contain all the best N − 1 features. See22 for
algorithm details.

4. HYBRID COMMITTEE CLASSIFIERS

We describe the committee diversity and outline the proposed hybrid classifier in this section.
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4.1. Committee Diversity
In a regression context, Tresp24 rigorously defined why and how the diversity amongst member predictors con-
tributes toward overall ensemble accuracy, using “bias-variance-covariance” decomposition. In a classification
context, there is no such neat theory. However, if member classifiers’ outputs are estimates of the posterior
probabilities and a simple average rule (sum rule) is used to combine the committee members’ outputs, Tumer
and Ghosh25, 26 provided a theoretical framework for analyzing the committee diversity for classification tasks.
Suppose P (x) is the probability of x to be a polyp, 1− P (x) the probability to be a non-polyp, and we have M
committee classifiers to form a posterior probability prediction for x using the sum rule,

P̂ (x) =
1
M

M∑
i=1

p̂i (16)

where p̂i is the estimated posterior probability of x to be a polyp by the ith classifier. Assume each classifier
has the same expected error and identical correlation coefficient between classifiers, Tumer and Ghosh showed
that the expected error for the committee classifier is

E{P̂ − P} = m

(
1 + ρ(M − 1)

M

)
, (17)

where m = E{P − pi},∀i, is the expected error of the ith committee classifier and is assumed identical for all
members, and ρ is the identical correlation coefficient for all members. For extreme situation, ρ = 0, all classifiers
are uncorrelated, we have E{P̂ − P} = 1

M m. For the case of ρ = 1, all classifiers are perfectly correlated, the
committee error will be unchanged. Therefore, appropriate committee members should be those that have low
errors and less correlations between each other. As a guidance, we used NN and SVM classifiers as committee
members and each member used a different set of features with a goal to achieve the committee diversity.

4.2. Permuting Imbalanced Data
The term “Imbalanced data” describes the situation where there exist more samples in one class than that in the
other classes. For our case, the polyp detections have many more false positives than true positives. Traditional
classifiers like neural networks usually produce poor predictive results for the minority class because the NN
training is dominated by the majority class. There have been several methods for this bias learning, including
over-sampling the minority class, under-sampling the majority class,27 and utilizing boosting for balancing
training.28 We used a condense algorithm29 to filter out the false positives which are internal samples using a
nearest neighbor rule. Internal samples are those that do not form decision boundaries. All true positives were
kept even though they were identified as internal samples by the nearest rule.

4.3. Proposed Hybrid Classifier
Given the labelled data set, we are now ready to describe our hybrid system as follows.

1. Select feature set for SVM using the algorithm described in section 3.1, the feature set contains 7 feature
vectors and each with a length of 3.

2. Train the SVM committee classifier using the selected feature set. The imbalanced learning was dealt with
using the under-sampling method.

3. Select feature set for NN using the algorithm described in section 3.2. The selected feature set contains 11
feature vectors with length from 10 to 20.

4. Train NN committee classifier using the selected feature set. The imbalanced learning was dealt with by
the method described in section 4.2.

5. Combine the outputs of NN and SVM committees using the sum rule to form the hybrid committee classifier
and apply it to the test data set.

The configuration of the NN committee is based on experiments that show it can provide a good performance.
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4.4. Data Acquisition and Experiments
CTC procedure was performed on 29 patients with a high suspicion of colonic polyps or masses. There were
19 males and 10 females. The mean age was 69 years (st. dev. 11 years; range 41 to 86 years). All patients
had at least one polyp and 27 of them had at least one polyp or mass 1 cm or larger. These patients were
chosen from a larger cohort who underwent contrast-enhanced CTC. Selection criteria included that patients
had at least 1 polyp > 5 mm, a majority of which were identified on both the prone and supine views. The
software first segmented the colon using a region growing algorithm, regions-of-interest along the colon wall were
then identified. A total of 102 quantitative features were calculated for each polyp candidate based on a 3-D
segmentation algorithms.30 Finally, the software produced 221 true polyp detections with 1034 false positives
for the supine scans, and 148 true polyp detections with 1022 false positives for the prone scans.

We used five-fold cross validation with 100 bootstraps to compare the hybrid committee, NN committee and
SVM committee classifiers by their FROC curves, in terms of the partial area under the FROC curve (AUC). In
the five-fold cross validation, the resulting detections from prone and supine scans were randomly partitioned to
5 parts. Each of the 5 parts was held out as a test set with 100 bootstraps to produce average FROC curves, and
the remaining four-fifths were used to train the committee classifiers using the procedures described in section
4.3. Note that the selected feature sets for NN and SVM committee classifiers may be different in each fold.
The training and testing procedures were repeated 5 times, and we obtained an overall average FROC curve for
each committee classifier. The paired t-test was used to test if the AUCs for different committee classifiers were
significantly different at the 95% confidence level.

5. RESULTS

Fig. 1 and Fig. 2 show the mean FROC curves of the 100 bootstraps for supine and prone data respectively.
For the prone data set, the means and standard deviations (SD) of AUC were 0.902±0.039, 0.905±0.043 and
0.932±0.035 for the SVM, NN and Hybrid committees, respectively. The hybrid committee was found (by
the paired t-test) to be superior to the SVM and NN committees. There was no statistical difference between
the SVM and NN. The sensitivity for the three committees, means and SDs, at an FPR=3.0 were 65± 3.7%,
75.9±6.1% and 82.4±3.6%, respectively. For the supine case, the means and SDs for AUC were 0.937± 0.026,
0.911±0.035 and 0.933±0.028 for the SVM, NN and hybrid committees. The hybrid and SVM committees were
found to be superior to the NN committee while no significant difference was found between the SVM and hybrid
committees.

6. DISCUSSION AND CONCLUSION

We developed a hybrid committee classifier for CAD of colonic polyps in CT colonography. The proposed
committee classifier was found to be the best amongst SVM and NN committee classifiers for the prone data set,
and one of the best for the supine data set.

We observed that for prone scan data set (Fig. 2), the NN and SVM committee classifiers produced quite
different FROC curves, and therefore the hybrid committee classifier was able to provide superior performance
to both the NN and SVM committees. This is consistent to the diversity analysis in section 4.1, i.e., if committee
members performed differently in different feature spaces, the overall committee classifier will achieve good
performance in the whole feature space. The diversity analysis also holds for the supine scan (see Fig. 1). The
hybrid committee was not superior to the SVM or NN committee because both the SVM and NN committees
produced similar performances in the whole feature space.

It is essential to achieve the diversity property amongst committee members when designing a committee
classifier. There are several methodologies to manipulate data for obtaining such diversity, including bagging,
boosting, cascade correlation, or the method used in this paper that trained committee members with different
features. It is also important to keep in mind that each member should not be much inferior to others since the
inferior member will have a negative effect on the committee, see Fig. 1 for instance, in some places the hybrid
committee was inferior to the SVM due to the worse performance of the NN committee.

If the optimal classifier is achievable for the given data, our experiments showed that the hybrid committee
classifier was more likely to approach this goal: it was always one of the best classifiers though it is not statistically
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better than the SVM committee classifier for the supine scan data. However, it is not clear at this point if the
SVM committee or the hybrid committee were already the achievable optimal classifier for the supine case. The
supine scans had intravenous contrast, which tends to increase CT image quality. However, whether it was the
influence of intravenous contrast that made the SVM committee alone approach the optimal classifier is still
under investigation.
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Figure 1. FROC curves for the supine scan view detections
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Figure 2. FROC curves for the prone scan view detections

Proc. of SPIE Vol. 6144  61445A-9

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 01 Jun 2023
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use


	Hybrid Committee Classifier for a Computerized Colonic Polyp Detection System
	Original Publication Citation
	Authors

	tmp.1685717091.pdf.El3xC

