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Abstract 

Smart and intelligent devices are being integrated more and more into day-to-day 

life to perform a multitude of tasks. These tasks include, but are not limited to, job 

automation, smart utility management, etc., with the aim to improve quality of life and to 

make normal day-to-day chores as effortless as possible. These smart devices may or may 

not be connected to the internet to accomplish tasks. Additionally, human-machine 

interaction with such devices may be touch-screen based or based on voice commands. To 

understand and act upon received voice commands, these devices require to enhance and 

distinguish the (clean) speech signal from the recorded noisy signal (that is contaminated 

by interference and background noise). The enhanced speech signal is then analyzed locally 

or in cloud to extract the command. This speech enhancement task may effectively be 

achieved if the number of recording microphones is large. But incorporating many 

microphones is only possible in large and expensive devices. With multiple microphones 

present, the computational complexity of speech enhancement algorithms is high, along 

with its power consumption requirements. However, if the device under consideration is 

small with limited power and computational capabilities, having multiple microphones is 

not possible. For example, hearing aids and cochlear implant devices. Thus, most of these 

devices have been developed with a single microphone. As a result of this handicap, 

developing a speech enhancement algorithm for assisted learning devices with a single 

microphone, while keeping computational complexity and power consumption of the said 
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algorithm low, is a challenging problem. There has been considerable research to solve this 

problem with good speech enhancement performance. However, most real-time speech 

enhancement algorithms lose their effectiveness if the level of noise present in the recorded 

speech is high. This dissertation deals with this problem, i.e., the objective is to develop a 

method that enhances performance by reducing the input signal noise level. To this end, it 

is proposed to include a pre-processing step before applying speech enhancement 

algorithms. This pre-processing performs noise suppression in the transformed domain by 

generating an approximation of the noisy signals’ short-time Fourier transform. The 

approximated signal with improved input signal to noise ratio is then used by other speech 

enhancement algorithms to recover the underlying clean signal. This approximation is 

performed by using the proposed Block-Principal Component Analysis (Block-PCA) 

algorithm. To illustrate efficacy of the methodology, a detailed performance analysis under 

multiple noise types and noise levels is followed, which demonstrates that the inclusion of 

the pre-processing step improves considerably the performance of speech enhancement 

algorithms when compared to other approaches with no pre-processing steps. 
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Chapter One: Introduction 

1.1 Background 

In the signal processing field, one of the most researched, important, and crucial 

tasks is signal denoising, i.e., (for the case of speech signals) the removal or separation of 

speech from the noisy received signal. This is carried out by performing speech 

enhancement, noise signal suppression, or a combination of both. With the widespread 

acceptance of smart home devices, mobile speech processing applications, assisted 

listening, and wireless networks enabled by voice communication-based human-machine 

interface technologies, the need to improve intelligibility and overall quality of the speech 

signal has become indispensable. The environment in which these applications are used are 

often noisy and non-stationary, i.e., inside a restaurant, train station, airport, or inside of a 

moving vehicle. The speech signal recorded in such environments are inherently noisy and 

are not suitable for systems performing speech coding or command recognition, typically 

employed by the telephony [1]. Thus, a pre-processing step involving speech enhancement 

technique is crucial to attain acceptable performance of these systems. Additionally, these 

speech enhancement techniques are also suited for performing noise reduction before 

amplification in hearing aids and cochlear implant devices required by audibly impaired 

listeners. 
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The main objective of a speech enhancement system is to improve the listeners 

comfort level and reduce fatigue. To do so, just removing noise from the signal, hence 

improving quality, is not enough, these methods need to improve intelligibility of the 

enhanced signal as well. To this end, many solutions have been proposed to perform noise 

removal for speech enhancement, however, the enhanced speech signal recovered by these 

methods contains speech distortion. As a result, these algorithms are not only required to 

reduce noise, but to do so while keeping the speech distortion to a minimum. Moreover, 

various factors affect the algorithm design for speech enhancement, which are, resource 

database, type of noise contamination, nature of noise, speech and noise signal relationship, 

and the number of channels available. Depending on the number of channels/microphones 

present in the device, speech enhancement methods are categorized into single channel and 

multi-channel techniques. Simply, the quality of the enhanced signal has a direct 

relationship with the number of channels used. For example, the microphone placed close 

to the noise source could better estimate noise. However, in the case of small-scale devices, 

like hearing aids, size and cost limitations can hinder inclusion of multiple microphones. 

Additionally, computational complexity and power consumption issues require 

consideration as well. Similarly pre-recorded single-channel audio streams also cannot 

benefit from multi-channel techniques. As a result, single channel speech enhancement 

techniques are employed in the pre-processing step in low cost and small-scale devices. 

Moreover, single-channel techniques can be used in multi-channel systems after 

performing spatial filtering or beamforming on the microphones array. In fact, for an 

additive white Gaussian noise (AWGN) model, an optimal method for multi-channel noise 
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reduction is a combination of a minimum-variance distortion-less multi-channel 

beamformer followed by a single-channel noise suppression algorithm [2]. 

 

 

Figure 1.1: (a) a single channel denoising system, (b) a multi-channel system using 
          a single channel denoising system 

An example of such a system is given in Figure. 1.1, highlighting the central role of single-

channel techniques in both scenarios. In this dissertation, we only consider single-channel 

speech signals as they are the most challenging and central for speech enhancement. 

In what follows, the problem statement, research significance, objectives and the 

dissertation outline are presented. For clarification purposes, a brief overview of single 

channel denoising methods, including unsupervised and supervised methods is given. This 

provides the rationale and motivation for the conducted research that focuses on 

unsupervised learning methods.  
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1.2 Problem Statement 

Although denoising techniques developed using supervised machine learning 

approaches have led to good denoising performance, they are not suited for every possible 

scenario. In such cases, where large training databases for different noise types like speech, 

and audio signals are not available, supervised learning approaches cannot be effectively 

applied. In applications where low cost, low complexity, and real-time processing are 

required to boost sound quality and comfort, unsupervised learning techniques are a better 

fit. These applications include hearing aids for audibly impaired people and voice 

communication- and recognition- based products. As a result, in this dissertation, the 

choice is to focus on unsupervised learning denoising techniques. 

Without any prior signal or noise training, unsupervised learning methods that are 

developed for speech denoising, must satisfy the following requirements (that are 

considered in this dissertation) to be applicable:  

• Perform well for both audio and speech signals in the presence of noise. 

• Have a good balance between quality and intelligibility for audio and speech 

signals. 

• Perform well in both stationary and non-stationary noise types and scenarios. 

• The response time and computational complexity must be low for real-time 

applications. 

Note that the main key issue with unsupervised learning techniques that have been 

proposed so far is their susceptibility to the level and amount of noise contamination 

present in the input speech or audio signal, i.e., under moderate to high signal to noise ratio 

(SNR), their denoising performance is objectively better. However, under low to poor SNR 
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conditions, such techniques may fail completely. However, this dissertation aims to remedy 

this challenge. To do so, a pre-processing step is proposed, which is implemented in the 

frequency domain that reduces the overall signal noise level; as a result, this leads to an 

improved input signal SNR. This step creates an approximation of the input signal 

spectrum in the transform domain with reduced noise power. This pre-processed 

approximate signal can then be passed to any speech enhancement algorithm, and results 

in superior performance as compared to cases where the pre-processing step is not 

included. This pre-processing step includes a variation of the well-known principal 

component analysis (PCA) technique, named Block-PCA, which operates on blocks of 

short-time Fourier transform (STFT) of the noisy signal to generate an STFT 

approximation where the present noise level in the signal has been suppressed. 

1.3 Objectives 

The main objectives of this dissertation are: 

i. Develop a computationally lightweight and power efficient speech enhancement 

framework for single microphone-based systems, which can be used in low cost 

and low complexity devices to improve speech enhancement performance. 

ii. Introduce a signal pre-processing step in the overall speech enhancement 

framework to improve the input SNR. This is achieved by using a variation of the 

dimensionality reduction technique, called block - principal component analysis. 

This pre-processing step is ‘added’ before the main speech enhancement algorithm 

leading to improved and enhanced performance (compared to similar approaches). 
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iii. Evaluate performance using publicly available datasets containing both male and 

female voice recordings along with noise contamination from multiple real life 

noisy environments. 

1.4 Research Significance 

Dissertation research has a wide spectrum of applications. A sample, not exclusive list, 

of potential applications is:  

a. Lightweight speech assisted hearing aids and cochlear implants for voice impaired 

individuals. 

b. Power and computationally efficient speech recognition systems. 

c. Mobile telephony and teleconference systems.  

1.5 Dissertation Organization 

This dissertation is organized as follows. Chapter 2 offers a literature review. 

Chapter 3 presents the proposed methodology, followed by the principal component 

analysis (PCA) technique. It also presents a detailed simulation example to further illustrate 

the motivation behind using PCA to perform noise suppression. The proposed pre-

processing step is also detailed along with the complete implementation framework. 

Experimental validation and performance evaluation is provided in Chapter 4. Conclusions 

and discussion on future work are presented in Chapter 5. It is also stated that the results 

of this research have been published in [80].
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Chapter Two: Literature Review 

Considerable research has been conducted in the topic of single-channel speech 

enhancement. These methods can be broadly categorized into two classes: unsupervised 

and supervised methods. In supervised methods, the system is first trained using a large 

enough database to learn properties and features of speech as well as noise signal, then 

using this acquired knowledge, the system proceeds to clean the input noisy signal. 

Unsupervised methods, on the other hand, do not require such training, they use statistical 

tools to estimate the noise properties and try to remove the noise contamination from the 

noisy signal, leading to a signal with improved speech quality. Here we provide a brief 

overview of the classes along with some basic discussion about their sub-classes as well. 

2.1 Unsupervised Learning Methods 

This class of speech enhancement methods is rather rich with their primary aim 

being improvement in speech intelligibility and quality. Authors in [1, 3] have provided a 

detailed review of the topic, where most of the techniques operate in signal Frequency 

domain, using Discrete Fourier Transform (DFT) [4]. These methods can be further 

distinguished as parametric and non-parametric techniques. In short, parametric techniques 

are those where some sort of prior information about signal or noise distributions is, up to 

some certainty, available, which is then utilized via standard Bayesian and Likelihood 

theory. In contrast, non-parametric methods assume no such knowledge about the signal 

distribution.
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2.1.1 Parametric Methods 

These methods assume the distributions of clean and noise signal to be known a-

priori. These methods perform clean signal estimation by formulating the signal denoising 

framework using maximum likelihood (ML) [5], maximum a-posteriori (MAP) [6, 7], or 

minimum mean square error (MMSE) [8, 9]. MAP and MMSE estimators require the 

knowledge about probability distribution function (PDF) of speech, in [8], speech pdf is 

assumed to be Gaussian, super-Gaussian in [10, 11], Laplacian in [12], and generalized 

gamma distribution in [13]. The cost function used in MMSE estimators are mean-square 

magnitude error (ℓ2−norm), log-magnitude spectra, or other distortion measures like 

Itakura-Saito or Cosh measures [14]. In addition, in most of these methods, noise 

distribution is assumed to be Gaussian or Laplacian [15]. Moreover, some methods also 

use the voice activity detectors (VAD) to better estimate noise and speech distribution, 

leading to further improvement in speech quality [16, 17, 18]. 

2.1.2 Non-Parametric Methods 

Under this framework, the simplest and most computationally efficient are power 

spectral subtraction-based algorithms [19, 20, 21, 22, 23]. These algorithms do not require 

much prior information about speech and noise signals and use a basic additive noise 

model. Another set of techniques is the optimal Wiener algorithm, which performs the 

speech enhancement by assuming the relationship between clean signal coefficients and 

noisy coefficients to be linear [24, 25, 26, 27, 28]. Subspace decomposition is another 

subclass, whose goal is to decompose the noisy signal into clean signal subspace and noisy-

only subspace [29, 30, 31, 32, 33]. Furthermore, some binary masking algorithms have also 
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been proposed for speech intelligibility improvement [34, 35, 36]. These techniques work 

by keeping only a few frequency bins from the noise spectra while forcing the rest to zero, 

hereby, enabling noise suppression. 

2.2 Supervised Learning Methods 

In supervised methods, training is carried out using clean speech signals and noisy 

signals separately to learn the model parameters. Once the model parameters are learned, 

noisy signal is decomposed into clean and noisy only signal. These methods can be divided 

into four sub-classes, i.e., Hidden Markov Model (HMM) based methods, codebook-based 

Wiener filtering methods, sparse representation-based methods, and Deep Neural 

Networks (DNN) based methods.  

2.2.1 Codebook-based Wiener Filter Methods 

The noise model used here is linear and additive in nature. Based on the Wiener 

filter, methods in this class use codebooks of auto-regressive (AR) parameters to perform 

linear prediction synthesis of the noise and speech signals. The Wiener filter is essentially 

the ratio of clean signal spectra and noise power spectra. These methods assume that the 

noise power spectrum is the sum of clean signal spectra and noise spectra, which can be 

estimated by the AR parameters. Based on this assumption, these methods use a training 

database containing clean signal and noise examples to learn codebooks for speech and 

noise spectra. The training for both spectra can be performed offline [37, 38, 39]. 

Alternatively, in [40], learning signal spectra is done offline and noise spectra is learned 

online. The estimation of observed signal’s AR coefficients is performed by Bayesian 

MMSE or ML based criterion using the learned codebooks. 
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 2.2.2 HMM-based Methods 

In HMM-based methods, the clean signal and noise AR parameters are modeled via 

HMM instead of linear prediction synthesis approach used in codebook-based methods. In 

[41, 42, 43], authors assume Gaussian AR parameters for both noise and speech signals, 

whereas authors in [44, 45] assumed the signal coefficients to have complex Gaussian or 

super Gaussian distribution in the transformed domain and worked with them in the 

transformed domain directly. Expectation Maximization (EM) algorithm is used to train 

the model parameters using speech and noise database. Finally, the clean speech signal is 

estimated using Bayesian MMSE or MAP estimators from the noisy signal based on the 

trained model parameters. The transformed domain can be Fourier (computed efficiently 

using discrete Fourier transform (DFT)) or reduced resolution frequency domain. 

2.2.3 DNN-based Methods 

Deep neural networks have been intensively used in several applications and 

perform very well if the training data is sufficiently large. First application of DNN 

methods for speech enhancement was presented in year 2013 [46]. Like other supervised 

approaches, speech enhancement using DNN is carried out in two stages. In the first stage, 

the training stage, clean signal, and noise samples are used to learn the parameters of 

interest (log-amplitude and phase) of clean and noisy signals in the DFT domain [46, 47, 

48]. Training is performed using a regression DNN model. In the second stage, 

enhancement stage, noisy signal is given to the trained DNN, and clean signal amplitude 

is estimated. This stage is followed by a post-processor stage which brings further 

improvement in the speech quality [47, 48]. 
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2.2.4 Sparse Representation based Methods 

These methods are like Codebook-based Wiener Filter methods in the sense that 

both these methods try to learn a codebook containing the parameters of interest. However, 

the way these codebooks are learned is entirely different. Sparse representation-based 

methods learn a codebook named Dictionary using the assumption that the signals of 

interest belong a an underlying overcomplete union of subspaces (called Dictionary), in 

which, every signal can be sparsely represented by only a few bases (columns of the 

dictionary) [49, 50, 51, 52]. Once the dictionary is trained, it is then used in the 

enhancement stage, along with the noisy signal to estimate the noise-free speech signal. 

Typically, a Wiener filter-type or MMSE estimators are used for the said process. 

2.3 Speech Enhancement Frameworks 

Before discussing the proposed methodology for speech denoising, in this chapter, 

we present a detailed overview of a typical single channel system for speech enhancement 

and the performance metrics used to assess such systems. This chapter is divided into three 

sections. In section 2.3.1, we discuss the general architecture of a single channel speech 

enhancement system. In section 2.3.2, various performance metrics for such a system are 

presented. Section 2.4 summarizes the chapter. 

2.3.1 Single Channel Speech Enhancement System 

The removal or reduction in noise amplitude from an input noisy signal is the most 

crucial task of any speech enhancement algorithm. Typically, the input noisy signal is 

segmented using an appropriate window and is transformed into a parallel representation 

domain. In this domain, speech enhancement algorithms try to estimate the clean signal 
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coefficients from the noisy transformed observations. Finally, the enhanced signal is 

recovered by transforming back into the temporal signal domain. A typical single channel 

speech enhancement system [1], shown in Figure 2.1, consists of four blocks: signal 

decomposition, noise estimation, noise reduction, and signal reconstruction block. The 

entire process is explained as follows: 

1. The decomposition block performs two tasks: 

• Decomposes the 1D noisy signal samples y[n] into multiple overlapping   

segments using a window signal w[n]. 

• Takes a short time harmonic transform (STHT) on the time axis to generate 

time-frequency noisy signal 𝒀[𝑘,𝑚]. 

 

Figure 2.1: A typical single channel audio enhancement system showing clean discrete-time signal 𝒔[𝑛],  
noise contamination 𝒓[𝑛], noisy signal 𝒚[𝑛], segmented and transformed noisy signal 
𝒀[𝑘,𝑚],	noise power spectrum 𝜎-!"[𝑘,𝑚], enhanced signal coefficients 𝑺/[𝑘,𝑚], and 
reconstructed clean time-domain signal 𝒔-[𝑛] 
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2. The noise estimation block estimates the noise power spectrum  𝜎-!"[𝑘,𝑚] from the 

transformed noisy signal 𝒀[𝑘,𝑚] and forwards it to the noise reduction block. 

3. The noise reduction block uses the noise power spectrum 𝜎-!"[𝑘,𝑚] and estimates 

the enhanced signal coefficients 𝑺"[𝑘,𝑚]. 

4. The reconstruction block uses the time-frequency enhanced coefficients 𝑺"[𝑘,𝑚], 

computes its inverse STHT, and synthesizes the enhanced time-domain speech 

signal 𝒔-[𝑛] using typical overlap and add method. 

In this dissertation, the Hamming window is used, and an overlap of 50% in all algorithmic 

implementations. Additional implementation details of each block are given next. 

The Decomposition Block 

Most of the speech enhancement algorithms have been implemented in transformed 

domain, rather than time domain, that is due to the fact that the separation of signal of 

interest and noise is easier to accomplish in the transformed domain. Our proposed pre-

processing method also works in the transformed domain. As discussed earlier, the 

decomposition block performs this transformation. Let 𝒔[𝑛] be the clean signal of interest 

and 𝒓[𝑛] be the uncorrelated noise signal, we consider the noise contamination process to 

be additive, thus the received noisy signal is modeled as 𝒚[𝑛] = 𝒔[𝑛] + 𝒓[𝑛]. These signals 

are currently assumed to be sampled in time domain, with n = 1, 2, . . ., N being the sample 

time index. The real-time enhancement algorithms operate on chunks of the signal, called 

frames, instead of the whole sampled signal. This contrasts with offline algorithms where 

the entire signal stream is available. These frames are generated by decomposing the signal 

stream using a suitable window function 𝒘#[𝑛] of length L. 
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𝒚$[𝑛] = 𝒚[𝑛 + 𝑛%]𝑤#[𝑛] = 7
0																																																		𝑛 < 0
𝒘#[𝑛]	𝒚[𝑛 + 𝑛%]											0 ≤ 𝑛 ≤ 𝐿 − 1
0																																																		𝑛 ≥ 𝐿

 

 (2.1) 

In (2.1), the output 𝒚$[𝑛] contains L values of 𝒚[𝑛] starting from 𝑛 = 𝑛%, i.e., the 

changes in 𝑛% produce different signal shifts, and we see a different length L frame of the 

signal. Three example window functions are given in Figure. 2.2. Based on the frequency 

responses of these window functions, we chose to work with Hamming window as spectral 

leakage caused by this window is vastly lower than the others because its samples do not 

vanish to zero near the end. In addition to generating frames, these windows also act as 

narrowband low pass filters, contributing to the reduction of spectral leakage [53]. The 

length L of the window allows us to control the trade-off between statistical variance and 

spectral resolution. Proper care is required to set this parameter, as a small length leads to 

less spectral accuracy, whereas large length may lead to non-stationarity of the signal of 

interest within frame. The Hamming window function is given below: 

  

𝒘[𝑛] = 70.54 − 0.46 𝑐𝑜𝑠 F
2𝜋𝑛
𝐿 − 1I

	0 ≤ 𝑛 ≤ 𝐿 − 1	

0																																													𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 
 (2.2) 
with L representing the window length. 

Once the segmentation is complete, the resulting segmented noisy signal can be written as 

𝒚$[𝑛] = 𝒚[𝑛,𝑚] = 𝒔[𝑛,𝑚] + 𝒓[𝑛,𝑚] 

  (2.3) 
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where n represents the time points, and m representing the segment/frame number. The 

next operation in the pipeline is the application of short time transform to these signal 

frames. The transforms useful here are wavelet transform, discrete cosine transform, and 

Fourier transform. Once the transformation is complete, the resulting signal is given by 

 𝒀[𝑘,𝑚] = 𝑺[𝑘,𝑚] + 𝑹[𝑘,𝑚] (2.4) 

where 𝑘 = 0,1, ……… . . , 𝐿 − 1 is the frequency sample index. The computation is given 
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(c) Hamming window 

Figure 2.2: Window samples and frequency response for a) Rectangular window, 
     b) Hamming window, and c) Hanning window of size 32. 

below 

𝒀[𝑘,𝑚] = R𝜁&[𝑛]𝒚[𝑛,𝑚]
#'(

)*%

 

            (2.5) 

Where 𝜁&[𝑛] is the transform dependent basis function. For the case of short time Fourier 

transform (STFT), this function is written as 

 𝜁&[𝑛] = 𝑒𝑥𝑝(−𝑗("+
#
)𝑘𝑛) 

  (2.6) 

with 2𝜋/𝐿 frequency bin width. Thus, the larger window length, more detailed spectrum 

can be obtained. The resulting transform is complex-valued spectrum with magnitude and 

phase spectra, i.e.,   

𝒀[𝑘,𝑚] = 𝑷𝒀[𝑘,𝑚]	𝑒𝑥𝑝(−𝑗𝜃𝒀[𝑘,𝑚]	

 (2.7) 
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where 𝑷𝒀[𝑘,𝑚] is the amplitude spectra and 𝑒𝑥𝑝(−𝑗𝜃𝒀[𝑘,𝑚]) is the phase spectra of the 

noisy signal of each frame. As a result, the frequency domain signal model (2.4) is given 

by  

𝑷𝒀[𝑘,𝑚]	𝑒𝑥𝑝(−𝑗𝜃𝒀[𝑘,𝑚]) = 𝑷𝑺[𝑘,𝑚]	𝑒𝑥𝑝(−𝑗𝜃𝑺[𝑘,𝑚]) + 𝑷𝑹[𝑘,𝑚]	𝑒𝑥𝑝(−𝑗𝜃𝑹[𝑘,𝑚]) 

  (2.8) 

where 𝑷𝒔[𝑘,𝑚] and 𝑒𝑥𝑝(−𝑗𝜃𝑺[𝑘,𝑚]) represent the amplitude and phase spectra of clean 

speech signal, and 𝑷𝑹[𝑘,𝑚] and 𝑒𝑥𝑝(−𝑗𝜃𝑹[𝑘,𝑚]) represent the amplitude and phase 

spectra of noise signal respectively. 

 

Noise Estimation Block 

The major step, and the most crucial one, in this block is the estimation of a priori 

SNR. If this estimation is not accurate enough, the enhancement process introduces audible 

speech distortion and musical noise into the resulting enhanced speech signal. The decision 

directed (DD) approach, presented in [8], is a state-of-the-art a priori SNR estimation 

method. This method also avoids the introduction of musical noise into the enhanced 

signal. This method uses a weighted averaging scheme by combining the magnitude 

spectrum estimate of previous frame and current frames’ maximum likelihood estimate 

(MLE) of the a priori SNR. This scheme can be defined as 

  

𝛾-[𝑘,𝑚] = 𝛽
\𝑺"[𝑘,𝑚 − 1]\"

𝜁]![𝑘,𝑚 − 1]
+ (1 − 𝛽)^[𝜆][𝑘,𝑚] − 1)`

0
 

  (2.9) 
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Where \𝑺"[𝑘,𝑚 − 1]\" is the magnitude estimate and 𝜁]![𝑘,𝑚 − 1] is the noise estimate at 

the previous frame respectively. (	. )0 is a function to keep the argument value non-

negative, and 0 < 𝛽 < 1 is the weighting factor controlling the contribution of a priori 

SNR estimate of the previous frame and the posterior SNR estimate of the current frame in 

the current frames’ a priori SNR estimate. 

The assigned 𝛽 value in (2.9) is the key to an accurate calculation of a priori SNR, 

and thus its setting is key. In [54], authors have discussed two different behaviors of the 

estimated a priori SNR when setting 𝛽 close to 1. In this case, for noise frames with 

posterior SNR estimate is lower or close to 0 dB, the resulting a priori SNR estimate for 

the current frame is equal to a scaled version of posterior SNR as the second term in (2.9) 

approaches zero. By putting (2.17) with 𝑺"[𝑘,𝑚] = 𝑮[𝑘,𝑚]𝒀[𝑘,𝑚] into (2.9), the a priori 

SNR estimation becomes 

𝛾-11↓ [𝑘,𝑚] ≈ 𝛽𝑮"[𝑘,𝑚 − 1]𝜆][𝑘,𝑚 − 1] 

  (2.10) 

The ↓ corresponds to the case where no speech signal is present in the frame under 

consideration. As a result of this, the a priori SNR estimates’ variations are minimized, 

which in turn, leads to reduction in intensity of the produced musical noise. On the other 

hand, for frames containing speech onsets, the a priori SNR follows closely the previous 

frames’ posterior SNR according to the following relationship 

                       𝛾-11↑ [𝑘,𝑚] = 𝛽 𝑮#[&,7'(]|𝒀[&,7'(]|#

:;$[&,7'(]
+ (1 − 𝛽)([𝜆][𝑘,𝑚] − 1])0  

                  ≈ 𝛽𝑮"[𝑘,𝑚 − 1]𝜆][𝑘,𝑚 − 1] + (1 − 𝛽)	([𝜆][𝑘,𝑚] − 1])0 

  (2.11) 
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With 𝛽 ≈ 1, the second term (the ML estimate) will have very little affect on the overall 

estimation process. Furthermore, the variation in the a priori SNR estimate is slow as its 

solution mainly depends on the previous frames’ posterior SNR estimation. The 

introduction of speech distortion into the signal is a consequence of this behavior. To 

remedy this problem, a modified decision directed (MDD) approach has been presented in 

[55]. In this method, instead of matching the posterior SNR of previous frame, the posterior 

SNR of current frame is matched with current frames’ a priori SNR estimate. This results 

in a single frame delay as compared to the DD approach leading to reduction in speech 

distortion. The a priori SNR estimate under MDD is given as 

                        𝛾-11[𝑘,𝑚] = 𝛽 𝑮#[&,7'(]|𝒀[&,7]|#

:;$[&,7]
+ (1 − 𝛽)([𝜆][𝑘,𝑚] − 1])0    

 (2.12) 

Noise Reduction Block 

Typically, the main task of a speech enhancement algorithm is to extract the 

enhanced speech signal 𝑺" by utilizing a specific spectral gain function 𝑮(𝑚), i.e., gain 

function of the 𝑚<= frame. This gain function is applied to spectrum of the noisy signal to 

get the enhanced speech signal. 

Several gain functions have been proposed. Typical gain functions are computed 

based on the a priori SNR (𝛾[𝑘,𝑚]). As an example, consider the Weiner filter (WF) based 

gain function [56] defined as 

                                                       𝑮>?[𝑘,𝑚] =
@[&,7]

(0@[&,7]
 

 (2.13) 
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With 

𝛾[𝑘,𝑚] =
𝜁A[𝑘,𝑚]
𝜁![𝑘,𝑚]

 

  (2.14) 

where 𝜁A[𝑘,𝑚] = 𝐸[|𝑺[𝑘,𝑚]|"] and 𝜁![𝑘,𝑚] = 𝐸[|𝑹[𝑘,𝑚]|"]  represent the power 

spectral densities of clean speech signal and noise signal, respectively. 

Another popular speech estimator is the MMSE-LSA [9], which is the result of 

minimization of mean square error of the logarithm of enhanced and noisy speech 

spectrum. The resulting gain function is a function of the posterior SNR 𝜆[𝑘,𝑚], and a 

prior SNR 𝛾[𝑘,𝑚], and is given by 

𝑮BBCD[𝑘,𝑚] =
𝛾[𝑘,𝑚]

1 + 𝛾[𝑘,𝑚] 𝑒𝑥𝑝 f
1
2g

𝑒'<

𝑡 𝑑𝑡
E

F%
i 

  (2.15) 

Where the 𝛿& is 

𝛿& =
𝛾[𝑘,𝑚]

1 + 𝛾[𝑘,𝑚] 𝜆[𝑘,𝑚] 

  (2.16) 

and the posterior SNR is computed as 

 

𝜆[𝑘,𝑚] =
|𝒀[𝑘,𝑚]|"

𝜁![𝑘,𝑚]
 

  (2.17) 
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As discussed earlier, most of the speech enhancement algorithms use a gain function 

𝑮[𝑘,𝑚] to compute the enhanced speech amplitude spectrum from the noisy signal 

spectrum as follows: 

𝑷"𝑆[𝑘,𝑚] = 𝑮[𝑘,𝑚]𝑷G[𝑘,𝑚] 

  (2.18) 

On the other hand, the enhanced phase spectra 𝜃l𝑺[𝑘,𝑚] is set to the noisy signals’ phase 

spectra 𝜃𝑹[𝑘,𝑚]. Thus, the complex-valued transformed domain estimated coefficients 

𝑺"[𝑘,𝑚] is given by 

𝑺"[𝑘,𝑚] = 𝑷"𝒔[𝑘,𝑚]	𝑒𝑥𝑝(𝑗𝜃l𝒔[𝑘,𝑚]) = 𝑮[𝑘,𝑚]𝒀[𝑘,𝑚] 

  (2.19) 

To summarize, the noise reduction block performs the estimation of enhanced 

transformed domain signal coefficients 𝑺"[𝑘,𝑚] by multiplying the gain function 𝑮[𝑘,𝑚] 

to the noisy transformed domain signal coefficients 𝒀[𝑘,𝑚]. The gain function is computed 

from the estimated a priori SNR and the posterior SNR estimated in the noise estimation 

blocks. 

 

Reconstruction Block 

This block is the final step in the speech enhancement process. Here the enhanced 

transformed domain signal coefficients 𝑺"[𝑘,𝑚] are transformed back into the time domain. 

As the STFT is an invertible transform, the exact signal reconstruction from time - 

frequency and back to time is possible. There are several algorithms in the literature which 

can be used to accomplish this reconstruction [57, 58, 59]. However, in this section we 
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present the implementation of overlap-add method [58] which is the most frequently used 

method for such reconstruction. For a given frame 𝑚, the time enhanced signal 𝒔-7[𝑛] is 

given by  

𝒔-7[𝑛] = R𝛼)[𝑘]𝑺"[𝑘,𝑚]
#'(

&*%

 

 (2.20) 

In case of short time Fourier transform, the 𝛼)[𝑘] is given by  

𝛼)[𝑘] = 𝑒𝑥𝑝(𝑗(
2𝜋
𝐿 )𝑘𝑛) 

  (2.21) 

Once we obtain all overlapped frames for 𝒔-7[𝑛], the final enhanced signal 𝒔-[𝑛] is 

calculated as 

𝒔-[𝑛] =R𝒔-7[𝑘]
&,7

 

  (3.22) 

where 𝑘 = 0,1, . . . , 𝐿 − 1. To illustrate the overlap and add scheme, consider the 

illustration shown in Figure. 2.3. Here, to reconstruct the enhanced signal 𝒔-[𝑛] from 

different frames 𝒔-7[𝑛], for the case of 50% overlap, we need only 1 previous frame, 

whereas, in 75% overlapped case, we need previous 3 frames to reconstruct the current 

signal samples. 

In addition to Figure. 2.3, we also give an example of a signal 𝑥(𝑡) =

𝑐𝑜𝑠(14𝜋𝑡) + 2 𝑐𝑜𝑠(20𝜋𝑡) using 50% overlap as well as 75% overlapping frames in Figure 

2.4. The sampling rate was 8000 samples per second and the signal duration was 1 second. 
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We took STFT of the original signal (shown in blue), using a 1024 sampled Hamming 

window with a specific overlap ratio, and reconstructed the samples by taking the ISTFT 

and using the overlap and add method. The resulting reconstructed signals are shown in 

orange. We can see that as compared to 50% overlap version, the 75% overlapped frames 

resulted in better signal reconstruction, which is intuitive. Moreover, the error at signal 

onset and ending is large in both cases, which is predictable as well. 

 
Figure 2.3: Overlap and add formulation for two overlap ratios. Left: 50% frame 

overlap, Right: 75% frame overlap. The overlapping part of the frame across 
multiple frames has the same samples. 
 

2.3.2 Performance Metrics for Speech Enhancement Methods 

Typical speech enhancement systems consist of four main blocks, as shown in 

Fig.2.1. Now, to perform quantitative performance analysis, the input noisy signal and 

enhanced output speech signal are compared using different performance metrics. In this 

section, we will discuss a few of the most frequently used performance metrics in literature. 

The methods discussed below have also been used in this dissertation to perform 

quantitative analysis. In small experimental setups, subjective listening tests can also be 

used for performance evaluation, however, due to the large number of noisy datasets and 
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low SNRs used in our tests, we chose to only work with quantitive metrics, which are also 

easier to reproduce. The metrics used in this dissertation are discussed next. 

2.3.2.1 Segmental Signal to Noise Ratio 

The segmental signal to noise ratio (SSNR) metric is amongst the most frequently 

used and simplest criteria. It is computed by taking the geometric mean of the SNR over 

all segments (frames) of the speech signal [1]. Its formulation is given as 

  

𝑆𝑆𝑁𝑅 =
10
𝑀 R 𝑙𝑜𝑔(%

∑ 𝒔"[𝑛]	#70#'(
)*#7

∑ (𝒔-[𝑛] − 𝒔[𝑛])"	#70#'(
)*#7

B'(

7*%

 

  (2.23) 

Here, 𝑀 represents total frames, 𝐿 is the frame length, 𝒔[𝑛] is the noise free signal, and 

𝒔-[𝑛] is the enhanced signal at the systems output. Additionally, the signals being compared 

need to be synchronized in time and have the same frame size. SSNR values outside the 

range of [−10,35] dB is not considered here as SSNR values outside this range do not 

show much perceptual different in terms of sound quality [60]. 

2.3.2.2 Weighted-Slope Spectral Distance 

Another performance metric under consideration is the weighted-slope spectral distance 

(WSS) [61]. This metric is found by computing the weighted difference amongst the 

spectral slopes in every frequency band. The spectral slope is computed in dBs and is the 

difference between adjacent spectral magnitudes. The mathematical formulation used in 

this dissertation for WSS computation is 
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𝑊𝑆𝑆 =
1
𝑀 R

∑ 𝑊[𝑘,𝑚](𝑺[𝑘,𝑚] − 𝑺"[𝑘,𝑚])"#
H*(

∑ 𝑊[𝑘,𝑚]#
H*(

B'(

7*%

 

 (2.24) 

where 𝑊[𝑘,𝑚] are the weights calculated as described in [61]. 𝑺[𝑘,𝑚] and 𝑺"[𝑘,𝑚] are the 

spectral slopes for 𝑚<= frequency band at 𝑘<= frame of the noise free and enhanced speech 

signals, respectively. 

2.3.2.3 Perceptual Evaluation of Speech Quality 

The most widely used speech quality metric for evaluating noise reduction 

performance of algorithms for telephone handset applications is the perceptual evaluation 

of speech quality measure (PESQ) [62, 1]. Detailed discussion can be found in  

[1, Sec 11.1.3.3]. The system to compute PESQ metric consists of five sections; 

preprocessing, time-alignment, auditory transformation, disturbance processing, followed 

by the time-frequency averaging blocks. Starting with noise free and enhanced speech 

signal, both are: 

1. Passed through a pre-processing system block to adjust the volume levels of 

both signals in addition to adapting them to a standard telephone handset. These 

pre-processed signals are, then, 

2. Aligned in time by estimating the time delay value between these signals. 

Additionally, this system block also provides a time delay confidence level. 

3. The auditory transformation block encodes the noise free and enhanced signals 

into a perceptual representation of the perceived loudness, where the loudness 

spectra of both signals can be distinguished. 
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4. The disturbance processing block then computes the difference between both 

signals. 

5. Finally, the time-frequency averaging block computes the PESQ measure from 

the dissimilarity measured in the previous block. 

2.3.2.4 Composite Measures 

Composite objective metrics were computed by a linear/nonlinear combination of 

basic objective measures. These composite measures are significant as we cannot expect 

the conventional log likelihood ratio (LLR) [63] to have high correlation with speech/noise 

distortions and the overall quality. Various composite measures have been proposed. In 

this dissertation, we have used the composite metrics based on multivariate adaptive 

regression splines (MARS) [62] as they have been extensively used in literature due to their 

ability to capture good correlation with listening tests. The three metrics used in this 

dissertation are MARSovrl, MARSbak, and MARSsig denoted here as 𝐶IJK, 𝐶LM&, and 𝐶ANO 

respectively. Their computation [1] are given below: 

                  𝐶ANO = 3.093 − 1.029 ∗ 𝜇##P + 0.603 ∗ 𝑃𝐸𝑆𝑄BQC − 0.009 ∗ 𝑊𝑆𝑆  (2.25) 

                  𝐶LM& = 1.634 + 0.478 ∗ 𝑃𝐸𝑆𝑄BQC − 0.007 ∗ 𝑊𝑆𝑆 + 0.063 ∗ 𝑆𝑆𝑁𝑅  (2.26) 

                  𝐶IJK = 1.594 + 0.805 ∗ 𝑃𝐸𝑆𝑄BQC − 0.512 ∗ 𝜇##P + 0.007 ∗ 𝑊𝑆𝑆  (2.27) 

 

Here 𝜇##P  is the mean LLR score, and MOS is the mean opinion score of the 

subjective listening test [62]. 𝐶IJK  predicts the overall quality of the recovered speech 

signal, 𝐶LM&, and 𝐶ANO  were designed to provide good correlation with the two subjective 
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metrics, i.e., background intrusiveness and signal distortion respectively. Additionally, 

[1,5] is the acceptable range of values for these composite metrics can take. 

 

2.4 Summary 

To summarize, in this chapter we outlined a typical speech enhancement system 

structure for the case of single channel noisy speech input. After discussing the individual 

system blocks, we discussed the quantitative metrics used in this dissertation to evaluate 

the performance of a speech enhancement system. These metrics include segmental signal 

to noise ratio (SSNR), weighted-slope spectral distance (WSS), perceptual evaluation of 

speech quality (PESQ), and three composite measures 𝐶IJK, 𝐶LM&, and 𝐶ANO.From chapter 4 

we briefly discuss the motivation behind proposing the pre-processing noise suppression 

framework and provide some background on the principal component analysis (PCA), 

technique used to perform said noise suppression. 
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Figure 2.4: Overlap and add signal reconstruction example with 50% (top) and 75% 
         (bot) frame overlap 
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Chapter three: Research Methodology 

3.1 Introduction 

The use of multiple recording microphones can help ease the difficulty level of 

speech enhancement. However, in the case of small-scale devices, like hearing aids, size 

and cost limitations can hinder inclusion of multiple microphones. Similarly pre-recorded 

single-channel audio streams also cannot benefit from these techniques. As a result, single-

channel speech enhancement techniques, that have low computational cost and low power 

requirements, are often employed in the pre-processing step in low cost and small-scale 

devices. These techniques perform either noise estimation or signal estimation (or both) to 

infer the clean signal from a noisy observation. In [64, 65], voice activity detectors (VAD) 

are used to approximate frames of signal where the speaker is silent and uses these frames 

to estimate the noise spectrum. Once the noise estimate is obtained, its spectrum is 

subtracted from the noisy spectrum, thus reducing the overall noise level. These techniques, 

however, inherit the shortcomings associated with VAD usage, i.e., they may fail if frame 

size of the input signal is large, or the signal to noise ratio (SNR) is low. 

Similarly, many signal estimation techniques such as spectral subtraction [66, 21], 

Weiner filtering [67], and minimum mean square error (MMSE) estimation-based methods 

[8, 9, 68] have been proposed. Out of these, the spectral subtraction methods are the most 

computationally efficient. They operate by estimating noise spectrum from the noisy 

speech signal and then recovering the clean signal by subtracting the estimated noise 
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spectrum from the noisy one. These methods generally perform well, however (the 

so-called) musical noise might appear in their recovered signal. On the other hand, the 

MMSE based methods are free from the issue of musical noise. The authors in [8] derive 

and use a filter using the minimum mean square error - short-time spectral amplitude 

(MMSE-STSA) estimator based on the cost function minimizing the mean squared error 

of the short time amplitude of the spectrum. The authors in [9] use a perceptually motivated 

cost function minimizing the mean squared error between the logarithmic spectral 

amplitude of clean and enhanced speech signal, whereas [68] propose an adaptive 𝛽-order 

MMSE estimator to design a filter. The designed filter is then used to enhance the signal 

frequencies leading to a clean speech signal. 

One key issue with all these algorithms is their susceptibility to the input SNR 

levels, i.e., under moderate to high SNR, their enhancement results are objectively better, 

however, under low to poor SNR conditions, these methods fail altogether. In this 

manuscript, we aim to remedy this situation by introducing a pre-processing step 

implemented in the frequency domain which reduces the overall noise level of the signal, 

resulting in improvement of SNR. This pre-processed signal is then passed to other speech 

enhancement algorithms as usual, leading to superior results. The pre-processing step 

involves a variation of the principal component analysis (PCA) technique, termed Block-

PCA which operates on blocks of the short-time Fourier transform (STFT) of the noisy 

signal to generate an STFT approximation by suppressing the noise level present in the 

signal. 
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Principal component analysis (PCA) is one of the most utilized feature extraction 

and dimensionality reduction techniques in all of data science and engineering, particularly 

in image and signal processing, pattern extraction and recognition, machine learning, as 

well as other exploratory data analysis [69, 70]. It has been extensively used in various 

applications, for example, image noise estimation [71], denoising [72], video watermarking 

[73], video and image classification [74], analysis of functional magnetic resonance 

imaging data [75], and face recognition [76]. Here we will provide a brief review of the 

technique and the terminology used when discussing PCA. 

Consider a dataset consisting of p-dimensional variables 𝑦 ∈ ℝR sampled from an 

unknown p-dimensional subspace, for such a dataset, PCA can be used to generate such an 

orthogonal projection onto a lower dimensional subspace, typically named principal 

subspace [77], which can explain most of the variance (statistical information) of the data. 

These orthogonal basis vectors spanning the principal subspace are called principal loading 

vectors. Similarly, the data projection onto these principal loading vectors are called 

principal components (PC). 

The notion, that is the basis of PCA based dimensionality reduction is that the first 

few principal components tend to capture most of the variability of the data. Thus, unless 

the data is sampled from a homoscedastic multivariate distribution, the principal 

components spanning the subspace where the data variance is minimal can be discarded 

from the overall basis without much loss of information. Similar methodology can also be 

used for noise suppression [72], i.e., noise contamination dominates the signals coming 

from the subspace with low variance as compared to signals spanned by the principal 
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components explaining high variance. Thus, by removing those principal components 

which span low variance signal subspace, we can essentially suppress the overall noise 

level present in the data. 

3.2 Principal Component Analysis 

In this section, we briefly present Principal Component Analysis technique, which 

is followed by a detailed simulated example motivating the proposed Block-PCA 

algorithm. 

Consider a signal matrix  𝒀 ∈ ℝ)×R  of rank  𝑞 ≤ 𝑚𝑖𝑛(𝑛, 𝑝), with  n  observations 

and  p  variables. Let  𝒚N denote the  𝑖<=    row of   Y, 𝒚N    denote the  𝑖<=    column of  Y,  for  

i=1, . . . , n with zero mean, and let ∑ = 𝒀⊤𝒀 = 𝑐𝑜𝑣(𝒚N) be the positive definite covariance 

matrix of size 𝑝 × 𝑝 estimated from the data itself. Eigen-value decomposition of the 

matrix ∑	(Gram matrix) is given by  

R=R𝜆T𝒗T𝒗T⊤
U

T*(

 

           (3.1) 

Where 𝜆( ≥ 𝜆" ≥ 𝜆V ≥	. . . 𝜆U > 0    are the eigenvalues and 𝒗N ∈ ℝR for 𝑗 = 1, . . . , 𝑞 are 

the corresponding eigenvectors of Σ. The dimensionality of the data can then be reduced 

by replacing the original data with 𝒀𝑽, where 𝑽	 = 	 [𝒗(, 𝒗", . . . , 𝒗U]. The matrix 𝑽 is an 

orthonormal matrix, and each column vector 𝒀𝒗T  is the respective principal component.  

The vectors 𝒗T are obtained by solving the following optimization problem: 

𝒗T = 𝑎𝑟𝑔𝑚𝑎𝑥	𝑣𝑎𝑟(𝒀𝒗)    such that   𝒗12	𝒗1 = 1    and    𝒗12	𝒗3 = 0  for  𝑘 < 𝑗(3.2) 
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The vector 𝑣T, here, is the 𝑗<=  principal loading vector, the data projection 𝒀𝒗T  is the 𝑗<= 

principal component, whereas the operator var(.) computes the variance. Each principal 

component 𝒀𝒗T   captures 𝜆T/(∑ 𝜆T
U
T*( ) × 100 percent of the total variance. The strength of 

PCA lies in its ability to provide a relatively simple explanation of the underlying data 

structure if a small number of PCs (𝑞	 ≪ 	𝑝) can be used to explain most of the data 

variance. A simple, yet effective, way to computing PCA is to use the singular value 

decomposition (SVD) method, i.e., the SVD of data matrix 𝒀 can be decomposed into the 

factor matrices given by 

 𝒀 = 𝑼𝛥𝑽2 

   (3.3) 

In the above decomposition, matrix 𝑽 contains the right singular vectors (PC loadings), 𝑼 

contains left singular vectors, and 𝛥 is a diagonal matrix with ordered singular values 𝛿1	 ≥

	𝛿2	 ≥	. . . , ≥ 	𝛿𝑞	 > 	0. Similarly, the matrix 𝑼𝛥 are the PCs. Moreover, 𝑼 and 𝑽 are unitary, 

i.e., 𝑼2𝑼 = 𝑽2𝑽 = 𝑰4. The SVD of a matrix 𝒀 provides its closest rank-q matrix 

approximation 𝒀"U, where the closeness between 𝒀 and 𝒀"U is quantified by the squared 

Frobenius norm of their difference, i.e., �𝒀 − 𝒀"U�
"
𝐹.  

3.3 Motivation 

In this section, we discuss our motivation behind using the PCA for noise 

suppression. The idea becomes very intuitive if we could visualize the learned principal 

components, the singular values, and their respective PC loadings. Thus, to do this, let 𝒔(𝑛) 

be a single channel clean time-domain speech signal, 𝒚(𝑛) be the noise contaminated signal 
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with a specific signal to noise ratio, and 𝒓(𝑛) be the corresponding noisy signal. Further 

assume that S(k,m), Y(k,m), and R(k,m) are their respective short-time Fourier transforms 

(STFT) matrices with size 1025 × 337. The magnitude of these STFTs is shown in Fig. 

3.1. To generate these STFTs, we used Hamming window of size 1024, signal overlap of 

64 samples (to obtain a dense matrix for visualization), and taking fast Fourier transform 

of size 2048. The sampling rate of the time-domain signal was 𝐹𝑠	 = 	8000 samples/sec, 

leading to 𝛥𝑓	 ≈ 	4	𝐻𝑧. The signal to noise ratio was kept at 0 dB. The speech signal 

contained the voice of a male speaker saying, “The birch canoe slid on the smooth planks”, 

acquired from the NOIZEUS corpus [78]. The noise (interference) signal, used here, was 

“babble” noise from the NOIZEUS corpus as well. We show these STFTs in Fig. 3.1. 

By inspecting STFT of the clean signal (shown in Fig. 3.1 (a)) we can infer that 

most of the signal energy lies between 300 - 600 Hz range and silence blocks are clearly 

visible as well. On the other hand, the noise energy (shown in Fig. 3.1 (c)) has a good 

spread over the range of 300 - 3500 Hz, with significant energy between 300 - 600 Hz 

range as well. Moreover, its presence is consistent over the entire duration of the signal. 

The STFT corresponding to 0 dB SNR is given in Fig. 3.1(b). 

Now let 𝑿 be the magnitude of a STFT of interest (𝑺, 𝑜𝑟	𝒀), we take the SVD of 𝑿 

according to (4.3). The resulting singular values are diag(𝛥), principal components are 𝑼𝛥, 

and PC loadings are 𝑽. To visualize the spread of variance over various PCs, we show the 

first 200 (out of 337) singular values in Fig. 3.2. From the slope of both curves, we can see 

that most of the data variance is captured by the few initial PCs. For noise free case, 20 - 

40, and for noisy case, 60 - 80 PCs are capturing most of the variance. Moreover, higher 
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PCs (20 - onwards) are more affected by the noise as compared to the lower ones, thus, 

ideally, getting rid of such noisy components should lead to reduction in the overall noise 

level. 

Additionally, for visualization, the initial 6 and 30 - 33 PCs and their respective 

loadings are also shown in Figs. 3.3 and 3.4 respectively. From Fig. 3.3 we can see that the 

initial 6 PCs learned from clean STFT, and noisy STFT show similar trends, showing less 

noise disturbance, whereas the noisy estimates of components 30 - 33, shown in Fig. 3.3, 

have clearly diverged from the clean ones. Fig. 3.4 shows similar trends with the PC 

loadings as well. Thus, to suppress noise, we can perform the signal approximation as 

𝑋l =R𝑢N𝛿N𝑣N⊤
U

N*(

 

 (3.4) 

where 𝒖N𝛿N  is the 𝑖<= PC, 𝒗N is the 𝑖<= PC loading vector, and 𝑞	 ≪ 	𝑝. Here we would like 

to highlight two key issues with the framework, i.e., PCA performed over the entire signal 

STFT. Firstly, in the signal under consideration, the noise component is present for the 

entirety signal duration (see Fig. 3.1 (c)), whereas, signal of interest, the speech signal 

contains periods of silence corresponding to almost 20 - 30 % of the entire signal duration 

(see Fig. 3.1 (a)). Therefore, we can expect that the PCA computation might get biased 

towards learning such PCs and PC loadings, which can explain the entire duration of the 

signal. This is indeed the case as this effect is clearly visible in the PC 1 Fig. 3.3, and PC 

loading 1 Fig. 3.4. The first PC loading from the clean STFT (blue) clearly shows that the 

corresponding PC component has been able to capture the signal variance during the time 
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periods of voice activity. This, however, is not the case with the first components learned 

from noisy STFT, where these estimated components have ended up capturing significant 

noise contribution as well. 

Secondly, if at any time during the signal recording, the energy of a few noisy 

frequencies gets higher than usual, then the PC and PC loading entries corresponding to 

these frequencies will become large i.e., the corresponding singular value will get large. 

As a result, these, otherwise noisy components, might get picked up for the STFT 

approximation leading to reduction in the effectiveness of noise suppression. 

To circumvent these issues, we propose to perform noise suppression using PCA 

on small subsets of STFT, instead of the complete STFT. The idea is to look at a small 

number of time frames at a time and approximating them, one by one, instead of looking 

at the whole STFT. The advantage is that the SNR in each of these frames will be relatively 

higher than the SNR of the entire STFT, thus the very few initial PCs will be able to capture 

most of the data variance much effectively. Additionally, the noise increase in a specific 

window of time will be contained within that frame window and will not affect components 

in other adjacent frames. The details of this framework are provided in the next section. 
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Figure 3.1: Magnitudes of Short-Time Fourier Transforms of (a) Clean Signal 𝑠(𝑛), (b) Noise  
       Contaminated Signal 𝑦(𝑛) with 0 dB signal to noise ratio , and Noise 𝑟(𝑛) [80]. 

 
3.4 Block Principal Component Analysis 

In this section, we formalize the block principal component analysis (termed Block-

PCA) technique. Let 𝑿 ∈ ℝ&×7  be the STFT signal which we want to approximate with a 

low noise version 𝑿". Here 𝑘 is the number of frequency points, and m is the number of 

time frames. Let 𝑏	 < 	𝑚 be a scalar denoting the block-size, 𝑔	 = 	 ⌈𝑚/𝑏⌉ denote the 

number of blocks, and a frame - block assignment vector 𝑏	 = 	 [1L , 2L , . . . , 𝑔L] 	 ∈ 	ℝ7 here 

𝑧L  denotes a vector of size b containing 𝑧. Let 𝑿N be the matrix containing 𝑖<=  block of 𝑿, 

with indices coming from 𝑏.  
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Figure 3.2: The initial 200 singular values corresponding to STFTs of Clean (in solid 
         blue) and Noisy (in dash-dotted red) signals [80]. 
 

Then we approximate 𝑿N  by taking first taking its SVD, 𝑼𝛥𝑽2 = 𝑆𝑉𝐷(𝑿𝑖) and doing 

the following 

𝑿"N =R𝒖N𝛿N𝒗N⊤
U

T*(

 

 (3.5) 

where 𝒖N𝛿N  is the 𝑗<=  PC, 𝒗N is the 𝑗<=  PC loading vector, and 𝑞	 ≪ 	𝑏. Thus, in this 

approximation, we keep 𝑞 most dominant components and discard the rest (𝑏	 − 	𝑞). We 

do this for all 𝑖	 = 	1, 2, .		.		.		 , 𝑔 blocks, and recreate the complete approximation matrix 

𝑿" = [𝑿"(, 𝑿"", . . . , 𝑿"O] by concatenating all block approximations.  
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To visualize the effects of such approximation using Block-PCA, we applied our 

Block-PCA technique with block size 𝑏	 = 	70 and 𝑞	 = 	5 on the clean and noisy STFTs 

given in Fig. 3.1 (a,b), let’s call the STFT under consideration 𝑿 (taking on (𝑺	𝑜𝑟	𝒀)). The 

singular values computed for each block 𝑿N are shown in Fig.3.6 (a). Here we can see, that 

compared to Fig. 3.2, the singular values in each block drop much quickly, thus a few 

components can lead to a better approximation. Here we take 𝑞	 = 	5 components per block 

to generate 𝑿" N𝑠. For completeness, these 𝑞	 = 	5 singular values are also shown in Fig. 3.6 

(b). The approximated complete 𝑿" is shown in Fig. 3.5 (a), and the residual (𝑿" − 𝑿) is 

shown in Fig. 3.5 (b). By comparing the noisy STFT 𝑿 (given in Fig. 3.5 (c)) and the 

approximated 𝑿", we can see that the dominant features of our signal of interest (Fig. 3.1 

(a)) are still present in the approximation, whereas most of the noise present in the 300 – 

600 Hz range has been removed from the approximation and is delegated to the residual 

STFT. 
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Figure 3.3: The Principal Components of STFTs of Clean (in solid blue) and Noisy 
(in dash-dotted red) signals [80]. 

 
For comparison, the STFT of noise only signal is also shown in Fig. 3.5 (d) which is very 

close to our residual STFT. 
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Figure 3.4: The PC Loadings of STFTs of Clean (in solid blue) and Noisy (in dash dotted 
        red) signals [80]. 
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The overall speech enhancement framework incorporating our noise suppression 

technique is outlined next. 

 

Figure 3.5: The approximated STFT 𝑿"  of noisy STFT (a) and the residual (𝑿" − 𝑿)(b). 
        For comparison, the noisy STFT 𝑿 = 𝒀 and noise only STFT from Fig. 3.1 are 

      reproduced in (c) and (d) respectively [80]. 
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3.5 Speech Enhancement Framework 

In this section, we outline the steps performed to recover clean speech signal �̃�(𝑛) 

from the noisy one 𝑦(𝑛). 

 
Figure 3.6: (a) Singular values corresponding to every block, and (b) the truncated singular values per 

          block used for the approximated STFT 𝑋= shown in Fig. 3.5 (a) [80]. 
 

 
1. Let y(n) denote the time-domain noisy signal vector, s(n) be the clean speech signal, 

and r(n) represent noise. All signals at this step are real-valued and are related by: 

𝒚(𝑛) = 𝒔(𝑛) + 𝒓(𝑛) 

 (3.6) 

2. Using Hamming window of appropriate size, segment y(n) vector into multiple 

frames with appropriate level of overlap. The resulting segmented noisy signal is 

given by  

𝒚(𝑛,𝑚) 	= 	𝒔(𝑛,𝑚) 	+ 	𝒓(𝑛,𝑚) 

 (3.7) 

            where n represent the time points, and m represent the segment/frame number. 
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3. Take Fourier transform of the segmented noisy time-domain signal to get 

 𝒀(𝑘,𝑚) = 𝑺(𝑘,𝑚) + 𝑹(𝑘,𝑚)  (3.8) 

            here 𝒀(𝑘,𝑚) is the complex-valued truncated noisy spectrum with 𝑘 = 𝑛 = 2 + 1. 

Save	𝒀𝜽(𝑘,𝑚) ≜ ∠𝒀(𝑘,𝑚), phase of the noisy spectrum, 

4. Perform noise suppression on |𝒀(𝑘,𝑚)| via Block-PCA with block size b and 

retaining q components per block according to the steps provided in section 3.4, to 

get 

 𝒀"(𝑘,𝑚) = 𝐵𝑙𝑜𝑐𝑘 − 𝑃𝐶𝐴	(|𝒀(𝑘,𝑚)|, 𝑏, 𝑞)	 (3.9) 

here the resulting 𝒀"(𝑘,𝑚) is the real-valued magnitude of the approximated STFT. 

5. Apply speech enhancement algorithm to the noise suppressed magnitude spectra 

𝒀"(𝑘,𝑚) to obtain enhanced magnitude spectra \𝑺"(𝑘,𝑚)\. 

6. Generate the complex-valued spectra by combining the enhanced magnitude 

spectra with phase of the noisy spectrum as 

 𝑺"(𝑘,𝑚) = \𝑺"(𝑘,𝑚)\	𝑒T	𝒀𝜽(&,7)  (3.10) 

7. Take inverse Fourier transform of 𝑺"(𝑘,𝑚) to get 𝒔-(𝑛,𝑚) and apply the general 

overlap and add (OLA) method to obtain the enhanced time-domain signal 𝒔-(𝑛). 
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Chapter Four: Results and Discussion 

In this chapter, we present detailed investigation about the performance 

improvement of using our proposed pre-processing step in the speech enhancement 

process. We investigate the noise suppression performance of the proposed block Principal 

component analysis (Block-PCA) algorithm in the overall speech enhancement pipeline 

discussed in section 3.5, especially when the signal to noise ratio (SNR) is very low. The 

speech enhancement algorithms used here are the minimum mean square error - short-time 

spectral amplitude (MMSE-STSA) estimator [8], and the multi-band spectral subtraction 

(MBSS) method [21]. These algorithms are respectably fast and have been shown to 

perform very well on speech signals with medium to high SNR. These algorithms, 

however, see severe performance degradation under low SNR levels. Thus, our aim is to 

show that under low SNR levels, applying these methods on noise suppressed magnitude 

STFTs instead of the regular STFTs can lead to significant improvement. This is indeed 

the case as we will show next. 

The dataset used for the experiments is the NOIZEUS [78] database which contains 

30 different sentences spoken by 6 different speakers. Out of the 30 sentences, half are 

spoken by male speakers and the remaining half by female speakers. We used the 5 noise 

types available in the NOIZEUS database, namely “Airport”, “Babble”, “Car”, 

“Exhibition”, and “Restaurant”, to contaminate the clean speech signals corresponding to 

6 SNRs ∈ 	 [−9,−6,−3,0,3,6] dB levels. 
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The metrics used to evaluate the enhanced speech quality are segmental SNR 

(SSNR) [79], and the perceptual evaluation of speech quality (PESQ) [62]. In addition, we 

have used the composite measures 𝐶ANO, 𝐶LM&, and 𝐶IJK [62] to rate the speech distortion, 

noise distortion, and the overall quality respectively of the enhanced speech signal. These 

composite measures are the linear combinations of PESQ, log likelihood ratio (LLR) [63], 

and weighted-slope spectral (WSS) distance [61] scores. 

In all the experiments discussed next, the sampling rate of the speech signals was 

fixed at 𝐹𝑠	 = 	8000 Hz and we used Hamming window of size 200 (25 ms duration), with 

overlap of 80 samples (10 ms) to compute the short-time Fourier transform of the signal 

under analysis. The FFT size was set equal to the chosen window size. Let 𝒔(𝑛) be the 

clean speech signal and 𝒓(𝑛) be the noise signal of a specific type. We generate the noise 

contaminated signal 𝒚(𝑛) with a specific SNR level by adding 𝒓(𝑛) with specific energy 

to 𝒔(𝑛). We perform speech enhancement using the framework outlined in section 3.5 with 

and without performing noise suppression via Block-PCA to analyze its effectiveness. We 

store the performance scores for the noisy input signal, MMSE-STSA only, MMSE-STSA 

with Block-PCA, MBSS only, and MBSS with Block-PCA. We repeat this process for all 

30 speech signals, all 6 SNR levels, and for all noise types as discussed at the start of this 

section. The block size (𝑏) and components to retain (𝑞) are selected by performing a 2-D 

grid search over b = [40; 50; 60; 70] and q = [15, 16, . . ., 26] and choosing the combination 

which leads to highest performance. These results are presented and analyzed next. 
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4.1 PESQ and SSNR performance for Male and Female speakers under Babble noise 

contamination 

As we know that the frequency characteristics of male and female speakers are 

different. Thus, to look at the performance separately we have presented two speech 

enhancement performance metrics PESQ and SSNR for male and female speakers 

separately in Table. 4.1. The scores given here, as well as tabulated later are all average 

results. Consider the PESQ scores for both male as well as female speakers under severe 

noise contamination of −9 and −6 dB SNR, we can see that the enhanced speech signal 

recovered by both MMSE-STSA and MBSS methods have scores below that of input noisy 

speech signal itself. This is expected as these methods have been shown to perform poorly 

under low SNR levels. However, when combined with noise suppressing Block-PCA 

algorithm, both methods recover speech signals with higher PESQ scores, highlighting that 

using the approximated STFT, after noise suppression has led to better performance as 

compared to when using the original STFTs. The PESQ gains with respect to the regular 

methods seen here are significant with 0.86 and 0.47 for −9 and −6 dB SNR respectively. 

The same trend can be seen over SSNR metric for −9 and −6 dB SNRs as well. These 

gains get smaller when the SNR levels increase, which was predictable. Moreover, the 

scores for MMSE-STSA + Block-PCA are still better than their competitors and are shown 
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Table 4.1: Average PESQ and SSNR scores for Male and Female speakers under Babble noise 
          contamination over multiple SNR levels. Best results are highlighted in BOLD [80]. 

   PESQ   SSNR  

SNR 
dB Method Male Female Overall Male Female Overall 

-9 

Noisy 1.376 1.231 1.303 -8.205 -8.253 -8.229 
MMSE-STSA 1.135 0.991 1.063 -5.609 -5.838 -5.724 

MMSE-STSA + BPCA 1.978 1.742 1.860 -5.084 -5.043 -5.063 
MBSS 1.342 1.015 1.178 -6.082 -6.144 -6.113 

MBSS + BPCA 1.728 1.568 1.648 -6.057 -6.053 -6.055 

-6 

Noisy 1.552 1.252 1.402 -7.103 -7.200 -7.152 
MMSE-STSA 1.297 1.307 1.302 -4.707 -4.83 -4.769 

MMSE-STSA + BPCA 1.832 1.723 1.777 -4.213 -4.261 -4.237 
MBSS 1.439 1.170 1.304 -5.180 -5.235 -5.208 

MBSS + BPCA 1.775 1.463 1.619 -5.090 -5.13 -5.110 

-3 

Noisy 1.695 1.379 1.537 -5.784 -5.913 -5.848 
MMSE-STSA 1.603 1.596 1.600 -3.776 -3.829 -3.802 

MMSE-STSA + BPCA 1.807 1.793 1.800 -3.418 -3.490 -3.454 
MBSS 1.675 1.499 1.587 -4.168 -4.209 -4.188 

MBSS + BPCA 1.822 1.636 1.729 -4.116 -4.132 -4.124 

0 

Noisy 1.855 1.630 1.742 -4.284 -4.42 -4.352 
MMSE-STSA 1.836 1.879 1.858 -2.807 -2.803 -2.805 

MMSE-STSA + BPCA 1.943 1.959 1.951 -2.531 -2.602 -2.566 
MBSS 1.852 1.742 1.797 -3.211 -3.280 -3.245 

MBSS + BPCA 1.943 1.838 1.890 -3.142 -3.269 -3.205 

3 

Noisy 2.011 1.838 1.925 -2.634 -2.767 -2.700 
MMSE-STSA 2.079 2.101 2.090 -1.802 -1.799 -1.800 

MMSE-STSA + BPCA 2.151 2.137 2.144 -1.583 -1.592 -1.587 
MBSS 2.033 1.998 2.015 -2.166 -2.215 -2.190 

MBSS + BPCA 2.118 2.045 2.081 -2.093 -2.247 -2.170 

6 

Noisy 2.167 2.043 2.105 -0.848 -0.976 -0.912 
MMSE-STSA 2.280 2.274 2.277 -o. 760 -0.888 -0.824 

MMSE-STSA + BPCA 2.350 2.312 2.331 -0.567 -0.693 -0.630 
MBSS 2.233 2.204 2.219 -1.262 -1.177 -1.219 

MBSS + BPCA 2.299 2.246 2.272 -1.058 -1.183 -1.120 

 



 

49 

 
Figure 4.1.1: Average PESQ scores in -9 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.2: Average PESQ scores in -6 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.3: Average PESQ scores in -3 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.4: Average PESQ scores in 0 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.5: Average PESQ scores in 3 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.6: Average PESQ scores in 6 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.7: Average SSNR scores in -9 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.8: Average SSNR scores in -6 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.9: Average SSNR scores in -3 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.10: Average SSNR scores in 0 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.11: Average SSNR scores in 3 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.12: Average SSNR scores in 6 dB SNR for male and female speakers under ‘Babble’ noise 

contamination [80]. 
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Figure 4.1.13: Average SSNR improvement in -9 dB with regard to the noise floor scores for male and 

female speakers under ‘Babble’ noise contamination [80]. 
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Figure 4.1.14: Average SSNR improvement in -6 dB with regard to the noise floor scores for male and 

female speakers under ‘Babble’ noise contamination [80]. 
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Figure 4.1.15: Average SSNR improvement in -3 dB with regard to the noise floor scores for male and 

female speakers under ‘Babble’ noise contamination [80]. 
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Figure 4.1.16: Average SSNR improvement in 0 dB with regard to the noise floor scores for male and 

female speakers under ‘Babble’ noise contamination [80]. 
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Figure 4.1.17: Average SSNR improvement in 3 dB with regard to the noise floor scores for male and 

female speakers under ‘Babble’ noise contamination [80]. 
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Figure 4.1.18: Average SSNR improvement in 6 dB with regard to the noise floor scores for male and 

female speakers under ‘Babble’ noise contamination [80]. 
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input signal. Moreover, for all noise types, the enhancement scores for the techniques with 

Block-PCA are higher than other methods emphasizing effectiveness of the proposed 

methodology. 

4.3 Performance comparison for PESQ and SSNR over multiple noise types and SNR 

levels 

In this section, we have presented the PESQ in Table. 4.3, and SSNR scores in 

Table. 4.4 for all 5 noise types and 6 SNR levels. The trend remains the same as seen in 

Tables. 4.1, and 4.2, i.e., the introduction of noise suppression in the enhancement 

framework helps the MMSE-STSA and MBSS methods in the recovery of improved 

speech signals. This performance gain is very significant when noise energy in the 

contaminated signal is high and gradually gets small as the noise levels get lower and lower. 

The results shown here are consistent with the MMSE-STSA + Block-PCA performing the 

best among other methods. 
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Table 4.2: Performance analysis for noise types Babble, Exhibition, and Car with -6 dB 

     SNR level. Best results are highlighted in BOLD [80]. 
  Babble 

SNR dB Method/Average Scores PESQ LLR SSNR Csig Cbak Covl 
 
 

-6 

Noisy 1.386 1.034 -7.152 2.11 1.301 1.616 
MMSE-STSA 1.302 1.158 -4.769 1.766 1.264 1.368 

MMSE-STSA + BPCA 1.777 1.095 -4.237 2.115 1.513 1.754 
MBSS 1.304 1.100 -5.208 1.898 1.285 1.440 

MBSS + BPCA 1.619 1.049 -5.110 2.107 1.413 1.675 
  Exhibition 

SNR dB Method Average Scores PESQ LLR SSNR Csig Cloak Covi 
 
 

-6 

Noisy 1.317 1.253 -7.198 1.911 1.3 1.496 
MMSE-STSA 1.261 1.245 -4.239 1.765 1.347 1.360 

MMSE-STSA + BPCA 1.775 1.211 -3.891 2.091 1.606 1.767 
MBSS 1.244 1.243 -4.779 1.790 1.33 1.373 

MBSS + BPCA 1.415 1.217 -4.606 1.930 1.437 1.525 
  Car 

SNR dB Method/Average Scores PESQ LLR SSNR Csig Cloak Covi 
 
 

-6 

Noisy 1.396 1.122 -7.434 2.057 1.3 1.581 
MMSE-STSA 1.599 1.083 -3.649 2.234 1.617 1.788 

MMSE-STSA + BPCA 2.416 1.055 -3.506 2.736 2.011 2.436 
MBSS 1.362 1.108 -4.656 2.029 1.561 1.561 

MBSS + BPCA 1.504 1.084 -4.542 2.151 1.685 1.685 
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Table 4.3: PESQ scores for all noise types and all SNR noise levels [80]. 

 

     PESQ   

SNR 
dB Method/Noises Airport Babble Car Exhibition Restaurant Average 

-9 

Noisy 1.533 1.237 1.346 1.172 1.181 1.294 
MMSE-STSA 1.174 1.063 1.899 1.201 1.060 1.279 

MMSE-STSA + BPCA 1.910 1.860 2.732 1.986 1.456 1.989 
MBSS 1.256 1.178 1.236 1.128 1.122 1.184 

MBSS + BPCA 1.654 1.648 1.590 1.459 1.466 1.563 

-6 

Noisy 1.459 1.386 1.396 1.317 1.378 1.387 
MMSE-STSA 1.313 1.302 1.599 1.261 1.226 1.34 

MMSE-STSA + BPCA 1.746 1.777 2.416 1.775 1.552 1.853 
NBSS 1.403 1.304 1.362 1.244 1.324 1.327 

MBSS + BPCA 1.636 1.619 1.504 1.415 1.631 1.561 

-3 

Noisy 1.577 1.537 1.515 1.474 1.487 1.518 
MMSE-STSA 1.522 1.600 1.752 1.482 1.482 1.568 

MMSE-STSA + BPCA 1.748 1.800 1.982 1.729 1.692 1.790 
MBSS 1.618 1.587 1.598 1.424 1.586 1.563 

MBSS + BPCA 1.722 1.729 1.669 1.539 1.705 1.673 

0 

Noisy 1.753 1.742 1.662 1.614 1.767 1.708 
MMSE-STSA 1.822 1.858 1.904 1.718 1.696 1.799 

MMSE-STSA + BPCA 1.920 1.951 1.996 1.810 1.901 1.916 
MBSS 1.814 1.797 1.800 1.662 1.827 1.780 

MBSS + BPCA 1.905 1.890 1.897 1.774 1.889 1.871 

3 

Noisy 1.933 1.925 1.825 1.784 1.969 1.887 
MMSE-STSA 2.051 2.090 2.128 1.961 2.045 2.055 

MMSE-STSA + BPCA 2.104 2.144 2.178 2.017 2.113 2.111 
MBSS 2.047 2.015 2.005 1.894 2.013 1.995 

MBSS + BPCA 2.095 2.081 2.138 2.016 2.078 2.082 

6 

Noisy 2.114 2.105 2.000 1.965 2.145 2.066 
MMSE-STSA 2.275 2.277 2.338 2.190 2.242 2.264 

MMSE-STSA + BPCA 2.303 2.331 2.377 2.231 2.306 2.310 
MBSS 2.243 2.219 2.206 2.110 2.211 2.198 

MBSS + BPCA 2.280 2.272 2.346 2.228 2.265 2.278 
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Figure 4.3.1: PESQ scores in -9 dB SNR for all noise types and all SNR noise levels [80]. 
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Figure 4.3.2: PESQ scores in -6 dB SNR for all noise types and all SNR noise levels [80]. 
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Figure 4.3.3: PESQ scores in -3 dB SNR for all noise types and all SNR noise levels [80]. 
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Figure 4.3.4: PESQ scores in 0 dB SNR for all noise types and all SNR noise levels [80]. 
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Figure 4.3.5: PESQ scores in 3 dB SNR for all noise types and all SNR noise levels [80]. 

0

0.5

1

1.5

2

2.5

Airport Babble Car Exhibition Restaurant Average

PESQ @ SNR 3 dB

Noisy MMSE-STSA MMSE-STSA + BPCA MBSS MBSS + BPCA



 

75 

 

Figure 4.3.6: PESQ scores in 6 dB SNR for all noise types and all SNR noise levels [80]. 
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Table 4.4: SSNR scores for all noise types and all SNR noise levels [80]. 
     SSNR   

SNR 
dB Method/Noises Airport Babble Car Exhibition Restaurant Average 

-9 

Noisy -8.091 -8.229 -8.475 -8.273 -7.910 -8.195 
MMSE-STSA -5.310 -5.724 -4.395 -4.941 -5.774 -5.229 

MMSE-STSA + BPCA -5.000 -5.063 -4.26 -4.611 -5.349 -4.857 
MBSS -5.964 -6.113 -5.62 -5.731 -6.058 -5.897 

MBSS+BPCA -5.907 -6.055 -5.532 -5.559 -6.055 -5.821 

-6 

Noisy -6.984 -7.152 -7.434 -7.198 -6.790 -7.112 
MMSE-STSA -4.488 -4.769 -3.649 -4.239 -4.930 -4.415 

MMSE-STSA + BPCA -4.204 -4.237 -3.506 -3.891 -4.554 -4.078 
MBSS -5.055 -5.208 -4.656 -4.779 -5.215 -4.982 

MBSS + BPCA -5.045 -5.110 _4.542 -4.606 -5.247 -4.910 

-3 

Noisy -5.656 -5.848 -6.165 -5.894 -5.441 -5.801 
MMSE-STSA -3.611 -3.802 -2.901 -3.416 -3.985 -3.543 

MMSE-STSA + BPCA -3.380 -3.454 -2.755 -3.144 -3.650 -3.276 
MBSS -4.117 -4.188 -3.669 -3.843 -4.251 -4.013 

MBSS + BPCA -4.110 -4.124 -3.546 -3.654 -4.310 -3.949 

0 

Noisy -4.131 -4.352 -4.680 -4.388 -3.907 -4.292 
MMSE-STSA -2.733 -2.805 -2.061 -2.540 -2.934 -2.615 

MMSE-STSA + BPCA -2.452 -2.566 -1.908 -2.282 -2.689 -2.379 
MBSS -3.143 -3.245 -2.701 -2.912 -3.278 -3.056 

MBSS + BPCA -3.099 -3.205 -2.508 -2.697 -3.332 -2.968 

3 

Noisy -2.449 -2.700 -3.029 -2.721 -2.221 -2.624 
MMSE-STSA -1.681 -1.800 -1.190 -1.577 -1.882 -1.626 

MMSE-STSA + BPCA -1.524 -1.587 -1.016 -1.326 -1.651 -1.421 
MBSS -2.040 -2.190 -1.761 -1.977 -2.241 -2.042 

MBSS + BPCA -2.060 -2.170 -1.453 -1.671 -2.255 -1.922 

6 

Noisy -0.645 -0.912 -1.253 -0.925 -0.404 -0.828 
MMSE-STSA -0.746 -0.824 -0.222 -0.607 -0.857 -0.651 

MMSE-STSA + BPCA -0.611 -0.630 -0.041 -0.385 -0.662 -0.466 
MBSS -1.002 -1.219 -0.794 -1.014 -1.212 -1.048 

MBSS + BPCA -0.982 -1.120 -0.412 -0.658 -1.159 -0.866 
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Figure 4.4.1: SSNR scores in -9 dB SNR for all noise types [80]. 
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Figure 4.4.2: SSNR scores in -6 dB SNR for all noise types [80]. 
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Figure 4.4.3: SSNR scores in -3 dB SNR for all noise types [80]. 
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Figure 4.4.4: SSNR scores in 0 dB SNR for all noise types [80]. 
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Figure 4.4.5: SSNR scores in 3 dB SNR for all noise types [80]. 
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Figure 4.4.6: SSNR scores in 6 dB SNR for all noise types [80]. 
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Figure 4.4.7: SSNR improvement in -9 dB with regard to the noise floor scores for all noise types [80]. 
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Figure 4.4.8: SSNR improvement in -6 dB SNR with regard to the noise floor scores for all noise types 

[80]. 
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Figure 4.4.9: SSNR improvement in -3 dB SNR with regard to the noise floor scores for all noise types 

[80]. 
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Figure 4.4.10: SSNR improvement in 0 dB SNR with regard to the noise floor scores for all noise types 

[80]. 
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Figure 4.4.11: SSNR improvement in 3 dB SNR with regard to the noise floor scores for all noise types 

[80]. 
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Figure 4.4.12:SSNR improvement in 6dB SNR with regard to the noise floor scores for all noise types [80]. 

4.4 Performance comparison for Babble and Exhibition noise types over multiple 

metrics and SNR levels 

Finally in this section we summarize the score from all performance metrics for the 

noise types Babble and Exhibition in Tables 4.5 and 4.6 respectively. For both noise types, 

performance improvement resulting from inclusion of Block-PCA in the enhancement 

framework is evident across multiple metrics and is not sensitive to PESQ only. Moreover, 

the combination of MMSE-STSA + Block-PCA is performing better than the other 

comparative methods. 
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Table 4.5: All performance metric scores for noise type Babble over multiple SNR levels [80]. 
  Babble 

SNR dB Method Noises PESQ LLR SSNR Csig Cbak Covl 

-9 

Noisy 1.237 1.106 -8.229 1.918 1.195 1.490 
MMSE-STSA 1.063 1.248 -5.724 1.459 1.097 1.136 

MMSE-STSA + BPCA 1.860 1.169 -5.063 1.994 1.449 1.716 
MBSS 1.178 1.172 -6.113 1.693 1.18 1.291 

MBSS + BPCA 1.648 1.132 -6.055 1.979 1.344 1.630 

-6 

Noisy 1.386 1.034 -7.152 2.110 1.301 1.616 
MMSE-STSA 1.302 1.158 -4.769 1.766 1.264 1.368 

MMSE-STSA + BPCA 1.777 1.095 -4.237 2.115 1.513 1.754 
MBSS 1.304 1.100 -5.208 1.898 1.285 1.440 

MBSS + BPCA 1.619 1.049 -5.110 2.107 1.413 1.675 

-3 

Noisy 1.537 0.950 -5.848 2.347 1.465 1.804 
MMSE-STSA 1.600 1.070 -3.802 2.125 1.512 1.687 

MMSE-STSA + BPCA 1.800 1.018 -3.454 2.311 1.646 1.886 
MBSS 1.587 1.010 -4.188 2.240 1.529 1.754 

MBSS + BPCA 1.729 0.952 -4.124 2.356 1.59 1.875 

0 

Noisy 1.742 0.857 -4.352 2.642 1.711 2.076 
MMSE-STSA 1.858 0.977 -2.805 2.462 1.765 2.009 

MMSE-STSA + BPCA 1.951 0.934 -2.566 2.571 1.837 2.113 
MBSS 1.797 0.916 -3.245 2.533 1.743 2.026 

MBSS + BPCA 1.890 0.859 -3.205 2.631 1.790 2.120 

3 

Noisy 1.925 0.757 -2.700 2.933 1.963 2.334 
MMSE-STSA 2.090 0.881 -1.800 2.788 2.007 2.313 

MMSE-STSA + BPCA 2.144 0.835 -1.587 2.881 2.059 2.390 
MBSS 2.015 0.812 -2.190 2.849 1.974 2.315 

MBSS + BPCA 2.081 0.757 -2.170 2.940 2.005 2.392 

6 

Noisy 2.105 0.654 -0.912 3.223 2.220 2.591 
MMSE-STSA 2.277 0.776 -0.824 3.091 2.222 2.582 

MMSE-STSA + BPCA 2.331 0.742 -0.630 3.168 2.272 2.648 
MBSS 2.219 0.711 -1.219 3.142 2.184 2.582 

MBSS + BPCA 2.272 0.664 -1.120 3.226 2.222 2.652 
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Table 4.6: All performance metric scores for noise type Exhibition over multiple SNR levels [80]. 
 Exhibition 

SNR dB Method/Noises PESQ LLR SSNR Csig Cbak Covl 

-9 

Noisy 1.172 1.319 -8.273 1.705 1.18 1.347 
MMSE-STSA 1.201 1.326 -4.941 1.595 1.26 1.296 

MMSE-STSA + BPCA 1.986 1.304 -4.611 2.048 1.606 1.843 
MBSS 1.128 1.313 -5.731 1.597 1.22 1.273 

MBSS + BPCA 1.459 1.298 -5.559 1.815 1.37 1.500 

-6 

Noisy 1.317 1.253 -7.198 1.911 1.3 1.496 
MMSE-STSA 1.261 1.245 -4.239 1.765 1.347 1.360 

MMSE-STSA + BPCA 1.775 1.211 -3.891 2.091 1.606 1.767 
MBSS 1.244 1.243 -4.779 1.79 1.33 1.373 

MBSS + BPCA 1.415 1.217 -4.606 1.93 1.437 1.525 

-3 

Noisy 1.474 1.169 -5.894 2.154 1.481 1.696 
MMSE-STSA 1.482 1.141 -3.416 2.077 1.555 1.633 

MMSE-STSA + BPCA 1.729 1.111 -3.144 2.243 1.688 1.836 
MBSS 1.424 1.15 -3.843 2.058 1.521 1.600 

MBSS + BPCA 1.539 1.108 -3.654 2.177 1.598 1.720 

0 

Noisy 1.614 1.069 -4.388 2.406 1.693 1.910 
MMSE-STSA 1.718 1.044 -2.54 2.377 1.768 1.915 

MMSE-STSA + BPCA 1.810 1.011 -2.282 2.454 1.829 1.998 
MBSS 1.662 1.040 -2.912 2.378 1.742 1.896 

MBSS + BPCA 1.774 0.979 -2.697 2.517 1.82 2.023 

3 

Noisy 1.784 0.958 -2.721 2.687 1.93 2.154 
MMSE-STSA 1.961 0.945 -1.577 2.687 1.993 2.210 

MMSE-STSA + BPCA 2.017 0.914 -1.326 2.749 2.035 2.267 
MBSS 1.894 0.923 -1.977 2.698 1.958 2.189 

MBSS + BPCA 2.016 0.852 -1.671 2.855 2.050 2.330 

6 

Noisy 1.965 0.841 -0.925 2.977 2.177 2.407 
MMSE-STSA 2.19 0.842 -0.607 2.996 2.214 2.497 

MMSE-STSA + BPCA 2.231 0.818 -0.385 3.040 2.246 2.537 
MBSS 2.11 0.802 -1.014 3.012 2.168 2.471 

MBSS + BPCA 2.228 0.736 -0.658 3.166 2.263 2.611 
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Chapter Five: Conclusions and Discussion 

The aim of this dissertation is to develop an unsupervised learning-based speech 

enhancement methodology for applications that require computationally lightweight and 

low-power solutions, such as assisted hearing aids, cochlear implants, and voice 

commands. The aim is to not only to improve the speech quality of the noisy signal, but 

also to improve its intelligibility. The objective is to achieve performance improvement 

without incorporating high computational complexity, increase in power requirements, and 

without performing offline learning through databases. Considering these constraints, this 

dissertation has investigated how much performance improvement can be achieved using 

only unsupervised statistical speech denoising algorithms.  only. Several computationally 

and power efficient algorithms are already available in the literature. Existing techniques 

have achieved better speech enhancement performance for cases of correlated as well as 

statistically independent additive noise contamination. But a major challenge and key issue 

with all these algorithms is their susceptibility to the input SNR levels, i.e., under moderate 

to high SNR, their enhancement results are objectively better, however, under low to poor 

SNR conditions, these methods fail, altogether. 

Therefore, the focus is on proposing a method to tackle and overcome challenges 

when low to poor input SNR scenarios are considered by developing a ‘technique’ that 

improves the input SNR. This is achieved by incorporating a pre-processing step into the 

entire speech enhancement system. This pre-processing step involves a variation of PCA, 
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called Block-PCA, which operates on blocks of short-time Fourier transform (STFT) of 

the noisy signal and generates an STFT approximation where noise levels have been 

suppressed. This approximation is then input to other speech enhancement algorithms to 

extract the enhanced speech signal. The specific approaches implemented in all 

experiments use the minimum mean square error - short-time spectral amplitude (MMSE-

STSA) estimator [8] and the multi band spectral subtraction (MBSS) method [21]. 

For experimental evaluation, we used the NOIZEUS [78] database, which contains 

many voice samples with multiple speakers. The 5 noise types available in NOIZEUS 

database are considered and combined with clean speech signal to generate 6 different SNR 

levels for evaluation. In all cases, performance metrics, and SNR levels considered in 

Chapter 4, have shown that inclusion of the proposed pre-processing step leads to 

performance improvement in both MMSE-STSA and MBSS algorithms across all noise 

types, noise levels, and evaluation metrics. Comparisons are against approaches when the 

pre-processing is not included/considered. Thus, it is stated with confidence that the 

introduced pre-processing step/algorithm has been crucial to achieving performance 

enhancement.  

5.1 Contributions and clarifications 

The unique aspects and contributions of this research are summarized below: 

i. The proposed unsupervised learning algorithm is computationally less expensive. 

It consumes less power, and it is easier to implement using only one microphone.  

ii. The proposed method is suitable for devices that require a long battery life with less 

electronic components, such as hearing aid devices. 
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iii. The chosen PCA method is chosen over a band pass filter because of considering 

the whole signal from 0 to 4 kHz, containing both the voice and the noise signals. 

The proposed approach eliminates the additive noise signal in the whole frequency 

range, as opposed to the band pass filter that centers on a specific frequency range 

(𝑓# − 𝑓\). Consequently, the followed approach has an advantage over band pass 

filters as it is capable of effectively removing noise signals in the voice band, which 

band pass filters are unable to eliminate. 

iv. Rather than computing a single SNR for the whole signal, the input signal is 

segmented, and then, several SNR values are calculated. This is the Segmented 

SNR (SSNR). The SSNR has an advantage that it is easier to compare, evaluate, 

and to interpret the quality of audio signals. 

v. PESQ is used to evaluate the quality of voice signals. It is a standardized method 

for perceiving the quality of such speech signals. It provides a single number rating 

from -0.5 to 4.5 where the higher score indicates better voice quality. 

5.2 Discussion and Future Work 

The model, framework, and methods considered in this dissertation focus on single 

microphone or channel based speech enhancement systems. They are statistical methods. 

However, obtained results may be generalized. For example, based on the discussion in 

Chapter 1, the proposed framework may be extended for multi-microphone/channel speech 

enhancement systems by adopting the same methods at the output or input of the 

beamformer. The performance of the pre-processing step may be further be improved by 

using sparse representation based methods [49, 50, 51, 52], instead of PCA for the STFT 



 

94 

approximation. In addition, the proposed pre-processing based formulation may be 

generalized and may be implemented using supervised learning techniques, as well, under 

severe noise degradation cases. 
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