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Abstract 

Retail organizations are driven to improve security posture for many reasons, including 

meeting financial regulation requirements, mitigating threats of data breach, and 

differentiating themselves within markets affected by customer perception. The problem 

was that little was known about how these drivers of internal control, cybersecurity risk, 

and competitive advantage impact retail cybersecurity budgets within the retail sector. 

The purpose of this quantitative nonexperimental correlational study was to describe the 

relationship between cybersecurity budget and drivers of internal control, cybersecurity 

risk, and competitive advantage among U.S.-based retail merchant organizations. Real 

options theory provided a foundation for explaining this decision-making process. Data 

were collected from a web-based survey of 66 U.S. retail merchants. Results from 

multiple linear regression analysis indicated a positive predictive relationship between the 

driver of internal control and cybersecurity budget (F = 10.369, p = .002). Analysis also 

resulted in a regression formula by which assessment of this predictive organizational 

trait may be used to forecast or benchmark expected cybersecurity budget. Retail 

organizations may evaluate these factors to learn how they may be contributing to 

inefficient cybersecurity investment strategies, and security firms and regulators may 

develop improved tools and education initiatives by which to address drivers of 

underinvestment. With this information, leaders may effect social change by optimizing 

security investments that lead to lower prices, improved consumer privacy, and a more 

stable retail economy.  
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Chapter 1: Introduction to the Study 

Retail businesses face the threat of an impending cybersecurity incident, and 

management must balance financial priorities with the investments necessary to mitigate 

these risks. When these cybersecurity risks are realized, associated costs commonly lead 

to price increases and violations to individual privacy, ultimately harming consumers 

(Hemphill & Longstreet, 2016; Martin et al., 2017). Erosion of consumer confidence 

from these events also impacts buying behaviors (Janakiraman et al., 2018), adversely 

affecting entities throughout the retail vertical (Nagurney et al., 2017). These outcomes 

within the organization, the retail sector, and society at large compel business leaders to 

recognize risks and prioritize investments in services, systems, and processes to prevent 

such attacks. 

Existing research supported the opportunity for significant contribution on this 

topic. Cisco (2019) reported that only 47% of security officers allocate resources based 

on perceived threats. For organizational leadership, this problem translates into 

competing budgets and risk uncertainty (Raghavan et al., 2017). Chronopoulos et al. 

(2018) described the challenge of making capital investment decisions related to data 

breach prevention with incomplete information because the savings from such treatments 

are unknown. The dynamic nature of cyberattacks and this research gap warranted an 

improved understanding of how certain organizational traits affect cybersecurity budgets, 

thereby justifying the increased vigilance needed to reduce their impact on society and 

industry.  
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In this chapter, I discuss the theoretical and practical background from which the 

research problem, purpose of the study, and research questions were derived. An 

overview of the theoretical foundation and research methodology is also provided. This 

chapter also contains definitions, assumptions, and research scope delimiters that 

constrained the study, followed by a description of this study’s significance. 

Background of the Study 

Organization management, managerial accounting, and cybersecurity researchers 

have sought to answer the question of optimal cybersecurity investment in an effort to aid 

practitioners seeking to identify which investments are well suited to address associated 

risk. These approaches include maximizing the efficiency of decision making for capital 

budgeting and investment in ways that maximize profits and minimize risks for 

investment in long-term assets (Gordon & Pinches, 1984). Efforts have included those by 

Gordon and Loeb (2006a) and Sonnenreich et al. (2006), whose submissions on 

calculating return on security investment offered models that incorporated risk exposure, 

impact analysis, and investment cost to determine optimal security investment. 

However, these models failed to account for the need to address all identified 

drivers associated with cybersecurity underinvestment. For instance, retail organizations 

under increasing regulation rely on cybersecurity control systems to provide critical 

internal control over financial systems (Chang et al., 2019; Flamholtz et al., 1985). 

Investments in security technologies and processes are crucial to avoid financial losses 

associated with cybersecurity risks (Romanosky, 2016; von Solms & von Solms, 2018). 

In addition, market perceptions associated with security also drive success in the 
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marketplace as a function of an organization’s competitive advantage (Kosutic & Pigni, 

2020). Recent works have explored the challenge of underinvestment in cybersecurity 

across various industries. These efforts have resulted in reliable survey instrumentation 

for measuring internal and external cybersecurity budget drivers (Gordon et al., 2015a), 

modeling a firm’s optimal investment (Gordon et al., 2015b), and exploring effects of 

regulation to increase investment (Gordon et al., 2015c).  

Real options theory describes how organizations make decisions for investments 

when future outcomes are uncertain (S. C. Myers, 1977), and provides a framework for 

explaining why minimized information technology (IT) security investments (to cover 

identified costs) can yield while incorporating assessments of uncertain outcomes based 

on net present values can be an efficient and agile investment strategy (Fichman, 2004). 

Real options theory informs the way subconscious decisions are made to minimize 

investment based on perceived risk (Benaroch, 2018), and describes the relationship 

between anticipated cost and cybersecurity return (Martakis, 2015), but does not factor 

nonfinancial decisions and their impact on determining security budget. Informed by real 

options theory and its use of multiple decision-influencing factors for investment, Gordon 

et al. (2015a) measured the influence of certain organizational traits on enterprise 

cybersecurity investment. However, no known confirmatory analysis has been performed, 

and these individual attributes have not been modeled as drivers of cybersecurity budget 

among U.S. retail merchants, an industry impacted by cybersecurity threats such as 

exfiltration of cardholder data, transaction fraud, and threats to consumer privacy. 
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Problem Statement 

Cybersecurity investment constitutes a significant portion of capital and 

operational expense for connected retail enterprises; however, allocating budget to 

predict and prevent cybersecurity attacks can be a significant social and business 

challenge. The general management problem was that when these budget decisions fail to 

address security risk, the retail industry may experience continued loss due to regulatory 

fines, data breach costs, and diminished consumer goodwill (IBM, 2021). These impacts 

may lead to price increases and threats to individual privacy, which inflict measurable 

harm on consumers (Hemphill & Longstreet, 2016; Martin et al., 2017). Erosion of 

consumer confidence from these events also impacts buying behaviors (Janakiraman et 

al., 2018), adversely affecting entities throughout this vertical (Nagurney et al., 2017). 

These outcomes within the organization, the retail sector, and society at large compel 

business leaders to prioritize investments that mitigate the risk of such attacks (Gordon et 

al., 2018). The research problem was that little was known about how organizational 

drivers of internal control, cybersecurity risk, and competitive advantage inform U.S. 

retail management decisions about cybersecurity budget. 

Purpose of the Study 

The purpose of this nonexperimental quantitative correlational study was to 

describe the relationships between the dependent variable of cybersecurity budget and 

three drivers, the independent variables of internal control, cybersecurity risk, and 

competitive advantage, within U.S.-based retail merchant organizations. Internal control 

related to the degree that an organization considers cybersecurity part of its approach for 
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protecting the integrity of financial systems. Cybersecurity risk was related to the threat 

of substantial loss either directly (private cost) or to the retail industry as a whole 

(externalities). Competitive advantage was derived from its chosen security posture, and 

information security investment was defined as the percentage of IT budget devoted to 

cybersecurity. The design of the research included a quantitative evaluation approach to 

validate the applicability of the real options theory explanatory model proposed by 

Gordon et al. (2015b, 2018) for understanding and predicting cybersecurity budget 

drivers among U.S. retail merchants. I leveraged an existing validated instrument 

(Gordon et al., 2015a) to collect primary data from this population of U.S. retail 

merchants to measure the strength of these hypothesized relationships. 

Research Questions and Hypotheses 

The goal of this quantitative study was to obtain a better understanding of how 

cybersecurity budget may be impacted by an organization’s internal control, 

cybersecurity risk, and competitive advantage by answering the following research 

question and addressing the omnibus and individual null hypotheses and alternative 

hypotheses: 

Omnibus Research Question and Hypotheses 

RQ: What relationships exist between internal control, cybersecurity risk, 

competitive advantage, and cybersecurity budgets among U.S. retail merchants? 

H0: There is no relationship between the independent variables of internal control 

(IV1), cybersecurity risk (IV2), and competitive advantage (IV3) and the dependent 

variable of cybersecurity budgets among U.S. retail merchants (DV): β1 = β2 = β3 = 0. 
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Ha: At least one of the independent variables of internal control (IV1), 

cybersecurity risk (IV2), and competitive advantage (IV3) are useful in explaining and/or 

predicting cybersecurity budgets among U.S. retail merchants (DV): At least one of these 

inequalities is true β1 ≠ 0, β2 ≠ 0, β3 ≠ 0. 

Hypotheses 

H01: There is no relationship between the independent variable of internal control 

(IV1) and the dependent variable of cybersecurity budgets among U.S. retail merchants 

(DV): β1 = 0. 

Ha1: The independent variable of internal control (IV1) is useful in explaining 

and/or predicting cybersecurity budgets among U.S. retail merchants: β1 ≠ 0. 

H02: There is no relationship between the independent variable of cybersecurity 

risk (IV2) and the dependent variable of cybersecurity budgets among U.S. retail 

merchants (DV): β2 = 0. 

Ha2: The independent variable of cybersecurity risk (IV2) is useful in explaining 

and/or predicting cybersecurity budgets among U.S. retail merchants: β2 ≠ 0. 

H03: There is no relationship between the independent variable of competitive 

advantage (IV3) and the dependent variable of cybersecurity budgets among U.S. retail 

merchants (DV): β3 = 0. 

Ha3: The independent variable of competitive advantage (IV3) is useful in 

explaining and/or predicting cybersecurity budgets among U.S. retail merchants: β3 ≠ 0. 
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Theoretical Foundation 

The challenge of understanding the reasons for underinvestment in cybersecurity 

across various industries necessitates a reliable survey instrument for modeling a firm’s 

optimal investment (Gordon et al., 2015b) and exploring effects of financial and security 

regulation on such increases in security budgets (Gordon et al., 2015c). Recent research 

has also shown that causal drivers of investment may be best understood in light of real 

option theory, where these organizational traits influence security budget decisions and 

explain how organizations make decisions for investments in light of uncertain outcomes 

(S. C. Myers, 1977). Originally used in decisionmaking for investments in petroleum 

exploration, real options theory has also been used in minimizing IT security investments 

to cover identified costs by incorporating quantitative assessments of uncertain outcomes 

(Fichman, 2004). Real options theory helps explain subconscious decisions to minimize 

investment based on perceived risk (Benaroch, 2018) and describes the relationship 

between anticipated cost and cybersecurity return (Martakis, 2015). 

Real options theory is also useful for explaining the relationships between internal 

control, cybersecurity risk, competitive advantage, and the resulting cybersecurity budget 

decisions as retailers seek to maximize the outcomes of their capital investments to 

prevent data breach (Gordon et al., 2015a). Fichman (2004) proposed a similar theoretical 

integration of real options theory with IT platform investment, identifying 12 factors that 

may be used to determine option value and aid in operationalizing influences on 

cybersecurity within the paradigm of real options theory. Benaroch (2018) and 

Chronopoulos et al. (2018) also proposed a quantitative model for applying real options 
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theory to cybersecurity investment, allowing for approaches such as progressive 

application of mitigation and monitoring, and optimizing investment timing to minimize 

losses. These applications of real options theory that leverage determinants to understand 

budgetary decisions empower management with more granular understanding of applying 

security treatments with an eye toward optimized outcomes. 

This understanding from real options theory of how individual drivers influence 

decisions to commit or defer investments in cybersecurity informed the analytical 

technique in the current study. This research design relied on measurement of respondent 

organizations’ allocation of information technology budget for cybersecurity investment, 

and management’s perceptions about organizational benefits driven by cybersecurity 

investments in these three areas. Correlational analysis techniques were used to assess 

each driver’s explanatory power over management’s decision to allocate budget to 

cybersecurity investments. Finally, these techniques supported the testing of the 

hypotheses, which suggested that these determinants predict or explain the corresponding 

cybersecurity budget decisions based on the value of the respective options. In this 

manner real options theory informed the relationship between the analytical technique, 

the hypotheses, and their role in answering the research question regarding relationships 

that may exist between the drivers and the decision to invest. 

Nature of the Study 

This nonexperimental quantitative correlational study included an email 

recruitment data collection approach to enlist survey respondents from a randomized 

sample of management contacts from U.S. retail merchants. Survey response data 
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included responses to demographic and psychographic questions administered via an 

internet survey using a validated instrument and were analyzed using multiple regression 

statistical analysis. The goal of this analysis was to confirm a positive predictive model 

that explains the relationship between each of the three independent variables—internal 

control, cybersecurity risk, and competitive advantage—and the dependent variable of 

cybersecurity budget. This study also included descriptive statistics to provide useful 

benchmarking and industry insights to clarify the role each of these attributes may play in 

influencing cybersecurity investments among the target population. The selection of a 

quantitative nonexperimental design to model determinants of management investment 

decision making was common within the body of decision-theory research (Dixit et al., 

1994; Economides, 1999; Pindyck, 1991; Simon, 1960). The current study expanded the 

collective works that have contributed to the formation and revisions of the Gordon-Loeb 

model (Gordon & Loeb, 2002, 2006b), the Department of Homeland Security (DHS) 

Sponsored Survey on Cybersecurity Investments by Firms in the Private Sector survey 

instrument (Gordon et al., 2015a), and analysis of the variables included within the 

posited model (Gordon et al., 2018). 

Definitions 

Competitive advantage: The degree to which an organization receives benefits 

from the market based on its perceived cybersecurity posture (Gordon et al., 2015a). 

Cybersecurity budget: The annual budget of an organization allocated to 

cybersecurity capital investment and operational expenditures as a function of overall 

information technology budget (Gordon et al., 2015a). 
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Cybersecurity risk: Identified impacts of a significant data security incident 

calculated based on financial losses including both private costs and externality costs 

(Gordon et al., 2015a). 

Externality cost: Indirect spillover costs incurred due to cybersecurity breaches 

that occur to other entities within the industry, geographic region, country, or other 

association (Gordon et al., 2015a). 

Internal control: The need for reliable financial reports driven by the need for 

cybersecurity controls around an organization’s financial accounting systems, whether by 

strong internal management or in response to regulatory requirements (Gordon et al., 

2015a). 

Merchant: The industry definition of merchant is used in alignment with the 

definition provided by the Payment Card Industry Security Standards Council (PCI SSC) 

as “any entity that accepts payment cards bearing the logos of any of the five members of 

PCI SSC (American Express, Discover, JCB, MasterCard or Visa) as payment for goods 

and/or services” (PCI Security Standards Council, 2016, p. 11). 

Private costs: Direct costs associated with potential cybersecurity breach (Gordon 

et al., 2015a). 

Retail: The industry classification “retail trade” was used to create a sampling 

frame from the population of retail organizations within the identified geography and is 

defined by NAICS as the “sector [which] comprises establishments engaged in retailing 

merchandise, generally without transformation, and rendering services incidental to the 

sale of merchandise” (NAICS Association, 2022, para. 2). The preliminary identification 
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was based on available NAICS codes assigned to the organization beginning with “44.” 

This was further confirmed based on self-identification by acknowledgement of 

employment in a “U.S.-based retail compan[y]” and/or response to the survey question: 

“Which of the below categories describes your organization’s principal operations (circle 

the correct answer/s): Consulting, Defense, Education, Energy, Financial, Services, 

Health Care, Information Technology, Law Enforcement, Legal Manufacturing, Retail, 

Telecommunications, Transportation, Utilities, Other (please specify)?“ (Gordon et al., 

2015a, p. 119). 

Assumptions 

The use of email as a recruiting method was necessary to obtain sufficient 

responses. I assumed that entities within the target population used email, did not have 

overly restrictive antispam methods in place to block receipt of the recruitment emails 

and other correspondence, and would respond to unsolicited inquiries. Previous studies of 

adoption of email technologies by businesses showed a growth of email adoption from 

23.9% to 90% from 1998 (Sillince et al., 1998) to 2003 (M. Levy & Powell, 2003). My 

experience and this identified adoption curve confirmed that sufficient retail businesses 

use email to render this assumption of minimal impact to the external validity of the 

study. 

The validity and reliability of the existing instrument created by Gordon et al. 

(2015a) facilitated ease of data collection and limited potential threats to internal validity 

due to the previous testing performed by these researchers. During their initial study and 

subsequent use, Gordon et al. (2018) the researchers identified measures taken to perform 
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pilot study and field testing of the published instrument to confirm reliability and internal 

validity for measuring these variables within a similar model to that posited in the current 

study. However, reliability and validity coefficients were not provided; therefore, 

assumptions were made as to the construct validity of the instrument and its suitability for 

measurement of the variables. 

Additionally, I assumed the respondents in positions of retail management would 

recognize the role and degree of influence of the determinants of internal control, 

cybersecurity risk, and competitive advantage in decisions related to cybersecurity budget 

allocation. Appropriate measures were taken to ensure recruitment of contacts with the 

necessary level of insight, but I assumed that management perceptions of the influence of 

these traits may be impacted by position, assigned responsibilities, and ability to discern 

the influences of these factors on budgetary decisions. I chose wording for the informed 

consent acknowledgement that identified the purpose of the study and types of questions 

that the respondent would be expected to address. 

Scope and Delimitations 

The scope of this study was constrained to the population of retail merchant 

businesses with headquarters located within the boundaries of the United States. This 

delimitation was intended to control for effects of cultural, legal, language, economic, or 

geographic confounding influences on the posited relationships. Results were 

generalizable to all types of retailers within this region. However, this scope reduced 

generalizability of findings to other countries, industries, or markets. 
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The research problem focused on three organizational drivers about which little 

was known within this population, and which were measurable by demographic and 

psychographic responses within the published Department of Homeland Security (DHS) 

Sponsored Survey on Cybersecurity Investments by Firms in the Private Sector 

instrument (see Gordon et al., 2015a). These drivers were selected for research due to 

their perceived impact on cybersecurity investment and the availability of the validated 

instrument by which to measure them. The scope, however, was not extended to 

identification of other potential confounding variables, such as gross revenue, respondent 

role, or cybersecurity awareness. Discussion of other traits is included in 

recommendations for future research in Chapter 5; however, analysis of their role was 

excluded from this study as a means of answering the research question. 

Limitations 

The first identified set of limitations was the constraints that resulted from the use 

of email-based recruitment methodology. Email solicitation using a third-party data 

source presented a challenge in obtaining a sufficient sample representative of the 

population and free from self-selection bias. This may be due to risk-aware information 

technology and information security management being naturally suspicious of 

unsolicited emails, untrusting of the source (despite reasonable efforts to provide 

reassurance), or otherwise too busy to respond. Furthermore, the outcome of this study 

was limited in its generalizability outside of the sampled industry (retail) and region 

(United States) due to data set limitations. However, these restrictions also created 
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opportunities for future studies by modeling an effective research methodology that may 

be used to measure these relationships in other target populations. 

Second, the research methodology analyzed a proposed predictive relationship 

between the independent variables, measured by respondents’ perceptions, to the 

dependent variable, measured in budget ranges. This expected correlation of the 

subjective perception to empirical data constituted a limitation of the study. Although the 

results supported the hypothesized relationships, the granularity of impact was also 

limited. This data collection approach allowed room for future researchers to hone the 

survey instrument and model to operationalize these independent and dependent variables 

using measurable data thereby providing improved resolution of each variable’s unique 

contribution. 

The model included three possible variables that may impact the dependent 

variable but did not measure the presence of possible confounding variables such as 

additional risks or infrastructure that may increase security budgets, or previous security 

investments or financial constraints that may limit the entity’s ability to invest at the time 

of the survey. The overall impact of these variables was controlled through random 

sampling. I measured only the impacts of the identified explanatory variables; however, 

the impact of these confounding variables could have threatened the internal validity of 

the resulting relationship. 

Finally, as a security practitioner and retail compliance auditor, I was conscious of 

my biases that could have impacted the outcomes of the study. These biases may have 

been exhibited in the form of a natural proclivity toward internal control or cybersecurity 
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risk as carrying greater weight in security investment decisions, or my use of specialized 

terminology that may be unfamiliar to the target population. Researcher bias was 

addressed by use of an impersonal data collection methodology, objective quantitative 

statistical analysis, and conscious review of solicitation emails and instructions (as well 

as reliance on instrument language that had undergone pilot testing). 

Significance of the Study 

Through an improved understanding of the drivers that influence budget decisions 

among U.S. retailers, stakeholders such as card brands, acquiring banks, regulatory 

agencies, and policymakers may be better able to implement educational programs, 

increase knowledge sharing, and address prevalent attitudes that may be leading to 

inadequate cybersecurity investment. Through this study, I have reported empirical 

response data used to confirm this explanatory model for drivers of cybersecurity 

investment, providing a retail benchmark for perceived impacts by which decision 

makers may measure their expectations and cybersecurity investments against those of 

peers within the industry (see Eilts & Y. Levy, 2018). These survey outcomes may be 

valuable for retail payments organizations evaluating their cybersecurity investment 

strategy in security optimization technologies, which may aid in improving retail 

efficiency, mitigating fraud, and strengthening data security posture. 

Beyond the benefits to the organization, retailers are bound by corporate social 

responsibility to protect their consumers and other entities from the spillover effects of 

poor security management (Shackelford, 2017). The current study added to a growing 

body of knowledge to reduce the negative social impacts that occur from increasing 
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security threats by reminding organizational leadership of their role to protect the 

integrity of sensitive consumer data and contribute to the stability of the retail economy at 

large. By quantifying the degree to which organizational response to externalities affects 

cybersecurity investment, this work shed light on the shared responsibility of retailers to 

decrease spillover costs that result from cybersecurity attacks. These externalities from 

vulnerable infrastructure may include attacks launched against other entities, threats to 

individual consumer privacy, disrupted access to critical (even lifesaving) supplies, and 

general loss of market confidence (Gordon et al., 2015b). The unique contribution of 

these three drivers for investment—internal control, cybersecurity risk, and competitive 

advantage—may help raise awareness of corporate responsibility and its role in reducing 

the occurrence of society-affecting outcomes resulting from inadequate security 

investment. 

This study also added to the work of Gordon et al. (2018), in which senior 

executives from 1,600 private firms in various sectors (predominantly critical 

infrastructure) were surveyed to determine how internal control, cybersecurity risk, and 

competitive advantage influenced overall cybersecurity spending as a percentage of 

revenue. Gordon et al. leveraged a validated and published survey instrument they 

introduced three years prior (2015a) and analyzed the resulting data using logistic 

regression analysis to quantify the associations between these organizational attributes 

and corresponding budget allocation. The current study served as both confirmatory 

analysis of these observed relationships, as well as an extension of the analysis performed 

by introducing multiple linear regression as an alternate analytical technique (given the 
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normal distribution of the outcome variable) for purposes of explaining the linear 

influence of these predictors and supporting regression-based benchmarking techniques. 

Significance to Theory 

The use of real options theory to provide explanatory power to the expected 

observations supported other researchers who also wish to explore this decision support 

system within this model or other models related to cybersecurity budget decisions. In 

Chapter 5, I provide discussion related to these traits and their impact on current or 

deferred actions related to capital investment decisions as operationalized through the 

organization’s cybersecurity budget, adding to the body of knowledge related to real 

options theory for cybersecurity investment. 

Significance to Practice 

Practical use of the Gordon-Loeb model for determining optimal investment was 

an important application of this study because it lent support to this informative model as 

a useful tool for security and management practitioners seeking to optimize their 

cybersecurity budget. When organizations do not match the optimal investment as 

described by this model, this may be due to the strategic priorities and cultural norms 

identified within the current study, such as influence of internal control, identified 

cybersecurity risk, or strategic competitive advantage. Confirming the roles these 

attributes play in bringing parity to cybersecurity budgeting and actual risk may provide 

useful focus for educators when communicating the importance of culture as a predictor 

for mitigating cyber risk, or regulators seeking to create incentives that influence the 

prioritization of cybersecurity investments. 
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Significance to Social Change 

The goal of this work was to influence the U.S. retail industry to better prepare for 

cyber incidents and prioritize optimal investment to limit the social costs that harm 

consumers and reduce confidence in retail markets. As researchers and security 

practitioners better understand the drivers for investment, events associated with loss of 

consumer information, credit card data breaches, and fraud occurrences may be reduced, 

thereby creating positive social change for consumers on whose shoulders (and 

pocketbooks) these events fall. Reduction of retail fraud may impact merchant discount 

rates and, in turn, consumer pricing. Furthermore, mitigation of security events that 

compromise customer information may improve confidence in retail shopping 

experiences, thereby reducing indirect harm incurred by consumers who depend on 

secure local and online retail as a reliable means of access to necessities. 

Summary and Transition 

Decisions made about cybersecurity investment by retail organizations have 

significant impact on results of omnipresent security threats and the impacts these events 

have on society at large. In this chapter, I described the purpose of this study to examine 

organizational determinants that lead to such investments, provided a background of 

research related to the decision theories that support this research, and examined drivers 

for security budget decisions. I also described the research question and hypotheses that I 

sought to address related to three traits that previous research suggested have predictive 

power on these decisions: internal control, cybersecurity risk, and competitive advantage. 

These variables were the predictors for this study, and the outcome variable was 
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cybersecurity budget. I provided an overview of the quantitative research methodology, 

data collection approach, assumptions, and scope to support the academic rigor by which 

this study was performed. Finally, I reviewed the research, practical, and social 

significance of the study, which indicated the importance of this work. In the following 

chapter, I review the research foundation in greater detail. 
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Chapter 2: Literature Review 

The research problem for this study was that little was known about how 

organizational drivers of internal control, cybersecurity risk, and competitive advantage 

impact U.S. retail management decisions about cybersecurity budget. U.S. retailers often 

do not allocate sufficient budget to mitigate risks of cybersecurity breach (Cisco, 2019; 

IBM, 2021; Verizon, 2019a). Security events incur significant costs both to the 

organization and to the industry, which lead to price increases and threats to individual 

privacy, inflicting measurable harm on consumers and society at large (Hemphill & 

Longstreet, 2016; Martin et al., 2017). To better understand the role of these 

characteristics and to address this problem of underinvestment, I sought to explain the 

how three measurable attributes among U.S.-based retail organizations (internal control, 

cybersecurity risk, and competitive advantage) influence cybersecurity budgets. 

In this chapter, I provide an in-depth analysis of the current and historical 

literature that informed this study. This review includes the origin, evolution, application, 

and use of real options theory, which formed the theoretical foundation for this study and 

drove the research question. Furthermore, I describe the concepts and models found in 

the literature that were commonly used to understand and identify drivers for 

cybersecurity budgets and explain this observed phenomenon of underinvestment in 

cybersecurity. In addition, I review the body of research from which the independent and 

dependent variables within this study were derived: internal control, cybersecurity risk, 

cybersecurity competitive advantage, and cybersecurity budget. Finally, I show how 

other researchers employed methods to answer similar questions within the U.S. retail 
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industry and other industries, and explore research trends and gaps that justified the need 

for the current study and informed my research design. 

Literature Search Strategy 

I used the following search methods to access relevant academic articles and 

industry publications related to the theories, models, variables, and design of this study. I 

accessed the Walden University online library, powered by EBSCO Discovery Service, 

and conducted broad and targeted searches among the catalog of journals identified 

within the business and management disciplines and targeted peer-reviewed journals 

classified as management, decision theory, and business (general). This approach resulted 

in a number of journals being queried, which are listed in Appendix A. Additional 

searches within management-related journals related to technical topics were focused on 

journals related to telecommunications, computer science, and technology matters, 

including those listed in Appendix B. I also performed searches using Google Scholar 

and accessed published articles from ResearchGate and other original publication sources 

based on references found in other articles. In each case, I applied the appropriate year of 

publication filter to ensure particular focus was placed on articles published in the past 5 

years, although in some cases this filter was removed to identify articles that provided 

historical context to important topics. 

The search terms I employed to find applicable articles included multiple 

combinations of the following search words and phrases: cybersecurity, security, 

information security, compliance, information technology, cost, budget, cybersecurity 

budget, cybersecurity investment, framework, model, retail, decision theory, real options 
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theory, Gordon-Loeb model, internal control, risk, cybersecurity risk, externality, spill-

over cost, spillover cost, competitive advantage, benchmarking, multiple regression 

analysis, and logistic regression analysis. 

Theoretical Foundation 

This research may aid the retail industry in better understanding optimal 

cybersecurity budget in light of uncertain data security risks informed by organizational 

drivers that influence these budgeting decisions. Due to this complexity of drivers and 

optimized investment, a theoretical foundation addressed both the innate mechanisms that 

drive human risk evaluation and the quantitative approach for selecting investment 

projects and allocating budget. The design of this study, including the predictive model, 

data collection methodology, and analysis approach, was grounded in real options theory, 

which had its origins in managerial decision theory. 

Decision Theory 

When considering how individuals and organizations select activities that will be 

planned and controlled, decision theory provides a valuable framework for understanding 

human behavior related to making decisions by identifying objectives, measuring relative 

success, and using analysis models to identify choices that meet these established criteria 

(Bellman, 1954). This area of behavioral decision theory commonly includes quantitative 

statistical analysis and probabilities to model how decisions are made and relative 

correctness of decisions related to one or more identified outcomes (Edwards, 1961). This 

family of explanatory models and theories can help explain and inform choices by aiding 

in judgment and inference aided by mathematical models and quantitative analysis 
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techniques (Raiffa & Schlaifer, 1961; Slovic et al., 1977). These techniques are suitable 

for understanding human behavior in a variety of fields—medicine, economics, 

education, political science, psychology—but due to the informative nature for guiding 

both ad hoc and procedural tasks to increase organizational value, the application of 

decision theory for use in management is apparent (Simon, 1960). 

Decision Theory in Management 

Organizations, industries, and agencies rely on management decision making 

related to resource investment, and the drivers behind such decisions can be complex. 

Management decision theory focuses on the elements of decision theory related to 

minimizing risk and maximizing calculated value of the evaluated outcomes and builds 

on this foundation to guide organizational decisions by informing judgment for 

investment decisions. The manner in which decision theory researchers describe an 

individual’s arrival at a particular judgment has included evaluating biases (Tversky & 

Kahneman, 1973), subconscious weighting of information (Wallsten, 1971), and 

sequential processing limitations (M. D. Cohen et al., 1972). Support for objective 

correctness of decisions independent of the biases and inclinations of management 

decision makers was endorsed by Blau (1968), placing managers in a position of 

responsibility to ascertain the best option as agents for these decisions.  

This use of contemporary quantitative analytical means to determine optimal 

decision paths thus originated from positivist organizational ideals promoted by 

researchers of the late 20th century and supported by the existence of decision science 

systems, accessible programming, and database systems by which these decisions may be 
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optimized (Tversky & Kahneman, 1973). Irrespective of the inputs studied or models 

utilized, outcomes in decision management were measured using quantitative statistical 

analyses techniques (Pindyck, 1991). Adoption of descriptive correlations, financial 

analysis of predicted outcomes, weighted averages, and decision trees evidence the 

positivist pedigree of the decision sciences (Donaldson, 2003). This positivist-

functionalist underpinning of modern decision theory drives analysis across multiple 

domains based on quantitative analysis rather than intuition. 

Decision Theory in Budgeting 

Gordon and Pinches (1984) explored decision support systems for capital 

budgeting throughout the lifecycle of the decision process, beginning with identifying the 

problem, developing a number of alternative responses, selecting the optimal investment, 

and evaluating its performance over time. Gordon et al. (1975) noted that these responses 

can be operational, administrative, or strategic decisions characterized by whether they 

are selected frequently by lower level managers, occur semifrequently by middle 

management, or are implemented less frequently by senior management; the drivers may 

depend on internal and external environment, risk, business strategy, and goals. 

According to Gordon (2004), budgeting is accompanied by making strategic 

decisions and evaluating outcomes against defined objectives using planning and control. 

These two functions comprise the principal activities of managerial accounting, with 

budgeting of resources as one of the crucial tasks. Planning begins with setting or 

identifying organizational objectives that, when considering the priorities facing modern 

enterprises, may vary significantly. Control, on the other hand, describes a framework of 
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organizational influence over business processes and systems, and can be categorized into 

three domains: sociological, administrative, and psychological (Flamholtz et al., 1985). 

Among these mechanisms are contextual contributors to control, such as culture and 

surrounding industrial factors. Within their model, Flamholtz et al. (1985) described 

planning as informing and being informed by operational behaviors, which is to say 

planning exists in an iterative feedback loop with behavior. Deliberate interventions 

should thus be made to influence this intricate balance to avoid undesired outcomes. 

Decision Theory and Cybersecurity Investment 

There have been many applications of decision theory for cybersecurity 

investment. Moore et al. (2015) found that most information security decision makers do 

not use quantitative metrics but rather rely on security frameworks to support the 

adequacy of and dictated cost for investment decisions. Rahimian et al. (2016) viewed 

this challenge and noted that the common compliance checklist approach lacks 

recognition of the risks associated with each control objective. To address this, Rahimian 

et al. developed a risk classification model that quantified three levels of financial risk in 

three independent risk domains: operational, reputational, and legal. Similarly, Dor and 

Elovici (2016) modeled the influence of various components of security investment 

decisions, including the stakeholder involved, their role, organizational structure, and 

industry.  

Straub and Welke (1998) further identified the challenge managers face 

identifying all available options for addressing systems risk and the impact this 

knowledge gap plays in identifying optimal solutions. To incorporate risk into these 
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models for decision optimization, Srinidhi et al. (2015) developed a model for optimal 

allocation of resources that took into account breach risk and opportunity cost of 

underinvestment in productive assets—outlays that improve an organization’s ability to 

weather security threats in the long term. This difficulty stems from the challenge with 

determining whether any set of investments or controls provided are sufficient to prevent 

vulnerabilities from leading to loss (Port & Wilf, 2017).  

Selection of security controls can also be modeled using algorithms that evaluate 

possible combinations and weigh the tradeoffs between risk and cost of the corresponding 

investments (L. P. Rees et al., 2011). One approach offered by Fielder et al. (2016) 

highlighted the strengths and weaknesses of game theory and combinatorial optimization 

as decision-making methodologies, taking into account the impact and cost of the 

investment. Such complexity lends itself to a theoretical model that is designed to 

acknowledge uncertainty and incorporate variability, such as real options theory. 

Real Options Theory 

The current study was grounded in real options theory, which explains how 

organizations make decisions for investments when future outcomes are uncertain (S. C. 

Myers, 1977). Originally used in decision making for investments in petroleum 

exploration (S. C. Myers, 1984; Smith & McCardle, 1998) to provide managerial 

flexibility for real estate investment (Kulatilaka & Marcus, 1988) or corporate finance 

(Mason & Merton, 1985), real option theory recognizes and supports the stepwise 

evaluation processes common among management. In real options theory, decisions to 

invest are weighed against other outcomes, including decreasing or increasing 
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investment, deferring the decision, or discontinuing pursuit of an investment based on 

new information that becomes available over time (Kulatilaka, 1995). This additional 

flexibility analysis approach provides a closer fit to real-world scenarios in which 

decisions are not made within a single point in time and information related to the 

investment continues to evolve. This approach lends itself to both traditional investments 

as well as capital expenditures. 

In work on real option theory applications for information technology, Pindyck 

(1991) compared organizational investment decision making with models from option 

pricing theory due to their intrinsic irreversibility and ability to be deferred. These 

decisions, Pinkdyck revealed, are dependent on market forces that introduce risk, and 

evaluating the value of the option as net present value under each current and future 

investment state increases the decision maker’s ability to maximize the value of the 

uncertain technology investment. In 1994, Dixit et al. expanded this model by addressing 

the other naturally occurring market fluctuations, such as changing price, uncertainty, 

probabilities, and timing, thereby laying the groundwork for the use of real options theory 

in organizational management for the modern era, with increasing dependence on 

investments in telecommunications and technology.  

Real options theory is more informative than traditional discounted cash flows 

models in uncertain environments (Pivorienė, 2017) and has explanatory power in 

numerous realms of industry and management. As part of the drive to facilitate seamless 

integration of real options theory into all areas of modern enterprise management, 

Fichman (2004) posited that the value of each real option can be considered along 
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multiple axes of innovation (technology strategy, organizational learning, bandwagon, 

and adaptation) and addressed the difficulty in predicting, valuing, and managing these 

options effectively. Li and J. D. Johnson (2002) also examined real options theory for 

information technology investments along two axes: (a) technology switching costs from 

low to high and (b) the nature of competition and information exchange from shared to 

proprietary. When applied to information technology, this model provides unique 

perspective on cybersecurity investment because the mindset of security practitioners is 

often one of information sharing and collaboration as these reduce the impact of spillover 

costs within an industry (Gordon et al., 2015d). 

Decision models provide the framework for understanding the rationales and 

procedures by which optimal decisions may be made. Adner and Levinthal (2004) 

explored the boundaries within which real options theory may be applied in management 

decision making, such as identifying new uses for technology under consideration and the 

new options this creates. Adner and Levinthal also noted that the flexibility of real 

options decision theory is best employed under a certain level of organizational rigidity 

whereby the models work best when an organization is willing to abandon an investment 

despite sunk costs as future uncertainties become clearer. This rigidity supports the 

original intent of real options, as described by Amram and Kulatilaka (1999) who warned 

that the value of this approach is realized when organizations are flexible enough to start 

many projects but rigid enough to abandon them as information becomes available. 

McGrath (1999) also supported this notion by examining biases that resist such 

abandonment as failure rather than encouraging the entrepreneurial mindset that sees 
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abandonment as a valued entrepreneurial approach that maximizes the value of real 

options theory. 

This theoretical framework supported the deductive approach used in the current 

study by providing a systemic view of modern management decision making that helped 

me explain the observed phenomena (see Imenda, 2014) in which decision determinants 

may be measured and quantitatively observed. The theoretical proposition of real options 

theory is that although many investment options exist at any given time, they also persist 

after a decision has been made and may hinge not on one single decision point but rather 

on innumerable options to act or defer (Economides, 1999). Real options theory was 

appropriate to examine decisions made in light of an evolving cybersecurity threat 

landscape.  

Real options theory has thus been applied in similar research related to 

information security management. Gordon et al. (2003) explained that real options theory 

can be used with deployment of cybersecurity controls by employing a “wait-and-see” 

approach. Benaroch (2018) expanded on this approach by describing the deployment of 

security controls in order of highest impact using a “deploy-and-see” partial 

implementation approach which makes use of prototypes or scaled deployment. Benaroch 

(2018) and Chronopoulos et al. (2018) proposed quantitative models for applying real 

options theory to cybersecurity investment, allowing for approaches such as progressive 

application of mitigation and monitoring and optimizing investment timing to minimize 

losses. Herath and Herath (2008) observed that management of intrusion detection 

systems and intrusion prevention systems (IDS/IPS) can involve not only initial capital 
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outlays, but ongoing post-audit activities for configuration and monitoring, and leveraged 

real options theory to explain these ongoing interventions. Their proposed model 

distinguished the traditional use of real options analysis for information technology 

investment decisions from the approach commonly used in cybersecurity decisions, 

maximizing breach risk reduction by modeling the incremental impacts of subsequent 

decisions (Herath & Herath, 2008). 

Informed by real options theory, the model proposed by Gordon et al. (2015c) 

supports the use of both linear and logistic regression analysis to measure the influence of 

organizational attributes on enterprise cybersecurity investment. Their work confirmed 

that real options theory is useful for explaining the relationships between internal cost, 

cybersecurity risk, strategic advantage, and the resulting cybersecurity budget decisions 

as organizations seek to maximize the outcomes of their capital investments to prevent 

data breach. These interpretations of real options theory empower management with more 

granular understanding of applying security treatments with an eye for optimized 

outcomes.  

Real options theory is well-suited to inform the theoretical basis for this study as 

it provides insight into management perceptions and decision-making calculus that 

account for immediate and long-term investment options and budgeting allocations. In 

this current study, the use of real options theory informed the processes by which 

managers arrive at cybersecurity budgets, informed by their own perceptions of internal 

control, cybersecurity risk, and competitive advantage within their organization (See 

Gordon et al., 2015c). 
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Literature Review 

Some of the constructs of interest for this study included risk management, 

cybersecurity, budgeting, retail cybersecurity, credit card fraud, PCI compliance, and 

security cost modeling, which were explored below in light of seminal and current 

research into these topics. 

Risk Management 

Enterprise risk management strives for an integrated view of all business risk 

within a coordinated, strategic framework (Bromiley et al., 2015; Nocco & Stulz, 2006). 

Any investment to offset risk should be aligned to strategic management objectives, risk 

appetite, and compliance requirements (Bromiley et al., 2015). These alignments 

demonstrate that, although risk management presents a management challenge for 

prioritization of limited resources, this function also provides an opportunity for an 

organization to improve its competitive advantage (Nocco & Stulz, 2006), reduce 

unexpected costs (Bodin et al., 2008), and protect the integrity of financial reporting 

systems (Kaplan & Mikes, 2016).  

Organizations struggle with managing risk, especially where they have 

insufficient structure and maturity to manage the process effectively. The process of 

maturing to use quantitative risk models is a challenge, requiring managers to eschew 

intuition in favor of filtering risk through analysis of probability and a culture of 

“quantitative enthusiasm” (Kaplan & Mikes, 2016, p. 8). Frameworks and tools for risk 

management in certain industries, such as those designed for critical infrastructure and 

finance, may be extended for use in other sectors, but may be too complex or obscure for 
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use outside of these industries (Bromiley et al., 2015; National Institute of Standards and 

Technology, 2018). 

Adopting mature processes and appropriate toolsets for managing risk is difficult, 

but culture also plays an important role. Companies that employ mature quantitative risk 

management frameworks may be better at identifying projects with a tolerable risk-

reward ratio, however such companies can still face practical implementation challenges 

if they lack the company culture necessary to empower middle management to act on 

those findings (Nocco & Stulz, 2006). Risk management that relies on qualitative 

faculties such as intuition or anecdotes subject an organization to groupthink and political 

influences that may adversely affect this important risk management process (Kaplan & 

Mikes, 2016). Changes to technology and errors in implementation drive a bottom-up risk 

identification approach, which naturally conflicts with top-down approaches driven by 

external regulations or governance (Rasmussen, 1997). In this way, cultural norms related 

to how risks are perceived and mitigated can influence the degree to which these actions 

are ultimately taken. 

Cybersecurity 

Cybersecurity, also spelled “cyber security,” is a term describing the 

subcomponent of information security related to electronic data and its protection. The 

concept of cybersecurity originated in the principle of internet security, described by 

Moore and R. Anderson (2012) as that study within information security related to 

messages that may be carried over internetworked systems. As the term cybersecurity 

came into more common use, Craigen et al. (2014) defined it as “the organization and 
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collection of resources, processes, and structures used to protect cyberspace and 

cyberspace-enabled systems from occurrences that misalign de jure from de facto 

property rights” (p. 13). In its simplest sense, C. Anderson et al. (2017) sought to describe 

cybersecurity as the balance of sharing and protecting information. Von Solms and von 

Solms (2018) aligned their definition with those provided by ISO and ISACA, that 

cybersecurity is the component of information security related to digital data, exclusive 

of paper media or assets that exist solely in the physical realm. Cybersecurity may thus be 

described, generally, as those efforts taken with the purpose of preventing unauthorized 

actions which may impact the confidentiality, integrity, availability, or authenticity of 

electronic data or services (Zdzikot, 2022). These definitions each convey that physical 

security controls alone cannot provide sufficient protection to electronic assets, nor is it 

practical to implement every possible mitigation; thus, a risk-informed approach is 

crucial for implementing practical and sufficient electronic protections. 

Within the realm of cybersecurity, risk management takes on the form of the 

analytical process of identifying these risks; discovery process of determining potential 

mitigating treatments; evaluative process of selecting one or more courses of action based 

on economies, probabilities, and willingness to tolerate negative outcomes; and 

operational process of implementing and monitoring the selected approach (Ruan, 2017). 

One such analytical process, proposed by Bodin et al. (2008), combined quantitative risk 

factors into a single metric based on perceived importance of individual risks, 

demonstrating that a structured approach using risk perceptions is a key to successful 

cybersecurity risk management. As a set of decisions and activities that directly impact 
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the organization’s exposure to myriad assaults, an organization’s collective risk 

management processes (irrespective of whether they are being identified as such) is thus 

directly responsible for the success or failure of its cybersecurity program, and indirectly 

for the success or failure of businesses of all sizes (Berry & Berry, 2018; Soltanizadeh et 

al., 2016).  

Cybersecurity Budget 

Each possible risk treatment carries with it an intrinsic business cost, whether 

short term financial cost, long-term investment outlay, or opportunity cost, associated 

with addressing the identified security risks (Romanosky, 2016). In the hierarchy of 

cybersecurity management activities, Raghavan et al. (2017) contrasted information 

technology security investment with those operational costs associated with day-to-day 

enterprise security processes, such as configuration, vulnerability management, and 

human resource processes including customer trust and employee training. Capital and 

operational expenses may be budgeted in advance or measured in arears, using analytical 

techniques which seek to optimize these expenses by measurement of risk or empirical 

outcomes (Ekelund & Iskoujina, 2019). In each case, cybersecurity budget decisions are 

driven by both overt and intrinsic calculations, and it is economically advantageous to 

seek an optimal investment level. 

The potential for misalignment of budget with breach cost is the subject of study 

into theories related to attaining economic equilibrium among investment decisions. 

Gordon and Loeb (2002, 2006b) posited a budget framework, from which their 

eponymous model was obtained, for seeking optimal security investment while 
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minimizing security breach. However, the Gordon-Loeb model fails to consider all 

externalities, and that the failure to secure private consumer data is a failure of social 

contract incurring a heavy cost on the company, markets, and society (Acquisti et al., 

2006). Böhme and Moore (2016) explored their observation that treatment costs may be 

both non-linear and unrecoverable: that certain higher impact investments defray sizeable 

costs with a much lower treatment cost, and that these sunk costs must be considered in 

contrast to doing nothing at all.  

Organizations make these budget decisions based on expected need and represent 

these needs in the form of forecasted costs, but there also remains the challenge of 

balancing competing budget priorities for cybersecurity projects when compared to other 

IT functions. Cisco (2019) observed that only 47% of respondents establish their 

cybersecurity budget based on organization security outcome objectives, but an almost 

equal number (46%) admitted that their budget was simply based on the previous year’s. 

While perceived risk reduction is often the primary driver for information security 

investment, general prioritization of those investments may be more commonly driven by 

industry frameworks, compliance, or history of previous breach than a strict quantitative 

analysis or cost-value estimations (Moore et al., 2015). Boston Consulting Group (2019) 

affirmed that this prioritization task is difficult, and although there is no single way to 

determine order of cybersecurity spending, the process starts with identifying risk 

appetite and focusing first on maturity rather than panacea solutions. Overcoming 

misaligned perceptions of risk is therefore crucial to responsible allocation of limited 

budget resources. 
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Retail Cybersecurity 

For retail organizations, cybersecurity must be considered for its own set of 

challenges that it brings. Changes in fraud patterns show retail security breaches shifting 

from point-of-sale-based vectors to e-commerce attacks, adding to a growing list of 

attack methods that includes ransomware, denial of service, or other abuse of resources 

(Trustwave, 2019; Verizon, 2019a). Often the retailer isn’t even the final target, as 

malicious third parties may seek to attack infrastructure to compromise customer privacy 

(Larsson et al., 2021), or as a vehicle for launching attacks against other targets (Rashmi 

et al., 2021). These threats are compounded by changes in consumer behaviors and 

expectations, as customers increasingly shop via mobile device or marketplace, thereby 

expanding the attack surface which must be protected (Dumanska et al., 2021). In sum, 

retailers must be conscious of numerous drivers for cybersecurity that include protecting 

consumer credit card data, protecting other sensitive corporate data, maintaining service 

availability, preventing fraud, protecting customer privacy, and meeting compliance 

mandates. 

Among these, the protections of consumer credit card data and the accompanying 

compliance mandates often take a central focus. Retail operations rely heavily on 

electronic monetary transactions, and its primary form is credit card processing, which 

introduces sensitive data that must be protected. To perform credit card transactions, 

certain critical data must be exchanged between the customer and the merchant, and 

between the merchant and the credit card processing network. The number embossed or 

printed on the credit card itself (called the primary account number, or PAN) is the 
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central data element in this exchange, although others must be protected including 

expiration date, cardholder name, and service code (collectively called “cardholder 

data”). Other important data include magnetic track data, personal identification number 

(PIN), PIN block, or card security code (collectively called “sensitive authentication 

data”). Together these account data support the authorization of the transaction, as well as 

the process of clearing and funds settlement, but in the wrong hands could allow 

unauthorized individuals to conduct fraudulent transactions (PCI Security Standards 

Council, 2016).  

Since the inception of credit card processing, authorizations have been performed 

using imprint readers, telephone authorizations, and mail-in remittance slips, depending 

on the payment channel in use. In-person payments (referred to as “card present” because 

the credit card is physically available to the merchant at the time of authorization) could 

make use of a magnetic stripe reader or integrated chip card reader to obtain 

authentication data from the magnetic track or chip. In addition, some card present 

transactions allowed for the cardholder to enter a PIN or sign their name, demonstrating 

that an authenticated cardholder performed the transaction. For payments conducted by 

mail order/telephone order (referred to as “card-not-present”), the transaction could be 

verified using different authentication data printed (but not embossed) on the front or 

back of the card (card security code). In this manner card present and card-not-present 

transactions rely on sensitive authentication data to reliably verify the authenticity of the 

card and cardholder, thereby reducing fraud (Willey & B. J. White, 2013). 
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At present, with e-commerce, internetworked systems, mobile devices, the 

Internet-of-things (IoT), and computerized merchant environments, systems now 

encounter and transmit credit card account data via innumerable ways, increasing the 

possibility of access by unauthorized individuals at any number of vulnerable touch 

points. In addition, both cardholder data and sensitive authentication data can be 

extracted from the memory of compromised systems even if it is never stored (Verizon, 

2019b), rendering reliance on knowledge of card and cardholder authentication values 

less effective at detecting fraudulent transactions. It is for these reasons and others that 

credit card fraud continues to rise (PCI Security Standards Council, 2018; Willey & B. J. 

White, 2013). 

Credit Card Fraud 

According to Prabowo (2011), common approaches to fighting credit card fraud 

fall into six categories: understanding, policy, awareness, technology, identity, and legal. 

Implementing controls in each of these areas requires commitment from all parties to the 

transaction, and innovative approaches that cannot be easily defeated or bypassed by the 

fraudster. Researchers agree that fraud should be a priority for all members of the 

transaction chain; by the consumer, the banking institutions, the card network, and the 

industry as a whole (Prabowo, 2011; Wilson, 2012). 

Theft of credit card data continues to be the most prominent threat to retailers. 

Segal et al. (2011) and Moore and R. Anderson (2012) both suggested that the 

fundamental reason for increasing fraud is not due to technology limitations, but due to 

reduced economic incentives on banks and card networks to do their part to implement 
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fraud control measures. Over the past decade, rashes of retail credit card data breaches 

have underscored this critical importance of data security. In November and December 

2013, hackers were able to extract account data from 40 million payment cards using 

malware on Target Brands’ computer systems; the following year similar attacks 

compromised 56 million payment cards from retailer Home Depot, as well as other major 

retailers including Nieman Marcus, Michaels, Goodwill Industries, SuperValu, and 

Staples (Simpson, 2016). In addition to retail, other sectors have reported high incidents 

of card breach, including the restaurant, hotel, service, finance, health care, and 

technology industries (Walters, 2014).  

Advancements in credit card fraud detection, such as logistic regression 

techniques (Hussein et al., 2021), Bayesian analysis (Buonaguidi et al., 2021), and 

machine learning (Al Rubaie, 2021; Parashar & Bhati, 2020; Seera et al., 2021) improve 

chances of detecting these activities once the card data is lost; however, these measures 

are not yet sufficient to discourage credit card data thieves or ameliorate the 

corresponding cost to retailers. Data breach costs have increased steadily 10% year over 

year, and continue to carry significant direct and indirect costs, resulting in an average 

cost to retailers of $3.27 million per breach, or as much as $180 per record lost (IBM, 

2021). 

In addition to their costs, data breaches violate consumer trust, making customer 

acquisition and retention even more difficult. For instance, in 2014 Target Corporation 

reported a 2.5% loss of sales and $248 million in costs directly attributed to its 2013 data 

breach (Weiss & R. S. Miller, 2015). Other costs from compromised card data can 
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include business disruption, productivity loss, non-compliance fines, incident response, 

forensic investigation, remediation, notification of affected parties, costs to reissue credit 

cards, credit monitoring for consumers, reputational damage, lost business, negative 

impact to share prices, and potential civil litigation (IBM, 2021; Simpson, 2016; Verizon, 

2019b). The fraud impact to the industry because of these compromised records is 

estimated to be as high as $2.2 billion (Weiss & R. S. Miller, 2015).  

In response to this recent rash of retail hacks, much of the U.S. retail industry has 

turned to chip card technology produced by Europay, Mastercard, and Visa, eponymously 

branded EMV (Gray & Ladig, 2015). Although the chip card performs cryptographic 

functions to authenticate the card used in the transaction, it does not encrypt all account 

data. Clear-text data transmission originating from a chip card transaction may still 

contain cardholder data such as PAN, cardholder name, and expiration date, and these 

data may still be used to perform fraudulent online transactions (El Madhoun et al., 

2018). This trend is evidenced by the growth of e-commerce fraud in regions where EMV 

has been implemented. In the 8 years following the implementation of EMV in the UK in 

2005, counterfeit and stolen card fraud dropped by half, while CNP fraud nearly doubled 

in size (Conroy, 2014). Following its adoption of EMV in 2015, the U.S. has reflected 

similar trends, with fraud comprising 19.66% of e-commerce transactions during the 

2021 holiday shopping season (TransUnion, 2021). 

PCI Compliance 

Maintaining security over the transaction process is the most effective approach to 

mitigate risk, deter attackers, and reduce the prevalence of data breach (Cheney et al., 
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2012). Every day, retail merchants accepting credit cards must pass their customers’ 

account information through their systems and on to the processor in order to conduct 

business. Other entities such as gateways, POS systems, e-commerce platforms, and 

processors may also depend upon this information, which allows them to execute the 

payment transactions. Today, a treasure trove of credit card information passes through 

these systems and networks and, if not secured, hackers may be able to obtain these data 

and perform fraudulent transactions. Therefore, preventing threat actors from accessing 

account data is the first step in preventing fraud. The Payment Card Industry Data 

Security Standard (PCI DSS) is the compliance framework that focuses on securing these 

data.  

This standard was an outgrowth of the Visa Cardholder Information Security 

Program (CISP) released in 2004 as a joint effort by the five major card brands, Visa, 

Mastercard, Discover, American Express, and JCB, to enforce card security best practices 

throughout the retail industry (Clutterbuck, 2010). Today, merchants who accept credit 

cards from any of these brands are required to be compliant with PCI DSS (commonly 

referred to as being “PCI compliant”). To do so, merchants may employ the use of 

compliant third-party service providers to address certain controls on their behalf, or to 

provide software or systems that are already validated as compliant (PCI Security 

Standards Council, 2018).  

To ensure security across the credit card ecosystem, the card brands require their 

acquirers to monitor and enforce their merchants are PCI compliant, who in turn may 

levy fees on non-compliant merchants to induce compliance (ControlScan, 2014). These 
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card brands also provide the guidelines for merchant classification, which identifies the 

merchants that are required to undergo a third-party assessment each year from a 

qualified security assessor (PCI Security Standards Council, 2018). In this manner, PCI 

DSS is a form of industry self-regulation, enforced through contract rather than 

government regulation, requiring strong internal control of systems that handle these 

financial data.  

The PCI SSC was established by the major card brands in 2006 to manage and 

maintain the nascent PCI DSS standard, including additional standards and programs that 

support merchant, hardware provider, software provider, and service provider compliance 

(Ataya, 2010). Among these additional standards are the Payment Application Data 

Security Standards (PA-DSS), Software Security Framework (SSF), Personal 

Identification Number Security (PIN), PIN Transaction Security (PTS), Point-to-Point 

Encryption (P2PE), and 3-Domain Secure Core Security (3DS). Each of these standards, 

as well as their accompanying programs and certifications, ultimately works together to 

support the merchant’s underlying need to protect consumer data and attain PCI DSS 

compliance, which remain at the root of the chartered purpose of the PCI SSC (Williams 

& Chuvakin, 2014). 

Present research on compliance to the PCI DSS standard encompasses several 

areas important to data security and practical application of the standard. J. Rees (2012) 

pointed out some of the common issues that merchants encounter in becoming PCI 

compliant, such as limiting the scope of the environment and leveraging third parties for 

costly controls. Williams (2010) added detail to these recommendations, providing 
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insight on how to reduce the scope of the merchant environment and complexity of 

certain PCI requirements by utilizing a tokenization solution for card data storage, or 

point-to-point encryption for card data transmission. Each of these cybersecurity 

investments may bring with them an improvement of internal control, as well as reducing 

overall cybersecurity risk. 

Research into successful compliance programs has highlighted critical success 

factors such as understanding risk (Bhargav, 2014), and the use of a chief information 

security officer (CISO) to prioritize security and separate compliance tasks from the IT 

organization (Bhargav, 2014). ControlScan (2012) researchers have also used 

benchmarking analyses to compare merchant service providers and their merchants’ PCI 

compliance, identifying a strong correlation between merchants’ use of tools and 

technologies and the effectiveness of their PCI compliance program. As for dealing with 

unsuccessful merchant compliance practices, ControlScan (2014) proposed that merchant 

service providers and acquirers can reduce the incidence of non-compliant merchants by 

bundling these tools with education on security and risk. 

Numerous studies have been performed to review the efficacy of the compliance 

requirements themselves at addressing identified risks. Stapleton and Poore (2011) 

explored the various ways in which PCI secure storage requirements may be met, and the 

relative complexity of each, including methods ranging from truncation, masking, 

hashing, tokenization, and encryption, with calculations showing the relative strengths of 

each. Other studies looking at the threat models and impacts of corporate mobile device 

usage provided direct support for many of the PCI DSS version 3.2.1 requirements (Saha 
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& Sanyal, 2015; Shihab & Misdianti, 2014). These outcomes include support for 

techniques based on specific PCI DSS requirements: application-level intrusion detection 

(Requirement 1.4), encryption at rest (Requirement 3), encryption in transit (Requirement 

4.1), web-application firewalls (Requirement 6.6), and multi-factor authentication 

(Requirement 8.3). In each case study, the recommendations for use of these technologies 

derive from prescient warnings of potential and observed security threats. 

Researchers have also evaluated ways merchants may improve efficiency in 

meeting certain requirements. Benchmarks of initial compliance assessments found that 

requirements related to passing empirical security tests of critical systems were by far the 

most difficult, with only 33% of merchants meeting all such compliance tests on the first 

pass (Verizon, 2015). Specific network and system configurations may also have intrinsic 

security challenges, making them more inefficient to secure without the aid of a PCI-

compliant service provider, such as inspecting virtual architecture in a cloud environment 

(Rasheed, 2011), or protecting credit card information carried over voice-over-IP (VoIP) 

systems (Critchley, 2015). Studies addressing optimization of security investments for 

compliance have recommended the use of third-party technologies to aid in meeting PCI 

DSS compliance requirements, as well as providing other security and economic benefits 

including improved internal control of financial systems (J. Rees, 2012; Saha & Sanyal, 

2015; Stapleton & Poore, 2011; Verizon, 2019b; Williams & Chuvakin, 2014). 

Modeling Security Cost Drivers 

The junction of decision theory and security costs is modeling predictive 

relationships that exist between measurable drivers and outcomes. Anand and Kodali 
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(2008) pointed out that myriad models exist for measuring and benchmarking security 

cost drivers; for instance, where measurement of competitor data presents a challenge, a 

model that focuses on easily attainable data (in their case, inputs), and direct correlation 

to the metrics being benchmarked (e.g., outputs) may be utilized (Björklund, 2010; 

Matthews & Lave, 2003). Similarly, Barretta (2008) recommended a model to control for 

cost drivers, as well as exclusion of indirect costs and standardization of cost-allocation 

methods to reduce “disturbing factors” that impede accurate measurement of efficiency in 

the benchmarking process. Some processes for obtaining cost data are more reliable or 

efficient than others, but the process for performing cost benchmarking comparison is not 

complicated (Krotov, 2016). To do so, an organization must identify a set of cost drivers, 

or independent variables that are directly correlated to cost, use these to predict 

benchmarking partners’ costs, and comparing these to its own. Ideal cost drivers are 

straightforward, consistent from company to company, and easily accessible (Fifer, 

1989).  

Unfortunately, current cybersecurity budget benchmarks fail to accurately reflect 

industry spending, varying by as much as 300% depending on source (Boston Consulting 

Group, 2019), thus underscoring the remaining need for accurate cost models fit for the 

task. Once such a predictive model is formulated, it remains only to obtain data of 

adequate sample size (Kelley & Maxwell, 2003) and verify the model using a correlation 

or multiple regression analysis to explain the relationship between the cost driver(s) and 

measured cost (Keith, 2019). This regression formula is then used to predict the expected 

costs for both the anomalous organization and the exemplar benchmarking partner (based 
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on their distinct cost drivers) and compare these calculated costs with actual measured 

costs (Dai et al., 2012). Research by Bikker et al. (2013) supported the use of a 

multivariate model derived from previously identified cost drivers to compare costs 

whenever inherent variances exist between measurements, thereby ensuring an accurate 

comparison of time series data or competitive benchmarks. Their model used weights 

assigned to each identified variable to reduce the impact of these variances between 

dissimilar periods, setting a precedent for normalization of cost data when performing 

benchmarking comparisons and selecting an appropriate security investment strategy. 

Effective selection of security controls relies on nuanced understanding of 

efficient implementations of security best practices (Trustwave, 2019), efficient 

alignment with other security and governance requirements (Nicho & Fakhry, 2013), and 

calculating ROI for proposed security investments (Verizon, 2015). Models exist that 

explain the relationships between cybersecurity practice and economic impact and may 

be used by IT management to inform the decision-making process for allocating 

resources at the highest security benefit per dollar (Neuhaus & Plattner, 2013). Research 

has also suggested that, because of the variable nature of PCI compliance and the onerous 

manual efforts it requires, the industry may soon become more efficient using automated 

means of recognizing, verifying, delegating, and monitoring compliance-related tasks 

within an organization (Ghaisas et al., 2015). Such research aligns well with this current 

study, which share as their goal the desire to better understand retail traits that influence 

security investment, to assist regulatory bodies and stakeholders in their efforts to educate 

retailers on these perceptions where they may be misaligned to extant risks. 
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Independent and Dependent Variables 

Many management drivers, including the desire for trustworthy financial 

reporting systems (Islam et al., 2018), the need to reduce risk of direct or indirect loss 

(Haapamäki & Sihvonen, 2019), or a means of distinguishing the organization within a 

competitive marketplace (Moore et al., 2015), may have incremental influence on 

cybersecurity expenditures. These correspond to the independent and dependent variables 

used in this study: internal control, cybersecurity risk, competitive advantage, and 

cybersecurity budget. In this section, I review works that made previous use of these 

concepts, relevant to their usage herein. 

Internal Control 

The first area to be associated with cybersecurity budget is that of regulation and 

governance. Industry self-regulation includes contractually-enforced security audit 

programs, such as PCI DSS and privacy controls—although the latter is moving under the 

auspices of regional government oversight through such laws as General Data Protection 

Regulation (GDPR) and California Consumer Privacy Act (CCPA). Governmental 

regulations are responsible for significant levels of internal control, although their 

presence in retail is limited. Among these financial systems and information security 

regulations are Gramm-Leach-Bliley Act (GBLA), Sarbanes-Oxley Act (SOX), Health 

Insurance Portability and Accountability Act (HIPAA), and Occupational Safety and 

Health Administration regulations (OSHA), each requiring increasing internal control to 

meet control objectives and provide requisite reporting and audit support (Karthikeyan et 

al., 2019) 
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Identifying and mitigating risk across the enterprise is one of the principal roles of 

governance, along with internal control (Bukhvalov & Bukhvalova, 2011). In 

organizational management, the role of risk management may have limited 

representation, through technical security tools (Berry & Berry, 2018) or a deliberate 

manual process (Gibson, 2017). Canelón et al. (2020) defined internal control with 

respect to policies and procedures that ensure reliability of financial information for 

meeting compliance requirements, but technologies that protect the data assets 

themselves. Eaton et al. (2019) confirmed that, although firms have historically relied on 

accounting auditors to identify vulnerabilities in control systems that enforce internal 

control, cybersecurity controls are also effective at mitigating these risks even if these 

controls fall outside of the common financial regulatory frameworks. 

Cybersecurity Risk 

Although risk acceptance is one possible risk management decision, the most 

common course chosen for cybersecurity actions is to mitigate risks associated with 

potential financial losses. These losses may be direct, such as those costs incurred in the 

event of a data breach event (private costs), or they may be indirect, in the form of lost 

business due to spillover costs, such as the failure of an industry to protect consumers 

from these threats (externalities). Together private costs and externalities comprise social 

cost and thus aggregate cybersecurity risk (Gordon et al., 2018). 

Private costs are those costs most often considered with relation to cybersecurity 

breaches: financial losses attributable to the event and affecting only the breached entity. 

Campbell et al. (2003) described these losses as measurable by stock prices among 
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publicly traded corporations, offering this metric as a reasonable stand-in for actual losses 

where investors have perfect information about the actual impacts of the incident over a 

reasonable period of time. Conversely, Curtis et al. (2018) described internal corporate 

costs as including both financial losses as well as loss of consumer trust which coincides 

with perceived overconfidence and mismanagement of sensitive consumer data.  

In contrast to private costs, externality costs are those losses that may be 

attributed to an incident, which are incurred by other members of the same industry. 

These costs, also called spillover costs, comprise loss of revenues associated with 

industry-wide loss of consumer confidence, distortions to available resources driven by 

increased market demands (Hassan & Mertens, 2017), or increased security investment 

outlays that may be loosely or directly attributable to heightened awareness resulting 

from high-profile events (Paul & Wang, 2019). Thaw (2014) also described an externality 

cost whereby regulatory agencies may tighten security controls as a result of such 

incidents, thereby incurring long-term spillover costs throughout an industry.  

Other form of social cost is that of social harm, which Agrafiotis et al. (2016) 

describe as cybersecurity impacts beyond individuals, affecting social welfare and 

employment, whether as groups of individuals or as a society. In their model, Martin et 

al. (2017) depicted this social cost to individuals as an emotional violation and loss of 

cognitive trust; and within the industry, as spillover vulnerability to rival companies. The 

importance of effective cybersecurity to mitigate increasing social costs is addressed by 

Shackelford (2017), who argued cybersecurity is a consumer human right, and should be 

demanded of retailers from their consumers. Mulligan and Schneider (2011) go one step 
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further and argue that cybersecurity is a public good much like public health, calling this 

principle of public cybersecurity the cybersecurity doctrine.  

Competitive Advantage 

Additionally, cybersecurity activities are often strategic in nature as a means of 

differentiation with the marketplace. Among decisions related to profit modeling, pricing, 

and performance evaluation, capital investments—including cybersecurity investment—

form one of the most important organizational decisions afforded to management for use 

in strategic placement (Gordon, 2004). 

Strategic decisions are generally performed at senior levels of organization 

leadership and have long term effects on an organization. Within the realm of information 

security, a common strategic decision is to position security above that of the competition 

(Barclay, 2014). This may take shape in the form of increased product security 

messaging, such as conveying protections on customer data (such as end-to-end 

encryption for communications or increased protections on consumer records), or as an 

impenetrable service offering itself (such as attestations of system testing, encryption 

strength, or security updates). A service offering may similarly be differentiated on 

security, where such services provide shareholders reassurance of strong security posture 

to prevent potential financial or market losses. Finally, an organization’s culture can be 

positioned as more attuned to security as a means of creating a compelling narrative by 

which any product, services, or relationship can be trusted to impart best practices related 

to threat detection and prevention. In each of these ways an organization can use 

cybersecurity as a competitive advantage in their respective marketplace, either to 
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differentiate from competition or improve perceived value, thereby increasing revenues 

(Kosutic & Pigni, 2020). 

Security has also been associated with other forms of competitive advantage, such 

as cost differentiation, although organizations may make ineffective use of this approach. 

A. M. Johnson (2009) identified 31 motivating factors for information security 

investment from business and security experts and concluded that business experts do not 

sufficiently consider how competitive advantage contributes as a driver of information 

security investment. Soltanizadeh et al. (2016) showed that use of enterprise risk 

management tools has been shown as a mediating variable, linking organizations with 

increased strategic focus on cost leadership to organization performance. Proactive 

cybersecurity defensive strategies also avoid risks, reducing cost and positioning 

companies for economic growth, an approach identified by Corallo et al. (2020) as an 

important part of an organization’s impact analysis for security initiatives.  

Cybersecurity Budget 

Cybersecurity budget is the total expected annual outlay allocated for capital 

expenditures related to mitigating cyber threats, and a common means of measuring 

security budget is as a function of revenue (Gordon et al., 2018). These operational 

expenses and capital investitures must balance competing needs for strong financial loss-

prevention and protecting assets from cybersecurity threat with other company priorities 

such as service delivery, inventory, marketing, and profit (Ekelund & Iskoujina, 2019). 

Calculating and predicting a balanced cybersecurity budget is thus the subject of much 

research. 
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Gordon and Loeb (2002) initially published their works on calculating return on 

security investment by offering models that incorporated risk exposure, impact analysis, 

and investment cost to determine optimal security investment. Subsequent revision of the 

Gordon-Loeb model (Gordon & Loeb, 2006b; Sonnenreich et al., 2006) was confirmed 

by Baryshnikov (2012), demonstrating the legitimacy of Gordon and Loeb’s rule, that the 

cost of all individual, independent actions taken by an organization to reduce risk 

cybersecurity risk should never exceed ~37% of the value of expected loss (a value 

derived by the calculation 1/e). In the absence of accurate predictions, this value may be 

seen as useful ratio for determining whether an organization is overinvesting in security. 

Other models for retail cybersecurity budget have used game theory models, which factor 

in budget constraints, and can delay implementation even if the investment is perceived 

as necessary (Nagurney et al., 2017). 

Research Question 

The research question for this study was: What relationships exist between 

internal control, cybersecurity risk, competitive advantage, and cybersecurity budgets 

among U.S. retail merchants? The challenge of understanding the reasons for 

underinvestment in cybersecurity across various industries necessitates a reliable survey 

instrumentation for modeling a firm’s optimal investment (Gordon et al., 2015b), and 

exploring effects of regulation to increase investment (Gordon et al., 2015c). 

In addressing a similar research question, Gordon et al. (2018) conducted a study 

of 158 senior executives sampled from among 1,600 private firms to determine how 

security perceptions such as internal control, cybersecurity risk, and competitive 
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advantage may influence overall cybersecurity spending as a percentage of revenue. This 

research leveraged a validated and published survey instrument they introduced 3 years 

prior (Gordon et al., 2015a), and analyzed the resulting data using logistic regression 

analysis to quantify the associations between these organizational traits and 

corresponding budget allocation. This study not yet been independently confirmed, nor 

has its approach been applied to retail enterprises specifically. Having built upon the 

foundation of decision theory, real options theory, risk management, cybersecurity, and 

optimizing cybersecurity budget, these works provided a useful framework to model the 

relationships and provided justification for the purpose of this study. 

Summary and Conclusion 

In this chapter, I have reviewed in detail the literature that supports this study, 

beginning with real options theory, the decision theory that underpins this research and 

informs discussion of managerial actions related to cybersecurity investments. In 

addition, I have provided a thorough catalog of research that navigates the complex 

landscape from risk management as a managerial practice; to investment decisions 

related to retail cybersecurity; to compliance, risk, and competitive advantage as factors 

that influence investment. In this chapter I have also discussed the independent and 

dependent variables in further depth, aligning each to the survey instrument previously 

validated for use in collecting these sentiments and measuring their influence (Gordon et 

al., 2015a). In the following chapter, I will provide details on the full research 

methodology, including recruitment, survey, data collection, and statistical analysis for 

this research. 
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Chapter 3: Research Method 

The research problem was that little was known about how organizational drivers 

of internal control, cybersecurity risk, and competitive advantage inform U.S. retail 

management decisions about cybersecurity budgets. Without a defined measurement 

approach, industry baseline, and predictive model, management may be unable to identify 

cultural norms or perceptions that lead to disparate investment related to mitigating 

enterprise cybersecurity risks. Furthermore, without these industry data, merchants may 

be unable to measure their investments with respect to similar organizations in the retail 

industry. The purpose of this nonexperimental quantitative correlational study was to 

describe the relationships between cybersecurity budget and management perceptions 

related to internal control, cybersecurity risk, and competitive advantage within U.S.-

based retail merchant organizations. 

 In this chapter, I provide the step-by-step processes used to examine the 

independent variables as predictors of cybersecurity budget. This research methodology 

was intended to allow future researchers to verify the validity of the chosen methods and 

replicate this study to confirm the reliability of the proposed management model for 

predicting how organizational traits impact security investment decisions. I provide a 

review of the purpose of the study, the variables used in the study, and the relational 

model by which these variables were posited to interact. Justification for each 

methodological decision is included, as well as an objective review of threats to validity 

and ethical implications that were considered.  
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Research Design and Rationale 

The research design was a quantitative nonexperimental correlational study 

including survey data collection administered via a web questionnaire to a random 

sample of retail merchants to obtain measurements of three independent company 

attributes and the dependent cybersecurity budget values. The quantitative survey 

instrument that was used to obtain these data was introduced by Gordon et al. (See 

2015a). The instrument had been operationalized for measurement of these variables and 

was used in its unaltered form in the current study. Upon confirming the normality of the 

observed residuals, I analyzed these data to test a proposed predictive model of retail 

merchant internal control, cybersecurity risk, and competitive advantage as determinants 

of cybersecurity budget using multiple linear regression instead of logistic regression, the 

analysis tool proposed by Gordon et al. (2018). 

Multiple linear regression is useful for confirming relationships between variables 

in models in which one continuous outcome variable may be predicted by two or more 

continuous explanatory variables, as predicted via a single equation (J. Cohen, 1968; J. 

Myers, 2019). All independent variables within the model were operationalized as 

responses to individual survey questions, each measured on a Likert scale and 

represented as ordinal values. By transforming the value from these responses, I 

operationalized the dependent variable as the median value from each of the seven 

possible value ranges representing the percentage of information technology budget 

allocated for cybersecurity expenditures. This normally distributed variable was then 

treated as an ordinal continuous value. For these reasons, this data analytic approach was 
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appropriate for this study. The posited relationship between these variables is illustrated 

in Figure 1, showing the direct predictive relationship between each of these three 

independent variables to the single dependent variable (Table 1). 

Figure 1 

 

Modeled Relationship Between Variables 

  

 

Table 1 

 

Variables 

Variable name Variable type Variable code Data type 

Cybersecurity budget Dependent (DV) CB Ordinal (continuous) 

Internal control Independent (IV1) IC Ordinal  

Cybersecurity risk Independent (IV2) CR Ordinal  

Competitive advantage Independent (IV3) CA Ordinal  
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The dependent variable of cybersecurity budget was defined as the percentage of 

the respondent company’s annual budget allocated to cybersecurity capital investment 

and operational expenditures as a function of overall information technology budget. The 

independent variable of internal control (IC) was defined as the degree to which the 

respondent organization had expected benefits from cybersecurity expenditures 

associated with its need for reliable financial reports driven by the need for cybersecurity 

controls around an organization’s financial accounting systems, whether by strong 

internal management or in response to regulatory requirements. The independent variable 

of cybersecurity risk (CR) was defined as the degree to which the respondent 

organization had expected benefits from cybersecurity expenditures associated with 

identified impacts of a significant data security incident, calculated based on financial 

losses including both private costs and externality costs. The independent variable of 

competitive advantage (CA) was defined as the degree to which the respondent 

organization had expected benefits from cybersecurity expenditures associated with 

benefits received from the market based on its perceived cybersecurity posture. 

To confirm the proposed model, statistical analysis needed to demonstrate that, 

given a merchant profile consisting of all three independent perceptions taken together, a 

relationship existed by which management should be able to better predict the annual 

cybersecurity budget for that organization. That is, by regressing the cybersecurity budget 

as a percentage of IT budget on the merchant attitudes related to influence of internal 

control, cybersecurity risk, and competitive advantage, any variance in budget may be 
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explained by corresponding changes in these other three factors as demonstrated by the 

proposed model.  

Methodology 

The methodology for this study was a nonexperimental quantitative internet-based 

approach including email-based recruitment to solicit respondents from a database of 

contacts constituting a sampling frame of random contacts within the population of U.S. 

retail merchants. Enrollment of respondents and informed consent took place online, and 

data collection was performed via reputable survey platforms using an existing survey 

instrument. 

Population 

The population of this study was private-sector store and nonstore retail 

merchants based in the United States. Nonretail private-sector industries, public sector 

organizations, and entities based outside of the United States may be able to obtain value 

from the concepts and principles found in this research, but baseline costs and attributable 

impacts may not be consistent to these organizations because they were omitted from the 

population and sampling frame. Generalizability of results outside of the identified 

population is discussed in Chapter 5. 

According to the U.S. Census Bureau (2021), retail organizations are 

establishments that self-report under the North American Industry Classification System 

(NAICS) as “Retail Trade” (NAICS Codes 44 or 45). Recent calculations indicated that 

there are between 1,050,175 (U.S. Census Bureau, 2021) and 1,818,112 (NAICS 

Association, 2022) retail establishments in the United States (x̄ = 1,434,143, n = 2). 
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Furthermore, for purposes of identifying those organizations whose cybersecurity 

requirements are subject to regulation under PCI DSS, merchants shall also be defined 

according to the definition provided by the PCI SSC as “any entity that accepts payment 

cards bearing the logos of any of the five members of PCI SSC (American Express, 

Discover, JCB, MasterCard or Visa) as payment for goods and/or services” (PCI Security 

Standards Council, 2016, p. 11). This additional descriptor will ensure that cash-only 

retailers are excluded from the population, minimizing the possibility of data skew that 

could occur from the disparate regulatory requirements imposed on those who accept 

credit cards from those who do not. 

Sampling and Sampling Procedure 

Two sampling approaches were taken to obtain sufficient responses from the 

target population. Both approaches included email-based recruitment. In the initial 

approach, I recruited directly from a dataset of contacts purchased from Data Axle, and 

respondents completed the survey on the SoGoSurvey platform. In the subsequent 

approach, I used a third-party recruitment service from Momentive called SurveyMonkey 

Audience, and respondents completed the survey on the SurveyMonkey platform. When 

procedural variations occurred, these are noted as “initial” and “subsequent” throughout 

the study. 

Sampling Frame 

The initial sampling frame consisted of 20,000 U.S. companies identified based 

on their classification as “Retail Trade” based on self-reported NAICS (Codes 44 or 45) 

on recent census and/or business registration documents selected randomly from a 
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database of U.S.-based businesses collected and maintained by the data source provider, 

Data Axle. Criteria for inclusion in this sample frame included the known presence of a 

senior-level contact (owner, president, executive director, principal, partner, chairman, 

board member, chief executive officer (CEO), chief operating officer (COO), chief 

financial officer (CFO), treasurer, controller, IT executive, operations executive, 

executive officer, IT, chief information officer (CIO)/chief technical officer (CTO), chief 

administrative officer, or executive) with a name and email address. Data Axle has 

confirmed that the dataset matches these criteria, including NAICS code, revenue, and 

title as output fields. Data Axle maintains its database through active research of U.S.-

based organizations and selects based on specified criteria, narrowing the record subset 

using a systematic random sampling process to maximize internal and external validity 

from the available pool (Data Axle, 2020). Organizations belonging to retail types that do 

not commonly accept credit cards (automobile and other motor vehicle dealers) and 

contacts that have requested to be removed from the database were excluded from the 

initial sampling frame. The subsequent sampling frame comprised individuals selected 

from the Momentive subscriber pool matching the following demographics, which 

aligned to the criteria used for the initial sampling frame:  

• country: United States;  

• industry: retail and consumer durables;  

• job function: management; and 

• job level: owner/executive/C-level, senior management, middle management, 

intermediate. 
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Data Set 

For the initial recruitment procedure, I purchased a 20,000-record data set from 

Data Axle (formerly InfoUSA) matching the stated criteria for $3,960.00 on January 29, 

2016. The data set included company name, contact name, title, and email address, and 

was based on all selection criteria. These records represented organizations gathered by 

Data Axle from numerous data sources and were confirmed to be up to date at the time of 

purchase, thereby improving the likelihood that the recruiting procedure would result in a 

random sample from within the target population (see Data Axle, 2020). Due to the age 

of the data (5 years at the time of its use), analysis was performed to estimate the number 

of valid organizations and contacts, thereby providing confidence that this data set would 

support the minimum sample size. 

Business closures naturally and proportionally reduced the number of 

organizations in the data set. The mean number of retail store closures in the United 

States was 14,187 per year for calendar years 2017–2019 (n = 3; Statista, 2020). With the 

ongoing COVID-19 pandemic, it was difficult to predict store closures for 2020 at that 

time; however, estimates placed this number between 7,500 and 12,000 (H. Peterson, 

2020) and between 20,000 and 25,000 (x̄ = 16,125; n = 4; Statista, 2020). Extrapolating 

from these values, I projected that 5.0% of the organizations in the data set would no 

longer be in business when recruitment began: 

 
(14,187×4)+(16,125)

1,444,184
= 5.0% (1) 

In addition, random and proportional attrition of management contacts would have 

reduced the number of active contacts within this data set (S. L. Peterson, 2007). 
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Management attrition ranged between 25% and 30% between 2016 and 2020 (Work 

Institute, 2019; x̄ = 27.5%, n = 2). At these rates, it was estimated that the existing 

records would result in 3,805 valid records: 

 (20,000) × (100% − 5.0%) × (100% − 27.5%)5 = 3,805 (2) 

Common response rates for a survey of this size, estimated by Gordon et al. (2015a) to 

take no longer than 20 minutes to complete, were expected to receive a response rate of 

approximately 24.5% (Galesic & Bosnjak, 2009). Among those with valid information, I 

expected to receive responses from approximately 932 respondents, which was deemed 

more than sufficient to meet the minimum sample size based on the power analysis: 

 n = 3,805 × 24.5% = 932 (3) 

In the original use of the instrument among major corporations in the U.S. critical 

infrastructure industry, Gordon et al. (2015a) achieved a 10% response rate. This would 

have been sufficient for the current study; however, I anticipated less resistance among 

the desired respondents from the target population of all retail organizations, which 

should have resulted in a response rate more consistent with that found by Galesic and 

Bosnjak (2009). 

For the subsequent recruitment approach, the data set was maintained by 

Momentive and comprised more than 144 million contacts in at least 130 countries, each 

identified by 50 attributes that may be selected for incentivized participation (Momentive, 

2021c). Respondents are incentivized for their participation by directing a small donation 

from Momentive of 50 cents to the charity of their choice (Momentive, 2021a). For this 

paid recruitment procedure, I purchased a one-time survey response campaign with a 
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target of 60 responses from Momentive (formerly SurveyMonkey) matching these criteria 

for $1,540.00 on August 3, 2021. No data set was provided, and all respondents’ 

identities were kept anonymous; however, Momentive confirmed through independent 

validation that the respondent cohort may be considered a quality selection with a strong 

satisficing likelihood from the target population based on the campaign criteria 

(Momentive, 2021a, 2021d). 

Groups 

Neither the population nor respondents were divided or assigned into any groups. 

When demographic information was collected within the survey (Questions A–D), these 

data were used for review of participant demographics and post hoc analysis and 

discussion of results’ generalizability.  

Power Analysis 

For this multiple regression analysis, a priori power analysis and sample size 

estimation were performed using estimated f2 and calculated using effect size for multiple 

regression analysis using the calculator provided by Soper (2021) leveraging power 

analysis methodology proposed by J. Cohen (1968). 

A priori sample size calculations were performed using power analysis based on 

multiple linear regression analysis with three predictors and assumed results consistent 

with those reported by Gordon et al. (2018). Gordon et al. (2018) did not disclose 

goodness of fit, but since all alternative hypotheses were deemed to be supported at p < 

.10 it was reasonable to assume a significance level of α = .10. For this reason, I assumed 

a modest R2 value of 0.2, resulting in a relatively low effect size, f2 = 0.25:  
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 𝑓2 =
𝑅2

1−𝑅2 =  
(0.2)

1−(0.2)
=  0.25  (4) 

Using this forecasted minimum effect size with a statistical power of 0.9 and alpha level 

of α = .05, I calculated a target sample size of n = 61 (Soper, 2021). 

Procedures for Recruitment, Participation, and Data Collection (Primary Data) 

Participant Selection 

All participants in the initial and subsequent recruitments were selected using 

email recruitment methods. Contacts with management job roles were targeted for 

recruitment to increase likelihood of knowledge of cost and compliance initiatives; 

however, respondents’ role selection was not a condition for inclusion or exclusion. The 

default roles contained within the initial sampling dataset include titles such as owner, 

CEO, CIO/CTO, CISO, as well as middle management positions that commonly support 

the ongoing information technology and cybersecurity effort (e.g., IT director, 

compliance manager, credit card / payments manager). The subsequent recruitment 

allowed for identification of candidates based on general management job function as 

well as job role matching intermediate to senior management level, matching the 

selection criteria of the initial recruitment. 

The procedures for initial recruitment included sending an initial email to the 

sampling frame using the Walden email system and the email distribution system 

provided by the Momentive survey platform, followed by periodic reminder emails until 

sufficient responses are received. Email recipients were informed that survey responses 

were de-identified by the survey platform to protect participant confidentiality from the 

researcher and were provided a link to continue enrollment.  
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Website 

In the initial recruitment approach each email-solicited response included a link to 

www.costofsecurity.com. I registered the costofsecurity.com domain name with a 

reputable domain name registrar and published a small website using SquareSpace. 

There, I displayed approved language informing visitors of my identity and credentials, 

the purpose of the current study, time commitments, risks, criteria, the voluntary nature 

of participation, and provided access to all necessary privacy and confidentiality 

disclosures. Given the sensitivity of disclosing financial and security information and my 

lack of relationship with the initial respondents, I considered it important that the 

confidentiality disclosure be plainly worded and clearly visible and that the respondent be 

immediately aware that no personally identifiable information would be obtained. This 

served to legitimize the current study and assuage any concerns of privacy or length of 

commitment. It also provided a memorable website address for those who may be unable 

to complete the survey in a single sitting, leveraging the continuation feature offered by 

SoGoSurvey using a cookie placed on the respondent’s computer. 

The subsequent recruitment approach was fully handled by the SurveyMonkey 

Audience platform, including reassurances of legitimacy, privacy, and suitable 

incentivization (Momentive, 2021b). Considering the existing trust relationship 

established by Momentive with its Audience response pool, and conditions of the 

SurveyMonkey Audience survey platform, respondents were taken directly to the online 

questionnaire, bypassing the costofsecurity.com microsite.  
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Enrollment 

For both recruitment approaches, all who responded to the email by clicking the 

provided link were taken to the survey containing the full text of the IRB-approved 

informed consent verbiage, acceptance of which was a programmatic condition for 

proceeding. This approach ensured permission was received from each respondent by 

requiring them to check “I agree, and wish to participate in this study” before becoming a 

participant in the study. A response of “I do not agree, or do not wish to participate in this 

study” ended the process immediately. Upon viewing the electronic consent, choosing to 

enroll from the website, and answering the qualification questions, the respondent was 

then able to complete the survey. 

Protection of Participants 

No vulnerable populations were targeted by the recruitment methods to be used in 

this research or expected to be disproportionally represented within the sampling pool of 

retail business leaders, although it is likely that some respondents were members of 

vulnerable communities. Because any such recruitment and participation by vulnerable 

populations (e.g., economically disadvantaged, non-English speakers) is purely by 

chance, risk was therefore minimal and no additional protection methods were required 

for protection of such populations. However, due to the sensitive data obtained related to 

enterprise security investment, additional procedures were put into place to proactively 

protect these data. All response data were entered directly into the online questionnaires 

provided by the SoGoSurvey (initial) or SurveyMonkey (subsequent) platforms, which 

offered secure entry and anonymity. The initial platform ensured this anonymity by 
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unlinking responses from any identifying information to which the researcher is given 

access (SoGoSurvey, 2021). The subsequent platform was configured to protect 

respondent identities by use of anonymous data collector (Momentive, 2021b). Data 

retrieval was performed only over secure HTTPS/TLS 1.2 connection to protect security 

of the data in transit between the platforms and the researcher. Analysis was performed 

only on the researcher’s computer using locally installed IBM® SPSS® Statistics v27 

statistical analysis software and all results were reported in summary form to prevent 

accidental disclosure of any identifiable information. 

Obtaining budget data related to cybersecurity investments may have been met 

with some resistance, especially from security-aware respondents who may have been 

skeptical of emails requesting sensitive information. Extra effort was therefore invested 

to reassure respondents of the validity of the researcher, the research, and the controls in 

place to protect response data.  

Respondents from the initial recruitment approach who chose to exit, either by 

completion of the survey or by canceling the survey, were immediately taken to a page on 

the www.costofsecurity.com website informing them that their participation has 

concluded and allowing them to request a copy of the final dissertation or contact the 

Walden IRB with any concerns about the ethics of the current study or researcher. 

Contact information obtained from this form was not linked to any value or metadata of 

the survey response (i.e., completion status, time, date, internet protocol address), thereby 

providing assurance of anonymity. 
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As part of the initial recruitment approach, each email included my full name and 

security certifications, each of which carries a code of ethics (ISC2, 2020), codes of 

professional ethics (ISACA, 2020), or codes of professional responsibility (PCI Security 

Standards Council, 2014)). The website created at www.costofsecurity.com included a 

posted privacy policy and contact information for the Walden University Institutional 

Review Board. The emails, website, and informed consent also explained the 

SoGoSurvey guaranteed anonymity feature and other procedures used to protect the 

respondent and their data. The subsequent recruitment did not allow for such verbal 

reassurances; however, the appropriate IRB and researcher contact information was 

included within the approved informed consent verbiage. 

Data Collection 

The data collection process was facilitated through an internet-based 

questionnaire. Upon collection of the minimum number of responses the data, was 

downloaded to the researcher’s personal computer and maintained securely on an 

encrypted disk volume while it was analyzed using IBM® SPSS® Statistics v27. After 

analysis, the anonymized data was encrypted within a compressed file and will be stored 

securely in a personal Dropbox file repository for 3 years, at which time it will be 

permanently deleted from all locations in accordance with Walden University retention 

policies. 

Survey Administration 

For those who chose to enroll, completion of a short online survey was required, 

based on the existing instrument introduced by Gordon et al. (2015a), which has been 
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reviewed for validity and reliability for collection of the data described. In its original 

use, the survey was estimated to take “no longer than 20 minutes to complete” (Gordon et 

al., 2015a, p. 118). This survey was administered through an online questionnaire 

platform provided by SoGoSurvey and SurveyMonkey, two reputable online survey 

systems. After receiving the email sent to the list of pre-qualified executives from retail 

organizations, the respondent was asked to review the informed consent and confirm 

membership in the population before being allowed to enroll. 

Upon enrollment, the respondent completed a web-based version of the 

Department of Homeland Security (DHS) Sponsored Survey on Cybersecurity 

Investments by Firms in the Private Sector survey instrument (Gordon et al., 2015a). This 

survey administered by the SoGoSurvey and SurveyMonkey platforms included 

participant protections such as transport layer security (TLS) encryption and respondent 

anonymity controls to ensure privacy and confidentiality. Each question was transcribed 

to the respective survey platform verbatim, matching the layout, language, and workflow 

as described by Gordon et al. (2015a) to preserve the tested validity and reliability of the 

original instrument. 

Upon completion of the survey, the respondent was returned to a “thank you” 

page—either on www.costofsecurity.com or on www.surveymonkey.com—informing 

them that their participation has concluded. No follow-up was performed. 

Instrumentation and Operationalization of Constructs 

The instrumentation for this study was the Department of Homeland Security 

(DHS) Sponsored Survey on Cybersecurity Investments by Firms in the Private Sector 
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survey (Gordon et al., 2015a). Preliminary approval for use of this instrument was 

obtained from its authors (L. Gordon, M. Loeb, W. Lucyshyn, & L. Zhou, personal 

communication, January 2, 2020; see Appendix C), conditional only IRB approval which 

was subsequently obtained. The contents of the instrument may be found in its entirety 

within Appendix D.  

As part of the original publication of this instrument for the U.S. Department of 

Homeland Security, Gordon et al. conducted a pilot study to ensure the instrument’s 

reliability and validity, including “appropriate” revisions to incorporate feedback from 

that study (2015a, p. 117), which involved review by five executives with experience in 

related cybersecurity matters (Gordon et al., 2018). No specific reliability or validity 

values were shared. 

The instrument has been used in previous research to describe challenges among 

CFOs and CIOs of organizations within industries focused on U.S. national infrastructure 

(n = 171; Gordon et al., 2015a), and again to analyze the degree to which each of these 

determinants impacts the corresponding security budget (n = 158; Gordon et al., 2018). 

The latter results were statistically significant (p < .10), confirming face validity of the 

instrument for the construct and variables it was intended to measure. 

Operationalization of Variables 

The variables to be used in this current study were operationalized by the 

following responses received by the survey instrument: 
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Internal Control 

This variable, IC, was operationalized as the response to question F-16: “F. For 

the following set of statements, indicate your level of agreement/disagreement by circling 

the number provided to the right of the statement. All answers should be in the context of 

the organization in which you work.” “16. Cybersecurity is an important component of 

my organization’s approach to the internal controls of financial reporting systems.” 

The value of the response was selected from a Likert scale ranging from 1 to 7, 

denoting agreement from “strongly disagree” to “strongly agree”. For example, if a 

respondent had chosen “1”, this variable would have been assigned the value of 1, which 

represents the respondent’s strong disagreement with the statement that “cybersecurity is 

an important component of my organization’s approach to the internal controls of 

financial reporting systems.” This variable was treated as an ordinal value. 

Cybersecurity Risk 

This variable, CR, was operationalized as the response to question F-18: “F. For 

the following set of statements, indicate your level of agreement/disagreement by circling 

the number provided to the right of the statement. All answers should be in the context of 

the organization in which you work.” “18. In determining the risk associated with 

cybersecurity breaches, my organization considers the largest potential loss.” 

The value of each response was selected from a Likert scale ranging from 1 to 7, 

denoting agreement from “strongly disagree” to “strongly agree”. For example, if a 

respondent had chosen “6” for F-17, this variable would have been assigned the value of 

6, which represents that the respondent somewhat agrees that decisions regarding 
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cybersecurity expenditures are based expected value from loss. This variable was treated 

as an ordinal value. 

Competitive Advantage 

This variable, CA, was operationalized as the response to question F-4: “F. For 

the following set of statements, indicate your level of agreement/disagreement by circling 

the number provided to the right of the statement. All answers should be in the context of 

the organization in which you work.” “4. The expected benefits from cybersecurity 

expenditures take into consideration the potential competitive advantage derived from 

strong cybersecurity within your organization.” 

The value of the response was selected from a Likert scale ranging from 1 to 7, 

denoting agreement from “strongly disagree” to “strongly agree”. For example, if a 

respondent had chosen “7”, this variable would have been assigned the value of 7, which 

represents the respondent’s strong agreement with the statement that the expected 

benefits from cybersecurity expenditures take into consideration the potential competitive 

advantage derived from strong cybersecurity within your organization.” This variable 

was treated as an ordinal value. 

Cybersecurity Budget 

This variable, CB, was operationalized as the interpolated median value within 

the ranged response to question E: “E. Approximately what portion of your firm’s IT 

budget is devoted to cybersecurity related activities (circle the correct answer)? 1-2%, 

3-5%, 6-8%, 9-11%. 12-15%, 16-20%, Greater than 20%” 
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For example, if a respondent had chosen “6-8%”, this variable would have been 

transformed to the value “7%”, because this is the median value within this range. No 

responses of “Greater than 20%” were obtained, therefore all transformed values were 

discrete. During preliminary data analysis, the ordinal values for this variable were 

plotted to evaluate the distribution between the ranges, and if sufficiently normal, were to 

be treated as an ordinal continuous outcome value for primary analysis using multiple 

regression (D. R. Johnson & Creech, 1983; Snijders & Bosker, 2011). 

Data Analysis Plan 

The data informed analysis for the research question and hypotheses each pertain 

to the proposed model that explains allocation of cybersecurity budget based on an 

organization’s internal control, cybersecurity risk, and competitive advantage: 

RQ: What relationships exists between internal control, cybersecurity risk, 

competitive advantage, and cybersecurity budgets among U.S. retail merchants? 

H0: There is no relationship between the independent variables of internal control 

(IV1), cybersecurity risk (IV2), and competitive advantage (IV3) and the dependent 

variable of cybersecurity budgets among U.S. retail merchants (DV): β1 = β2 = β3 = 0. 

Ha: At least one of the independent variables of internal control (IV1), 

cybersecurity risk (IV2), and competitive advantage (IV3) are useful in explaining and/or 

predicting cybersecurity budgets among U.S. retail merchants (DV): At least one of these 

inequalities is true β1 ≠ 0, β2 ≠ 0, β3 ≠ 0. 
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H01: There is no relationship between the independent variable of internal control 

(IV1) and the dependent variable of cybersecurity budgets among U.S. retail merchants 

(DV): β1 = 0. 

Ha1: The independent variable of internal control (IV1) is useful in explaining 

and/or predicting cybersecurity budgets among U.S. retail merchants: β1 ≠ 0. 

H02: There is no relationship between the independent variable of cybersecurity 

risk (IV2) and the dependent variable of cybersecurity budgets among U.S. retail 

merchants (DV): β2 = 0. 

Ha2: The independent variable of cybersecurity risk (IV2) is useful in explaining 

and/or predicting cybersecurity budgets among U.S. retail merchants: β2 ≠ 0. 

H03: There is no relationship between the independent variable of competitive 

advantage (IV3) and the dependent variable of cybersecurity budgets among U.S. retail 

merchants (DV): β3 = 0. 

Ha3: The independent variable of competitive advantage (IV3) is useful in 

explaining and/or predicting cybersecurity budgets among U.S. retail merchants: β3 ≠ 0. 

To support this analysis, the data analysis was performed as follows: 

Data Cleaning 

Upon conclusion of the data collection phase, the data were exported from 

SoGoSurvey and SurveyMonkey as CSV files, which were then transformed and 

imported into IBM® SPSS® Statistics v27. Each of the three independent variables were 

tested for normal distribution. These values were thus represented as continuous values 
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so that analysis of these data could be performed using multiple regression, and to 

support data cleaning activities.  

Outliers were considered for removal by performing a scatter plot of each of the 

independent variables against the dependent variable and observing data points. The 

aggregate results of the survey were then checked for common sources of error such as 

multicollinearity, heteroscedasticity of residuals, and the existence of any unidentified 

external variables before being analyzed for the existence of correlations among the 

variables within the model. The data were also checked for autocorrelation and normal 

distribution to ensure appropriate fit of collected data to the model, and appropriate use of 

the chosen parametric statistical analysis methodology. Other than the conversion of 

cybersecurity budget category into ordinal continuous integer values for multiple 

regression analysis, no other data transformations were necessary. 

Descriptive Statistics 

Before performing detailed analysis and hypothesis testing, a review of 

descriptive statistics provided a valuable cross-section of the retail industry that may aid 

merchants seeking to conduct benchmark analysis of its own cybersecurity budgets 

against those found within this industry data set (Pham Evans et al., 2012; Stapenhurst, 

2009). The regression equation generated from the resulting model demonstrates how the 

outcome response changes with respect to these three predictor variables. Furthermore, 

the coefficient of determination (R2) and individual weights were tested for statistical 

significance to ensure the research question was answered with a higher degree of 

confidence. 
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Hypothesis Testing 

I then evaluated the omnibus hypothesis (H0) to test the existence of a relationship 

between the three predictors (independent variables) and the outcome (dependent 

variable). After first confirming the assumptions of normality, absence of 

multicollinearity, absence of autocorrelation, and homoscedasticity of residuals, the data 

were tested using multiple linear regression analysis, resulting in values for the intercept 

constant (𝛽0)), variable coefficients (𝛽1, 𝛽2, 𝛽3) for the following regression formula, with 

𝜀 representing the error in the predicted model (D. R. Johnson & Creech, 1983; Snijders 

& Bosker, 2011): 

 CB = 𝛽0 + 𝛽1IC + 𝛽2CR + 𝛽3CA + 𝜀 (5) 

The coefficients table from the regression analysis were reviewed for intuitive 

unstandardized coefficients (signifying at least some portion of CB as being explained by 

one or more of IC, CR, and CA), with α = .05. Additionally, I performed an analysis of 

variance (ANOVA) between the observed model and evaluated the F-statistic to confirm 

the model fit to the observed data. To reject the omnibus null hypothesis, these conditions 

were to have been met by at least one coefficient. 

Post Hoc Analysis 

After performing the omnibus hypothesis test and confirming the significance of 

the finding using the ANOVA F-test, post-hoc analysis was performed to evaluate each 

of the individual hypotheses (H01, H02, H03), testing for the existence of individual 

relationships as possible sources of difference within the model. This approach provided 
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insight into how and to what degree each individual predictor (IC, CR, and CA) 

contributed to the outcome of cybersecurity budget (CB). 

Threats to Validity 

External Validity 

The degree to which the results of this current study may be generalized to other 

U.S.-based retail merchants for identifying determinants of cybersecurity budget depends 

greatly on the statistical significance of the resulting regression coefficients, introduction 

of selection or response biases, and the ability for researchers to replicate the study. 

The strength of the outcomes of the statistical analysis are subject to the 

suitability of the proposed regression model for describing the relationship of 

cybersecurity budgets (as a function of total information technology allocation), and are 

largely dependent upon aspects of internal control, cybersecurity risk, and/or competitive 

advantage. Insufficient statistical power as observed by analysis of the data collected 

within this current study would threaten the external validity of these results and the 

explanatory power of the proposed model. 

In addition, it is possible for external validity to be threatened by biases which 

may enter the process due to the age of the initial recruitment dataset being used. It was 

my assumption that errors would enter the dataset randomly and proportionally to all 

other traits (that is, larger organizations are equally as likely to go out of business as 

smaller companies; employees are equally likely to attrite from companies located in the 

Western United States as they are from companies in the Midwest). Where this 

assumption may have been incorrect, selection bias may have been possible, skewing 
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responses towards companies with less turnover, or company staying power. Where 

sufficient responses were obtained to ensure statistical significance, this bias may have 

been minimized. Furthermore, this bias is acknowledged as a potential threat to external 

validity and discussed in Chapter 5. 

Finally, the replicability of this study also depended on the rigor of the research 

design and administration. Within the research methodology section, numerous controls 

were detailed to ensure that the recruitment, enrollment, and data collection were clearly 

defined and replicable. These controls, specifying population attributes, dataset criteria, 

email recruitment, website enrollment, and survey completion may have aided in 

facilitating replication of this study.  

Internal Validity 

This research was based on a non-experimental design and was thus subject to 

fewer issues of internal validity that might otherwise have arisen during test-retest or 

interventional studies or experimental designs. The instrument and the administration of 

the survey thus comprised the greatest threats to internal validity. 

Although validity coefficients were not provided for this instrument, Gordon et al. 

(2015a) have attested to its validity. Instrument validity for this intended use could have 

been assessed in several ways, including content, response process, relationships to other 

variables, and consequences (Sullivan, 2011). Similarly, response validity was confirmed 

by adding a single question after the end of the survey requesting “feedback, suggestions, 

or issues you had from completing this survey,” the responses to which demonstrated that 

respondents understood the questions and felt their responses were accurately recorded.  
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As with validity coefficients, no reliability coefficients were available for this 

instrument. DeVon et al. (2007) identifies two tests necessary to measure the reliability of 

an instrument: stability and equivalence. Stability reliability testing is generally 

performed during field and pilot testing, where field test panelists may raise concerns 

about inter-rater reliability, or consistency in measurement from one self-reporting 

participant to the next. A moderately-high coefficient of determination from the current 

study’s resulting analysis (R2 > .75) serves as a reasonable confirmation of the stability of 

the instrument to consistently capture organizational traits between diverse participants 

and survey administration method. Equivalence reliability was not applicable for this 

instrument, as no two values within the instrument measured the same construct. 

Construct Validity 

Construct validity is the accuracy with which a construct is empirically measured, 

that is, how well the operationalizations of the identified variables measure the 

underlying concepts of internal control, cybersecurity risk, competitive advantage, and 

cybersecurity budgets. This threat was minimized by using the instrument and variable 

definition that had already undergone multiple use (Gordon et al., 2015a, 2018), peer 

review, and journal publication.  

Ethical Procedures 

The second Belmont principle of beneficence dictates that all risks and benefits be 

identified to the respondents, and that these risks justify the research (National 

Commission for the Protection of Human Subjects of Biomedical and Behavioral 

Research, 1979). The nature of this research required that financial information be 
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gathered (gross revenue and cybersecurity budget), which represented a minimal 

financial or commercial risk to some potential respondents. Disclosing financial 

information can be a concern, and thus it was important that respondents received 

reassurance that these data were to be treated with the utmost confidentiality. 

Confidentiality was addressed by utilizing TLS 1.2 for the survey submission itself 

(Witte et al., 2000), and removing all identifiers via the certified anonymity and 

anonymous data collector functions available on the respective survey platforms 

(Momentive, 2021b; SoGoSurvey, 2021). 

Another source of risk was the potential for inadvertent breach of confidentiality 

due to indirect identification of respondents. This risk was communicated within the 

informed consent, including mitigation efforts such as ensuring all responses are 

aggregated and presented in summary form within the discussion of actual responses. No 

certificate of confidentiality was required because the respondents were not in physical or 

financial harm where this data may have caused identification to occur within the context 

of compulsory data release due to civil or criminal investigation. 

The research proposal was reviewed and approved by the Walden University 

dissertation chair, dissertation committee, and university research reviewer for research 

design and methodology in conjunction with compliance to the university’s prescribed 

dissertation process. Approval was obtained from the Institutional Review Board (IRB) 

considering research ethics and scientific merit prior to collection of data (approval 

number 05-05-21-0998178). Two additional data collection modifications were 
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subsequently submitted and approved by IRB before reaching a sufficient number of 

responses. 

Summary 

The research design for this current study supported a thorough research 

methodology. The population accurately represented the U.S. retail merchant industry, an 

audience whose membership may benefit from the outcomes proposed herein. The 

sampling procedures were appropriate for the data collection approach, and adequate to 

ensure sufficient sample size for statistically significant results. The data collection 

approach included email recruitment, website enrollment, and platform-based survey 

administration, reflecting a thorough and professional design suitable for the desired 

audience. The use of an existing survey instrument ensured valid operationalization of the 

variables necessary to test the proposed regression model. Finally, the data analysis 

techniques including descriptive, evaluative, and post-hoc statistical tests ensured that the 

research question and hypotheses were fully tested, providing insight for discussion and 

future research. In the next chapter, I include the results of the data collection and 

detailed analysis of the findings. 
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Chapter 4: Results 

The purpose of this nonexperimental quantitative study was to describe the 

relationships between cybersecurity budget and management perceptions related to 

internal control, cybersecurity risk, and competitive advantage within U.S.-based retail 

merchant organizations. The goal of this research was to help business leaders, 

compliance managers, and security administrators better understand what relationships 

exist between internal control, cybersecurity risk, competitive advantage, and 

cybersecurity budget, enabling them to evaluate more reliably the prioritization of 

investment in cybersecurity initiatives using real cost theory and decision analytics. I 

tested whether at least one of the independent variables of internal control (IC), 

cybersecurity risk (CR), and competitive advantage (CA) were useful in explaining 

and/or predicting cybersecurity budgets (CB) among U.S. retail merchants. 

This chapter is divided into two sections. Data collection contains a description of 

the process by which data were obtained, including timeline, recruitment, and response 

rates. I also describe the size, power analysis, demographics, central tendency, and other 

descriptive statistics of the population sampled. In the second section, study results are 

presented, including the outcomes of the hypothesis testing, confirmation of assumptions, 

probability values and confidence intervals for each statistic used, effect size of each 

relationship as empirically observed, and the acceptance or rejection of each null 

hypothesis.  
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Data Collection 

Upon receipt of IRB approval, I commenced data collection by sending initial 

20,000 recruitment emails, followed by multiple rounds of reminder emails over the 

course of 5 weeks. The initial data collection resulted in 30 usable responses. Over the 

ensuing 6 weeks, two IRB amendments were submitted due to insufficient responses to 

the initial approach, resulting in approval to perform the subsequent paid recruitment 

using SurveyMonkey Audience. This subsequent approach resulted in 72 additional 

responses in 1 week’s time. In all, data collection required 12 weeks to complete, 

resulting in 66 valid and usable responses, which included acceptance of the informed 

consent and a response for the dependent variable (CB) and at least one of the three 

independent variables (IC, CR, or CA).  

During the data analysis for the individual hypotheses, cases were excluded 

listwise due to the omission of the tested dependent variables, resulting in analyses being 

run only on cases with complete sets of data relative to the variables evaluated (H01 

n = 61, H02 n = 61, and H03 n = 63). Similarly, for evaluation of the omnibus hypothesis, 

54 cases provided responses including all four variables in the regression model. When I 

reviewed descriptive statistics related to these variables, the number of cases was also 

affected due to the necessary listwise exclusion of cases lacking response for the 

respective variables. No discrepancies in the data collection occurred from the research 

plan as amended and approved by the committee and IRB.  
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Study Results 

In this section, I review the descriptive characteristics of the sample related to the 

population of retail merchants, evaluate the statistical assumptions for use of the 

statistical analysis techniques, and review the procedures and outcomes by which the four 

hypotheses were tested using multiple linear regression. In addition, the results are 

provided for each of the research hypotheses.  

Descriptive Statistics 

The analyzed sample comprised 66 retail merchant organizations from the 

sampling pool of over 20,000 contacts. To confirm that the sample was representative of 

the target population, I compared response frequencies for demographic questions related 

to company size to frequencies found in data tables published as part of the latest census 

data (U.S. Census Bureau, 2020, 2021). Visualizations of employee count and revenues 

comparing census data for the defined population, with corresponding demographic data 

from the sample set, are provided in Figures 2 and 3. Not all revenue and employee 

ranges were available from the census data, so histogram bins were combined to align the 

population and sample and compare frequencies. These distributions provided visual 

confirmation that the respondent organizations were demographically diverse. However, 

the randomly obtained sample data were not representative of all subsets of the target 

population, because due to the limited sample size, the proportion of samples from larger 

organizations exceeded those in the population.  
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Figure 2 
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Among U.S. retail organizations, the mean CB was observed to be 5.183% of the 

organization’s total information technology budget, with a standard deviation of 4.198%. 

When evaluating the three survey response components intended to predict this value, I 

found the mean response values for IC and CR were both 4.46, with IC having a standard 

deviation of 1.608, while the standard deviation of CR was 1.728. The mean response 

value for CA was 4.83, with a standard deviation of 1.530, indicating more consistent 

responses to the corresponding survey question (see Table 2). 

Table 2 

 

Descriptive Statistics for Model Variables 

 N Minimum Maximum Mean Median Std. 

Deviation 

CB 63 1.5% 18.5% 5.183% 4.00 4.198% 

IC 61 1 7 4.46 4.00 1.608 

CR 61 1 7 4.46 5.00 1.728 

CA 63 2 7 4.83 5.00 1.530 

 

Power Analysis 

In conjunction with the multiple regression analysis, a statistical power analysis 

was performed. This calculation was based on the observed coefficient of determination 

value of the initial regression analysis (R2 = .162), the number of predictors (N = 3), and 

the observed significance from the ANOVA test of the model (p = .030; see Table 10). 

Observed statistical power was calculated at 0.750, corresponding to 𝛽 = 0.250 (J. 

Cohen, 1968, 2013; Soper, 2021). 
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Survey Administration 

Among valid responses received, 22.72% of respondents completed the survey via 

SoGoSurvey, and the balance (77.28%) were collected via SurveyMonkey Audience (see 

Table 3). Due to anonymity settings on the online survey platforms, it was not possible to 

determine how many members of the sample pool attempted to complete the survey but 

withdrew before finishing. 

Table 3 

 

Recruitment Method 

 Platform Total 

frequency 

Total 

percentage 

Valid 

frequency 

Valid 

percentage 

 

Initial SoGoSurvey 30 29.41% 15 22.72% 

Subsequent Survey Monkey 72 70.59% 51 77.28% 

Total  102 100.00% 66 100.00% 

 

Demographics 

The participants were recruited using criteria that ensured responses from 

knowledgeable individuals within each retail merchant organization. The approved 

survey instrument included the option for all respondents to select the title that best 

described their position within their organization or supply their job role. I grouped 

custom-entered job roles based on common job types and reviewed these responses to 

understand the demographic profile of my survey respondents. Among valid responses, 

most prominently represented positions were CEO (n = 15; 22.73%), systems 

administration (n = 8; 12.12%), general managers and store managers (n = 7; 10.61%), or 
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no response (n = 13; 19.70%). Other roles included management in finance, privacy, 

security, and ecommerce (see Table 4). 

Table 4 

 

Participant Roles 

 Frequency Percentage Cumulative 

percentage 

 

CEO 15 22.73% 22.73% 

CFO 4 6.06% 28.79% 

Chief Privacy Officer 2 3.03% 31.82% 

CIO 2 3.03% 34.85% 

CSO (Chief Security Officer) / Security Officer 1 1.52% 36.36% 

Systems Administrator 8 12.12% 48.48% 

Other: Assistant Manager / Assistant Sales 

Manager / Supervisor 

4 6.06% 54.55% 

Other: eCommerce Manager 1 1.52% 56.06% 

Other: General Manager / Store Manager / 

Manager / Management 

7 10.61% 66.67% 

Other: Owner / Co-owner / Owner, Operator 4 6.06% 72.73% 

Other: Regional Manager 1 1.52% 74.24% 

Other 4 6.06% 80.30% 

 No Response 13 19.70% 100.00% 

 Total 66 100.00%  

 

Organizations varied in employee count (see Table 5) and revenue (see Table 6). 

Smaller companies comprised the largest response group by both measures (1–99 

employees, n = 29; under $10 million, n = 30), but all tiers were well represented, with 

medium-size retail companies comprising over 37% by both employee count and revenue 
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(100–49,999 employees, n = 26; $10 million to $1 billion, n = 25). The largest retailers 

were also well represented (50,000 or more employees, n = 11; over $1 billion, n = 10). 

Table 5 

 

Employee Count 

 Frequency Percentage Cumulative 

percentage 

 

1–99 29 43.94% 43.94% 

100–499 4 6.06% 50.00% 

500–1,499 5 7.58% 57.58% 

1,500–9,999 12 18.18% 75.76% 

10,000–49,999 5 7.58% 83.33% 

50,000 or more 11 16.67% 100.00% 

No response 0 0.00% 100.00% 

Total 66 100.0%  

 

Table 6 

 

Gross Annual Revenue 

 Frequency Percentage Cumulative 

percentage 

 

Under $10 million 30 45.45% 45.45% 

$10 million to $99 million 16 24.24% 69.70% 

$100 to $1 billion 9 13.64% 83.33% 

Over $1 billion 10 15.15% 98.48% 

No response 1 1.52% 100.00% 

Total 66 100.00%  
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Review of demographics confirmed a representative sample of knowledgeable 

personnel from U.S. retail organizations of various size, supporting the intended analysis 

approach and confirming external validity for the larger population from which the 

sample was obtained. 

Statistical Assumptions 

Before testing the data, I explored key assumptions of normality of residuals, 

linearity, noncollinearity, and homoscedasticity to ensure suitability for the selected 

statistical analysis and to support assertions of research validity.  

Outliers 

Initial review of the histogram of standardized residuals (see Figure 4) revealed 

only two cases that fell near three standard deviations from the mean standardized 

residual, suggesting that no significant variance was found from the observed model. A 

scatterplot of regression standardized predicted values to the standardized residual for the 

corresponding case (Figure 5) similarly did not result in extreme outliers. Finally, the 

data set was also visually reviewed for the existence of clear outliers that may have 

negatively influenced the results of the analysis, and none were found.  
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Figure 4 

 

Histogram of Standardized Residuals Used to Visualize Outliers 
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Figure 5 

 

Scatterplot of Residuals and Predicted Values to Identify Outliers and Visualizing 

Assumption of Homoscedasticity. 

 
 

Testing Assumptions 

The use of multiple linear regression as a statistical analysis technique requires a 

data set that meets my stated assumptions of normality, homoscedasticity, 

multicollinearity, and independence of errors. These were tested using visualizations and 

data analysis to confirm basic assumptions, in order to ensure validity of the resulting 

conclusions.  

Normal Distribution of Errors. Regression analysis is a parametric test and 

assumes that all errors from the regression are normally distributed. Normality may be 

visualized on histograms, frequency distributions, and data plots for a qualitative 

assessment, but a more accurate test of normality is provided by way of observing a 
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histogram of standardized residuals and reviewing skewness and kurtosis statistics for 

signs of non-normality. The histogram shows that the fit of the residuals to the normal 

probability curve is positively skewed (see Figure 4). This is further visualized via a P-P-

plot (Figure 6) with a dip to the right, which is also consistent with a sample distribution 

that is skewed slightly to the right. The measured level of skewness was .835 with 

kurtosis of .340 (see Table 7), and because these values exceed neither threshold for 

excess kurtosis nor skew (±1.96 for p < .05), the evidence confirms that the assumption 

of normality is met, and therefore justifies utilizing parametric analysis techniques to 

analyze these data (Mishra et al., 2019). 

Table 7 

 

Descriptive Statistics for Normality 

Statistic Category Value 

N Valid 

Missing 

54 

12 

Mean  0 

Std. deviation  .97128586 

Skewness  .835 

Std. error of skewness  .325 

Kurtosis  .340 

Std. error of kurtosis  .639 

Range  4.38112 

Minimum  -1.63455 

Maximum  2.74657 

 

Homoscedasticity. Homogeneity of variance, or homoscedasticity, connotes that 

error trends will not appear within the data indicative of poor uniformity of fit, thus 

impacting the validity of the regression model. Visualization was conducted of 

standardized predicted (expected) values to their standardized residuals using a 
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scatterplot (see Figure 5). The scatterplot points appear to broaden slightly as predicted 

value increases; however, the scatter plot appears to be free from significant concerns of 

heteroscedasticity (Vogt, 2007). 

Figure 6 

 

Testing Assumption of Normality With P-P Plot 

 

Multicollinearity. I assumed that the independent variables are uncorrelated, and 

that their impacts on the dependent are uniquely measurable. This assumption requires 

checking for indicators of collinearity between the independent variables, using such 

methods as correlation matrix and variance inflation factor (VIF; Greene, 2003). 

Correlation coefficients for each of the model variables are shown in Table 8 and appear 
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to show low amounts of correlation between all three independent variables 

(-.423 <= ρ <= -.276). VIF values were far below the threshold of 10 for all independent 

variables, which provides reassurance of the lack of multicollinearity (Senaviratna & 

Cooray, 2019) as shown in Table 9 (1.375 <= VIF <= 1.546).  

Table 8 

 

Coefficient Correlations 

Model IC CR CA 

1 Correlations 

IC 1.000 -.276 -.285 

CR -.276 1.000 -.423 

CA -.285 -.423 1.000 

a. Dependent Variable: CB 

 

Table 9 

 

Correlation and Collinearity Indices 

Model Variable Zero-

order 

Partial Part Tolerance VIF 

1 (Constant)      

 IC .383 .322 .311 .647 1.546 

 CR .153 -.101 -.093 .650 1.538 

 CA .252 .117 .108 .727 1.375 

a. Dependent Variable: CB 

Independence of Errors. The possible presence of autocorrelation was examined 

using the Durbin-Watson test (see Table 11), the presence of which might have indicated 

correlation between individual cases. The value of the Durbin-Watson statistic was 1.635, 

which is close to 2, thus indicating no substantial concern for autocorrelation. 
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Hypothesis Testing 

The primary means of testing the hypotheses was multiple linear regression, 

having confirmed the suitability of this parametric test and the dataset being analyzed. I 

compared the observed and predicted distributions using analysis of variance (ANOVA) 

in order to evaluate the omnibus hypothesis (Table 10). For the omnibus analysis, 12 

cases were excluded listwise due to missing responses for one or more independent 

variables (n = 54). 

Table 10 

 

ANOVAab 

Model Sum of squares df Mean square F Sig. 

1 

Regression 146.973 3 48.991 3.229 .030b 

Residual 758.662 50 15.173   

Total 905.634 53    

a. Dependent Variable: CB 

b. n = 54 

c. Predictors: (Constant), CA, CR, IC 

 

The alpha level of .05 was chosen as the threshold to reject a null hypothesis 

(p < .05). Such an alpha level accepts that there is a 1:20 probability that the observed 

data will result in rejecting a true null hypothesis (Type I error), a tolerance that 

demonstrates the viability of the model to support its accuracy in decision analysis as part 

of a larger strategic business analysis toolkit. This analysis was intended to answer the 

research question “What relationships exist between internal control, cybersecurity risk, 

competitive advantage, and cybersecurity budgets among U.S. retail merchants?” by 

testing one omnibus hypothesis and three individual hypotheses: 
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Omnibus Hypothesis Results 

H0: There is no relationship between the independent variables of internal control 

(IV1), cybersecurity risk (IV2), and competitive advantage (IV3) and the dependent 

variable of cybersecurity budgets among U.S. retail merchants (DV): β1 = β2 = β3 = 0. 

Ha: At least one of the independent variables of internal control (IV1), 

cybersecurity risk (IV2), and competitive advantage (IV3) are useful in explaining and/or 

predicting cybersecurity budgets among U.S. retail merchants (DV): At least one of these 

inequalities is true β1 ≠ 0, β2 ≠ 0, β3 ≠ 0. 

The results of the omnibus model evaluation were F = 3.229, p = .030, p < .05; 

R = .403, R2 = .162, R2adj = .112 (Tables 10 and 11). The omnibus null hypothesis (H0) is 

thus rejected. 

Table 11 

 

Omnibus Model Summary ab 

Model R R square Adjusted R 

square 

Std. error of the 

estimate 

Durbin-

Watson 

1 .403c .162 .112 3.8953 1.635 

a. Dependent Variable: CB 

b. n = 54 

c. Predictors: (Constant), CA, CR, IC 
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Table 12 

 

Omnibus Model Coefficientsab 

Model  Unstandardized 

coefficients 

Standardized 

coefficients 

t Sig. 95.0% confidence 

interval for B 

B Std. 

error 

beta Lower 

bound 

Upper 

bound 

1 

 (Constant) .248 1.925  .129 .898 -3.619 4.116 

 IC .983 .409 .387 2.404 .020 .162 1.804 

 CR -.277 .386 -.115 -.717 .477 -1.051 .498 

 CA .342 .411 .126 .832 .409 -.484 1.169 

a. Dependent Variable: CB 

b. n = 54 

 

Post-Hoc Analysis 

Additional post-hoc analysis was performed to evaluate the individual hypotheses, 

by assessing the significance of each dependent variable with respect to dependent 

variable: 

First Hypothesis Results 

H01: There is no relationship between the independent variable of internal control 

(IV1) and the dependent variable of cybersecurity budgets among U.S. retail merchants 

(DV): β1 = 0. 

Ha1: The independent variable of internal control (IV1) is useful in explaining 

and/or predicting cybersecurity budgets among U.S. retail merchants: β1 ≠ 0. 

The result of the first coefficient evaluation was t(53) = 2.404, p = .020 (Table 

12). As p < .05, the null hypothesis (H01) is thus rejected. 
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Second Hypothesis Results 

H02: There is no relationship between the independent variable of cybersecurity 

risk (IV2) and the dependent variable of cybersecurity budgets among U.S. retail 

merchants (DV): β2 = 0. 

Ha2: The independent variable of cybersecurity risk (IV2) is useful in explaining 

and/or predicting cybersecurity budgets among U.S. retail merchants: β2 ≠ 0. 

The result of the second coefficient evaluation was t(53) = -.717, p = .477, p > .05 

(Table 12). The null hypothesis (H02) is thus not rejected. 

Third Hypothesis Results 

H03: There is no relationship between the independent variable of competitive 

advantage (IV3) and the dependent variable of cybersecurity budgets among U.S. retail 

merchants (DV): β3 = 0. 

Ha3: The independent variable of competitive advantage (IV3) is useful in 

explaining and/or predicting cybersecurity budgets among U.S. retail merchants: β3 ≠ 0. 

The result of the third coefficient evaluation was t(53) = .832, p = .409, p > .05 (Table 

12). The null hypothesis (H03) is thus not rejected.  

Univariate Model Summary 

 Because only one of the individual null hypotheses was rejected, the model was 

adapted to contain only the single independent variable, IC, and the degree to which it 

predicts the dependent variable of CB. The regression analysis was then performed on 

this univariate linear regression model, including all cases within the sample set 
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containing both variables (n = 61). The results of are summarized in Tables 13, 14, and 

15. 

Table 13 

 

Univariate ANOVAab 

Model Sum of squares df Mean square F Sig. 

1 

Regression 23.803 1 23.803 10.369 .002c 

Residual 135.442 59 2.296   

Total 159.246 60    

a. Dependent Variable: CB 

b. n = 61 

c. Predictors: (Constant), IC 

 

Table 14 

 

Univariate Model Summary ab 

Model R R square Adjusted R 

square 

Std. error of the 

estimate 

Durbin-

Watson 

1 .387a .149 .135 1.515 .661 

a. Dependent Variable: CB 

b. n = 61 

c. Predictors: (Constant), IC 
 

 

Table 15 

 

Univariate Final Model Coefficientsab 

Model  Unstandardized 

coefficients 

Standardized 

coefficients 

t Sig. 95.0% confidence 

interval for B 

B Std. 

error 

Beta Lower 

bound 

Upper 

bound 

1 
 (Constant) .762 .576  1.322 .191 -.391 1.914 

 IC .392 .122 .387 3.220 .002 .148 .635 

a. Dependent Variable: CB 

b. n = 61 

 



101 

 

Summary 

In Chapter 4, the sampled data were analyzed for suitability for this study, 

including review of descriptive statistics, identification of outliers, and testing of multiple 

linear regression assumptions. The omnibus hypothesis was then tested to answer the 

research question; I rejected the omnibus null hypothesis (H0). I then conducted the post-

hoc analyses using multiple linear regression to determine which of the predictor 

variables were statistically significant in predicting the dependent variable; I rejected the 

first null hypothesis (H01), however I failed to reject the second null hypothesis (H02) and 

the third null hypothesis (H03). A univariate linear regression equation corresponding to 

the first alternative hypothesis (Ha1) was confirmed to be statistically significant, relating 

to the independent variable of internal control and the dependent variable of 

cybersecurity budget. In Chapter 5, these results will be discussed in light of the intended 

research objectives, including practical application of this research, its limitations, and 

recommendations for future research.  
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Chapter 5: Discussion, Conclusions, and Recommendations 

The purpose of this study was to describe the relationship between the dependent 

variable of cybersecurity budget and three determinants of internal control, cybersecurity 

risk, and competitive advantage within retail merchant organizations in the United States. 

The nature of the study was a nonexperimental quantitative correlational analysis using 

an email recruitment data collection approach to enlist a random sample of participants 

from this population. Response data were collected via an internet survey using a 

previously validated survey instrument. Data were tested for normality and analyzed 

using multiple linear regression techniques. The goal of the study was to confirm whether 

the posited model explained the relationship between the three predictors (internal 

control, cybersecurity risk, and competitive advantage) and the organization’s resulting 

cybersecurity budget. 

In Chapter 4, the results of this study were provided, including the statistical 

analysis of the resulting data sample and the resulting univariate model coefficients (see 

Table 15). The outputs from these analyses were used to develop a regression formula 

expressed in the format CB = 𝛽0 + 𝛽1IC, which detailed the observed relationship 

between these variables: 

 CB =  0.762% + (0.392% x IC) (6) 

Interpretation of Findings 

The first alternative hypothesis was that overall budget may be predicted in a 

nonrandom way by the manner in which internal control is framed by leaders within an 

organization. The extent to which this hypothesis reflects observation is the principal 
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value of the confirmed model, which demonstrates the predictive relationship between 

this easily measured aspect of the industry and organization’s culture and messaging, and 

its eventual prioritization of cybersecurity spending. Statistically speaking, the analysis of 

the model using ANOVA (see Table 13) resulted in a significant observed effect at the 

p < .05 level [F(1, 60) = 4.0012, p = .002], demonstrating a significant ratio of variance 

between the modeled fit and the general population. These statistics provide assurance 

that the linear relationship described by the coefficient and intercept within the model fit 

the sampled data. 

The coefficient of determination for the univariate linear regression analysis was 

relatively low (R2 = .149; see Table 14). When coupled with the ANOVA results, this 

indicates that, although reliable, the proposed model explains only 14.9% of the variance 

within the sample, leaving 85.1% of the variance unexplained by this variable. This is 

understandable and does not undermine the results of this study because there are many 

factors that contribute to budget decisions of this nature. Although the impacts of only 

one tested determinant on cybersecurity budget were found to statistically significant, 

further studies of these variables may result in more conclusions with increased 

explanatory power. Furthermore, the inclusion of additional variables represented by 

perceptions (measured by this instrument or other means) may improve the R2 value (e.g., 

by identifying whether an organization’s cybersecurity budget is directly impacted by its 

ability to accurately measure the probability of cybersecurity events or potential losses).  

Finally, the power analysis from the univariate regression test, using the ANOVA 

F test, resulted in an effect size of R2 = .149 or ƒ2 = .17509, with a statistical power of 
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.750, corresponding with 𝛽 = .250. This moderately high statistical power indicates a 

relatively low chance of making a Type II error (i.e., not rejecting a null hypothesis when 

it is false). In rejecting the null hypothesis, I am able to assert with some degree of 

confidence that the regression does have at least some explanatory power and thereby 

aids in addressing the original research question.  

Practically speaking, the regression formula is one of the key values of this 

research. Retail industry baselines have not been established for modeling budget from 

management perceptions. One useful impact of this study is its empirical measurement of 

current industry benchmark among current retail merchants. For example, for a merchant 

organization who is not subject to regulatory compliance requirements requiring strong 

internal control (e.g., IC = 1), this value may be inserted into the regression formula to 

calculate forecasted cybersecurity budget as 

 CB = 0.762% + (0.392% x 1) = 1.154% (7) 

 By contrast, for a merchant with a high compliance requirement (e.g., IC = 7), the 

organization baseline value for cybersecurity budget is 

 CB = 0.762% + (0.392% x 7) = 3.506% (8) 

Benchmarking cybersecurity budget to this baseline, then, is a matter of using the 

DHS Sponsored Survey on Cybersecurity Investments by Firms in the Private Sector 

assessment tool (see Appendix D) to determine a company’s perceptions related to 

cybersecurity driver of internal control and comparing this against the calculated value. 

The informative results produced by this study were a direct outcome of several 

contributing factors within the research design. A multivariate correlational study with a 
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nonexperimental design was well suited for gathering and analyzing existing perceptions 

from entities to test the proposed model (see Krotov, 2016). The instrument was designed 

and tested to capture the needed information in a format that is flexible enough to 

accommodate diverse analysis requirements, providing a quick evaluation mechanism 

that is also informative to the respondent (Diem, 2004). By recruiting inexpensively from 

a sample containing tens of thousands of merchant contacts, I increased the likelihood of 

producing the needed sample size, although in this case additional effort was required to 

meet the necessary sample size for the desired statistical power. Although this low 

response rate may have been due to solicited recipients choosing to decline participation 

due to policies or other concerns in sharing high-level cybersecurity data, the subsequent 

approach of incentivizing respondents using a trusted research partner via a confidential 

online survey platform resulted in sufficient responses to meet the necessary statistical 

power for testing the fit of the proposed model and generalizing those results to the larger 

population (see Austin & Steyerberg, 2015). 

Research confirmed the importance of survey instruments for measuring 

perceptions and attitudes as cybersecurity drivers (Kusserow, 2014) and the value of 

regression analysis as a means of confirming straightforward models for benchmarking 

expenditures against these influences (Gordon et al., 2015b). The current study confirms 

the approaches suggested by Björklund (2010), Matthews and Lave (2003), and Keith 

(2019) by identifying one or more measurable values by which to model cost drivers. 

This study contributes to this body of knowledge revealing one aspect of this predictive 

relationship, thereby helping U.S.-based retail merchants better understand the influence 
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of cybersecurity as part of an organization’s internal controls for financial reporting 

systems.  

Real options theory informs the strategic management practice of decision 

making, which can be defined using the construct proposed by Spendolini (1992) as “a 

continuous, analytical process for measuring the business practices, work processes, and 

cost drivers of organizations that are recognized as representing best practices for the 

purpose of meeting or surpassing industry best practices” (pp. 8–9). To accurately 

measure these costs for comparison against exemplar organizations, it is recommended 

that researchers “develop and empirically validate theoretically sound regression models 

that can potentially improve reliability and validity of IT cost benchmarking” (Krotov, 

2016, p. 23). The current study contributes to a cost measurement and comparison 

approach by testing one regression model that may be used in IT cost benchmarking 

activities. 

In addition to confirming the validity of the univariate predictive model, three 

relationships were initially posited as being important for predicting budget. Although 

only IC was found to be a reliable measure of prediction, the ANOVA analysis of the 

omnibus model (see Table 10; p < .05) provides justification for a multivariate 

relationship that may include aspects of CR and CA for better understanding their impact 

on CB. Multiple regression analysis was the appropriate statistical analysis method for 

this analysis, resulting in regression coefficients assigned to each of the predictors 

presented in the model diagram (see Figure 1) and demonstrating the size of the effect 

each variable had on the determination of the dependent value (see Vogt, 2007). Future 
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research may benefit from obtaining more granular data by which to measure these 

relationships more accurately. 

The causal understanding of such relationships, as informed by real options theory 

and described in part within these results, supports the budget modeling process. 

Organizations may use this model in conjunction with their established benchmarking 

processes to evaluate their measured costs against this baseline measurement. This 

process follows the flow described by Fifer (1989) in which mutual cost drivers are 

identified and used to model cost, and cost is calculated for both organizations using the 

same approach. Research confirmed that an established instrument (Kusserow, 2014) and 

cost model (Brecht & Nowey, 2013) may be used to measure security cost drivers and 

support the competitive benchmarking process (Eichfelder & Vaillancourt, 2014; Fifer, 

1989). Such an approach is cost-effective for identifying compliance process and cost 

inefficiencies (Krotov, 2016), especially for entities subject to security regulation, such as 

retail merchants (Matthews & Lave, 2003). 

The current study contributes to this body of knowledge, revealing one aspect of 

this specific predictive relationship. This understanding—that retail merchants who 

recognize the role of cybersecurity for control of financial reporting systems invest in 

such measures at an increased rate—provides justification for initiatives that influence 

such recognition. It is therefore reasonable to expect that increased industry investments 

in education, research, and regulation for accounting system controls may result in 

industry-wide increases in overall cybersecurity investment (more than risk awareness 

alone). 
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Limitations of the Study 

There were three limitations identified in this study. First, the statistical strength 

of the results was limited. Second, analysis of the obtained data resulted in two regression 

assumptions that I would have liked to have met with a greater degree of confidence. 

Finally, although the initial multivariate analysis provided value in understanding of the 

impact of internal control on total cybersecurity budget, it was limited in its ability to 

explain the influences of other factors on cybersecurity budgetary decisions.  

Statistical Strength 

The a priori analysis suggested that effect size would require a minimum sample 

size of N = 61. This approach is appropriate in multiple regression correlation analysis of 

models with both omnibus and individual hypotheses, and when statistical power of the 

resulting regression is unknown (J. Cohen, 1968; J. Cohen et al., 2003). Using this a 

priori sample size calculation method, a researcher must presuppose a lower effect size 

than hoped to ensure a large enough sample to ensure adequate statistical power 

associated with the resulting analysis. 

With three predictors, I originally expected that the proposed model would 

explain at least 20% of the variance leading to a higher R2 and therefore a larger effect 

size. The original target value of N = 61 was deemed a reasonable minimum sample size 

for planning purposes given the uncertainty of the data and optimistic sampling results. 

Although no attempt was made to limit the number of responses obtained, during the data 

collection phase only 66 respondents provided valid survey responses. As such, during 

the data collection, the effect size of the observed data was found to be lower than 
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expected (R2 = .162, ƒ2 = .1933, 𝛽 = .250). It is therefore possible that a larger sample 

could both improve the statistical power of the observed relationships, as well as provide 

more confidence in model describing these observed relationships. 

To ensure results were generalizable to the full population of U.S. merchants, I 

ensured receipt of sufficient responses to meet the minimum sample size. This supported 

external validity by ensuring that the results could be generalized to the broader 

population (see Kelley & Maxwell, 2003) and could be relied upon when replicated in 

practice. Multiple regression studies with many predictors generally require more 

samples to ensure that the results are generalizable (Bartlett et al., 2001; Israel, 1992), but 

for analyses with fewer predictors and sufficiently large effect sizes, the required number 

of responses can be contained to an attainable number (Abramowitz & Stegun, 1965; J. 

Cohen, 1968; J. Cohen et al., 2003; Soper, 2021). Austin and Steyerberg (2015) asserted 

that analyses with as few as two samples per predictor can be valid with sufficient 

statistical power. In spite of this, the calculated statistical power failed to justify strong 

assertions related to the generalizability of two variables within the tested model. 

Assumptions 

The assumptions required for the use of multiple linear regression include 

nonexistence of outliers, normal distribution of errors, homoscedasticity, noncollinearity, 

independence of errors, and linear relationship. Testing of these assumptions was used to 

confirm suitability for this analysis technique. However, two of these assumptions 

warranted further discussion as possible limitations of this study: homoscedasticity and 

normal distribution of errors. 
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Homoscedasticity 

In my testing for homoscedasticity, the scatterplot showed a broadening to the 

right (see Figure 5), an indicator that the dataset had nonrandom distribution of errors. 

Some of this lack of homogeneity of variance, especially among the larger predicted 

values, could be explained by the lack of accuracy within the obtained budgetary 

estimates based on the increasing ranges within the survey instrument. An alternate 

explanation may be the influence of other factors, which are more pronounced for larger 

budgets. Both of these factors warrant additional research through extension of this 

model and/or fine-tuning of the survey instrument. 

Normal Distribution of Errors 

Upon reviewing the descriptive statistics for the standardized residual, the errors 

show a skewness of z = .835, which describes a distribution that is heavier on the left than 

a normal probability curve, with a longer tail to the right. Skewness should be as close to 

0 as possible with values exceeding an absolute value of 1.96 to be considered non-

normally distributed (Mishra et al., 2019). This measured skewness can be further 

visualized by the histogram in Figure 4, and the right protrusion in the P-P plot (Figure 

6). This residual distribution of errors is therefore moderately skewed, but without 

significant deviations from the desired normal distribution. 

Observing the histogram (Figure 4), however, there also appears to be a bimodal 

trait in the right, which may in fact reflect the artifact of a true normal distribution as 

represented by a limited set of data points (Doane & Seward, 2011). In fact, for smaller 

samples, n < 50, Kim (2019) recommends only considering a distribution truly skewed 
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when the test statistic falls outside ±1.96. For these reasons, the dataset was assumed to 

be normal, even though it showed moderate skewness. A larger data set may resolve this 

artefact, or conversely, confirm nonnormality of the data set and the need to modify the 

instrument to use numeric (scalar) responses for estimates of cybersecurity budget rather 

than ranges. 

Model Limitations 

The model tested in this current study (see Figure 1) attributed budgetary drivers 

to these three variables (IC, CR, CA) and attempted to predict annual budget decisions 

based on coefficients attributed to each. In fact, a regression model that is explanatory 

and statistically significant may be more valuable than one that includes more predicators 

or other mediating or moderating variables, but lacks reliability (Harrell, 2015). Even so, 

the resulting model accounted for only 14.9% of the variance observed, and the 

individual coefficients for CR and CA were not statistically significant and were thus 

omitted.  

Recommendations 

The scope of this study was sufficient to meet its original purpose, but there is 

ample room to extend its findings through introduction of additional factors to improve 

the model, enhancements to the survey instrument, improvements to recruitment 

methodologies, and better addressing matters of confidentiality. Additional 

recommendations for future research include replication studies or sampling of additional 

populations. 
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For this study, the limitation on the number of factors was primarily due to the 

need to focus on those predictors that are most explanatory. the model may, however, be 

improved through the inclusion of one or more of other nuanced factors that are 

predictive of budget, were there time and budget to research them fully. For instance, the 

model and research design limitation discussed in the Limitations of the Study section 

could have been mitigated through the inclusion of other measured perceptions in 

predicting this outcome, such as the tendency for organizations to incorporate probability 

of cybersecurity breach (question F8) and magnitude of potential losses (question F9). 

Some additional independent variables not measured by this study could also have been 

incorporated, such as the influence of specific regulatory compliance obligations on 

internal controls (e.g., SOX, PCI DSS, HIPAA), or measurements of the respondent 

organization’s attack surface (i.e., merchants with larger retail footprints have more assets 

which must be protected). Finch et al. (2019) caution that, although including additional 

factors may increase the coefficient of determination (R2), this doesn’t always correspond 

to increased statistical significance unless the new predictor variables aid in explaining 

changes to the outcome variable. Thus, by delimiting this current study on the most 

prominent predictors, my goal was to arrive at results which were both significant and 

valuable; but with additional resources and time additional predictors may be studied 

which may render an improved outcome. 

In addition to the inclusion of additional factors, improvements may be made to 

the instrument itself to aid in quickly and accurately recording costs. The language used 

in the survey may not have been familiar to all respondents, as smaller organizations have 
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been shown to lack awareness of concepts such as internal control, and cybersecurity risk 

(Gafni & Pavel, 2019; Itang, 2020). There exists an opportunity for researchers and 

practitioners to create a more interactive and intelligent data collection instrument that 

guides the respondent through specific questions and technologies rather than relying 

upon the respondent’s recollection of relevant budget ratios. Such an instrument was 

deemed too complex for use in this current study, and would require validation, but could 

have commercial as well as academic value to better measure these perceptions among 

small and medium enterprises and their impact on security investments. 

Reflecting upon the limited statistical power as a methodology challenge, there 

are two additional changes which may increase the validity and reliability of the resulting 

model. First, the survey itself may need to be modified to allow for more accurate 

measurement of the operationalized variables. For instance, the transformation of budget 

from the original ranges to interpolated scalar values may have introduced unnecessary 

inaccuracy. Although range options allowed for more quickly obtaining budget data using 

an estimate-based approach, the inaccuracy of this value may ultimately have impacted 

the ability of this study to produce stronger outcomes, and such approaches should be 

investigated. Secondly, statistical power may be improved through obtaining a larger 

sample size. To address this weakness, the design of the research may need to be 

modified to allow use of a controlled convenience-based sampling approach, such as 

snowball sampling, whereby participants are more inclined to respond based on relational 

trust, while also introducing weights to offset the natural introduction of sampling bias 

(Emerson, 2021; Farrokhi & Mahmoudi-Hamidabad, 2012).  



114 

 

The limited response size from this current research demonstrated a potential 

resistance of retail security professionals to disclosing enterprise security information. A 

recommendation for future research is to investigate ways in which to coordinate 

information sharing among security professionals that maintains the rigors of objective 

research, but also assuages concerns of privacy and confidentiality risk that accompany 

any form of information sharing. Attempts have been made in the past to address sharing 

concerns through technology (Dandurand & Serrano, 2013), methodology (Zhao & G. 

White, 2017), and improved attitudes toward sharing (Ibragimova et al., 2012), but 

additional study may be warranted to connect these approaches in the form of a 

framework for accessing valuable data while simultaneously addressing concerns of 

confidentiality. 

For future research, I recommend confirmatory research be performed to validate 

the proposed instrument, derived regression formula, and conclusions vis-à-vis the 

underlying research questions and hypotheses. Although the results are significant within 

the respondent cases, given the limited sample size a confirmatory study that replicates 

these results to a larger audience would aid in validating the tools and methodologies 

proposed herein. Replication studies may be used to test the strength of observed 

relationships, as well as flush out additional insights through exploratory analysis, 

thereby strengthening the proposed model (Widaman, 2018). 

Finally, for reasons of population access, delimitations were made in this current 

study to exclude non-retail organizations and organizations outside of the United States. 

Cultural and regulatory drivers may influence the outcomes of such a study, thus 
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inclusion of these segments may significantly alter the results.  Future research is 

therefore encouraged to extend this study’s approach into these additional populations. 

Implications 

All companies have finite resources, and recent health and economic impacts 

highlight how pronounced these constraints are among today’s retailers. Therefore, risk 

prediction accuracy and cost savings in one area of budgets can be reallocated to non-

security investments that improve the lives of individuals, families, and organizations. 

Even entities that have obtained an optimal investment in cybersecurity may use the 

model herein alongside other models, such as the Gordon-Loeb model (Gordon et al., 

2015b), to gain confidence in these decisions and reallocate surplus resources to capital 

improvements. 

Besides the retail merchants themselves, other entities may also leverage these 

results within the retail and payments industries. Meeting regulatory compliance 

requirements, such as PCI DSS, is often an effort of coordinating vendor relationships, 

security tools, and payments interoperability (Williams & Chuvakin, 2014). For vendors 

offering security and compliance solutions in this industry, understanding and 

communicating drivers for cybersecurity investment may support the vendor’s value 

proposition while helping their customers justify the cost of the investment. Acquiring 

banks and card brands may also use this information to create messaging that encourages 

merchants to stay informed of inefficiencies that may be diverting funds away from areas 

of weakened security, or by offering enhanced technologies that provide cost-effective 

technologies that smaller merchants want and need (ControlScan, 2014).  



116 

 

Organizations may use this regression model to perform benchmarking functions. 

Benchmarking using a quantitative regression formula is a mathematical process, by 

which organizations first normalize disparate aspects between their environments, insert 

known values into the formula, and evaluate the unknown value or compare results 

against known values. An organization may calculate its own benchmark for budget to 

ensure optimization of capital expenditures (Dai et al., 2012). A retail enterprise engaged 

in competitive benchmarking may compare its security budget with benchmarking 

partners to ensure sufficient investment relative to similar firms or competitors who 

calculate using the same regression formula (Atallah et al., 2004; Budur et al., 2019; 

Matthews & Lave, 2003; Rajaniemi, 2007). This approach may also be leveraged as part 

of a vendor risk management process to perform due diligence screening for vendors or 

partners using a scorecard method (Müller, 2020).  

Another implication of this research is improving the industry’s understanding of 

the degree to which compliance (as expressed within the requirement for internal control) 

influences the investment behaviors of organizations where actual expected loss (as 

expressed within the use of cybersecurity risk to inform these decisions) may not. The 

use of industry and government regulation are important balances to the profit (and loss) 

drivers present in free markets which often drive innovation and accessibility (Gordon et 

al., 2015c). However, exposing this inconsistency demonstrates an inherent inadequacy 

within free markets to effectively counter risk absent the influence of such governing 

bodies and regulatory roles.  
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Finally, the ultimate effect of improving cybersecurity investment is the positive 

social change brought about by improving access to products and marketplaces to those 

most effected by price increases resulting from cybersecurity breaches and fraud 

(Janakiraman et al., 2018). Cost-effective improvements to the retail industry’s 

cybersecurity posture can reverse the trend of lost customer confidence and attrition from 

markets due to economic losses and eroded consumer confidence (Curtis et al., 2018; 

Manworren et al., 2016). Whether through increased regulation, improved education of 

risk of economic losses, or renewed focus on the positive impacts of cybersecurity as a 

competitive advantage, these important social changes are the end result of improved 

security in retail markets, whereby customer information is protected from identity theft 

or fraud, and consumers are afforded a safer, more secure purchasing experience. 

Conclusions 

The findings of this study confirmed the relationship between U.S. retailers’ 

perceptions of cybersecurity as a crucial part of its internal control of financial reporting 

systems, and their ultimate investment in improved cybersecurity. Confirming this 

predictive relationship provides a valuable tool for merchants to identify the current 

industry baseline and affirm the value of addressing perceptions which influence decision 

making related to these security program investments. 

This predictive relationship between internal control and cybersecurity budget 

further highlights the trade-off between regulation of financial systems and resource 

management decisions for retail security. The retail industry can benefit from a holistic 
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perspective on cybersecurity, by continuing to enact a culture of security in addition to 

financial system governance and regulatory compliance.  

With this study it is my sincere hope that compliance teams, C-level management, 

and board-level stakeholders from merchants, service providers, acquirers, and card 

brands can deepen their understanding and practical application of these relationships to 

improve the efficiency of their security investments, thereby creating a more secure 

environment for retailers and consumers alike. 
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Appendix C: Approval to Use Instrument 

Approval was obtained by the authors of the instrument used in this study, as 

provided below: 

Figure C1 

 

Approval From Martin Loeb 
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Figure C2 

 

Approval From Lawrence Gordon 
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Figure C3 

 

Approval From William Lucyshyn 
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Figure C4 

 

Approval From Lei Zhou 
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Appendix D: Survey Instrument 

The following instrument is entitled “Department of Homeland Security (DHS) 

Sponsored Survey on Cybersecurity Investments by Firms in the Private Sector,” and 

reproduced with permission from Gordon et al. (2015a). 

A. Which of the below categories describes your organization’s principal operations 

(circle the correct answer/s): 

 

Consulting 

Defense 

Education 

Energy 

Financial Services 

Health Care 

Information Technology 

Law Enforcement 

Legal 

Manufacturing 

Retail 

Telecommunications 

Transportation 

Utilities 

Other (please specify) 

B. How many employees are in your organization (circle the correct answer)? 

 

1-99 

100-499 

500-1,499 

1,500-9,999 

10,000-49,999 

50,000 or more 

C. What is your organization’s approximate gross annual revenue (circle the correct 

answer)? 

 

Under $10 million 

$10 million to $99 million 
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$100 to $1 billion 

Over $1 billion 

D. Which of the below titles best describes your position within your organization 

(circle the correct answer)?  

 

CEO (Chief Executive Officer) 

CFO (Chief Financial Officer) 

CIO (Chief Information Officer) 

CSO (Chief Security Officer) 

Chief Privacy Officer 

Security Officer 

Systems Administrator 

Other (please specify) 

E. Approximately what portion of your firm’s IT budget is devoted to cybersecurity 

related activities (circle the correct answer)? 

 

1-2%  12-15% 

3-5% 16-20% 

6-8% Greater than 20% 

9-11%  
 

F. For the following set of statements, indicate your level of agreement/disagreement 

by circling the number provided to the right of the statement. All answers should be in 

the context of the organization in which you work. 

 
 Strongly 

Disagree 

Strongly 

Agree 
 

1. Decisions regarding cybersecurity 

expenditures are made based on a comparison of 

the expected benefits resulting from defrayed 

costs associated with cybersecurity breaches. 

1 2 3 4 5 6 7 

2. Deriving the expected benefits from 

cybersecurity expenditures is a relatively 

straightforward process. 

1 2 3 4 5 6 7 

3. The expected benefits from cybersecurity 

expenditures are based largely on the expected 

cost avoidance/savings associated with 

preventing cybersecurity breaches. 

1 2 3 4 5 6 7 
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4. The expected benefits from cybersecurity 

expenditures take into consideration the potential 

competitive advantage derived from strong 

cybersecurity within your organization. 

1 2 3 4 5 6 7 

5. The externalities (i.e., spill-over costs to other 

organizations that in no way affect your 

organization) are considered in decisions 

regarding cybersecurity expenditures. 

1 2 3 4 5 6 7 

6. My organization is actively involved in 

sharing information regarding our cybersecurity 

activities. 

1 2 3 4 5 6 7 

7. My organization would likely share much 

more information concerning our cybersecurity 

activities if the government could guarantee 

limited liability associated with any information 

shared. 

1 2 3 4 5 6 7 

8. The likelihood (or probability) that a 

cybersecurity breach will occur in my 

organization is extremely difficult to estimate. 

1 2 3 4 5 6 7 

9. It is a straightforward process to estimate the 

future dollar value of losses associated with: 

Strongly 

Disagree 

Strongly 

Agree 
 

a. costs of detecting future cybersecurity 

breaches 

 

1 2 3 4 5 6 7 

b. costs of correcting future cybersecurity 

breaches 

 

1 2 3 4 5 6 7 

c. potential lost revenue due to future 

cybersecurity breaches 

 

1 2 3 4 5 6 7 

d. potential liability resulting from future 

cybersecurity breaches 
1 2 3 4 5 6 7 

10. My organization usually decides on major 

cybersecurity investments based on some form 

of net present value or return on investment. 

1 2 3 4 5 6 7 

11. The following federal government incentives 

would encourage my organization to spend more 

than is currently the case on cybersecurity 

activities: 

1 2 3 4 5 6 7 

a. Tax incentives  1 2 3 4 5 6 7 
b. Cost sharing  1 2 3 4 5 6 7 
c. Grants  1 2 3 4 5 6 7 
d. Technical assistance  1 2 3 4 5 6 7 
e. Priority government contracting  1 2 3 4 5 6 7 
f. Expedited security clearance process  1 2 3 4 5 6 7 
g. Public recognition  1 2 3 4 5 6 7 
h. Regulation  1 2 3 4 5 6 7 
i. Information Sharing  1 2 3 4 5 6 7 
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j. Other (Specify) _____________ 1 2 3 4 5 6 7 
12. Cybersecurity breaches in my organization 

are more often due to insider threats or 

carelessness than external threats. 

1 2 3 4 5 6 7 

13. A critical determinant of the actual 

expenditures on cybersecurity activities in my 

organization is whether or not a major 

cybersecurity breach has recently occurred in my 

firm. 

1 2 3 4 5 6 7 

14. A critical determinant of the actual 

expenditures on cybersecurity activities in my 

organization is whether or not a high visibility 

cybersecurity breach recently occurred in other 

firms. 

1 2 3 4 5 6 7 

15. The 2011 SEC Disclosure Guidance on 

Cybersecurity Risks and Cyber Incidents has 

increased my organization’s focus on 

cybersecurity related activities. 

1 2 3 4 5 6 7 

16. Cybersecurity is an important component of 

my organization’s approach to the internal 

controls of financial reporting systems. 

1 2 3 4 5 6 7 

17. In determining the risk associated with 

cybersecurity breaches, my organization 

considers the expected value of the loss. 

1 2 3 4 5 6 7 

18. In determining the risk associated with 

cybersecurity breaches, my organization 

considers the largest potential loss. 

1 2 3 4 5 6 7 

19. My organization has insurance that covers, at 

least in part, the costs associated with 

cybersecurity breaches. 

1 2 3 4 5 6 7 

 

Other comments (attach additional sheets if required): 
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