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Abstract
This thesis mainly focus on the Multi-Input Multi-Output (MIMO) channel modeling, 
simulation and applications. There are several ways to design a MIMO channel. Most 
of the examples are given in Chapter 2, where we can design channels based on the en
vironments and also based on other conditions. One of the new MIMO channel designs 
based on physical and virtual channel design is discussed in Unitary-Independent- 
Unitary (UIU) channel modeling. For completeness, the different types of capacity 
are discussed in details. The capacity is very important in wireless communication. 
By understanding the details behind different capacity, we can improve our trans
mission efficiently and effectively. The level crossing rate and average duration are 
discussed.One of the most important topics in MIMO wireless communication is esti
mation. Without having the right estimation in channel prediction, the performance 
will not be correct. The channel estimation error on the performance of the Alamouti 
code was discussed. The design of the transmitter, the channel and the receiver for 
this system model is shown. The two different types of decoding scheme were shown 
- the linear combining scheme and the Maximum likelihood (ML) decoder. Once 
the reader understands the estimation of the MIMO channel, the estimation based 
on different antenna correlation is discussed. Next, the model for Mobile-to-Mobile 
(M2M) MIMO communication link is proposed. The old M2M Sum-of-Sinusoids sim
ulation model and the new two ring models are discussed. As the last step, the fading 
channel modeling using AR model is derived and the effect of ill-conditioning of the 
Yule-Walker equation is also shown. A number of applications is presented to show 
how the performance can be evaluated using the proposed model and techniques.

K ey w ords: MIMO, Channel Modeling, Channel Prediction and Estimation, Alam
outi, Pairwise error, Mobile-to-Mobile Communication,ML decoder,ill-conditioning of 
the Yule-Walker equation, Sum-of-Sinusoids,Capacity.
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Chapter 1 
Introduction

1.1 Introduction to W ireless Com m unication
We have seen over the past two decades or so a huge growth in the demand for pro
viding reliable high speed wireless communication links in order to support a wide 
range of applications such as voice, video, email and web. To provide such a link to 
perform all these tasks are very challenging because in wireless communication the 
channel is time varying. The transmitted signals are received through multiple paths 
which usually add destructive value resulting in serious performance degradations. 
This type of phenomenon is known as fading. Since we have a lot of sharing between 
users and applications there can also be significant interference. There are other chal
lenges for high-speed wireless applications including the ability of bandwidth, high 
power constrain and complexity in hardware.

Since we only have a limited frequency spectrum and the steady increase in the 
number of new wireless applications or redesigning the existing ones, we can see that 
there will be a problem in being able to accommodate all of them. One of the simple 
approaches that is suggested in the literature is to resort to higher order modulation 
schemes to improve the bandwidth efficiency. There is one drawback to this idea, 
which is the poor reliability associated with it. The problem is, for the same level of 
transmit power, higher order modulation yields performance that is inferior to that 
of the lower order modulation schemes.

The most effective technique to improve the performance many previous re
searchers suggest is “diversity”. It attempts to provide the receiver with independently 
faded copies of the transmitted signal with the hope that at least one of these replicas 
will be received correctly. There are different types of diversity: frequency diversity,
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time diversity, antenna diversity and modulation diversity. One of the examples that 
we encounter in everyday life which uses this method is handsets in mobile commu
nications which are capable of polarization diversity. Another simple way of diversity 
that we have learnt through out our career is channel coding, which is also used to 
provide diversity for immunization against the impairment of the wireless channel. 
The few examples of channel coding are convolutional and block codes, trellis-coded 
modulation, multi-level coding, bit-interleaving coded modulation and capacity ap
proaching coding schemes such as turbo and low density parity check codes.

Another diversity method is also known as transmit and/or receive antenna 
diversity, or spatial diversity. Systems with multiple antennas are also known as 
multiple-input multiple-output (MIMO) systems. Future sections will explain more 
on how the MIMO wireless communication works. One of the major advantages of 
MIMO system is the substantial increase in the channel capacity, which immediately 
translates into higher data throughput. Another advantage of MIMO systems is the 
significant improvement in data transmission reliability. These advantages can be 
achieved without any expansion in the required bandwidth or increase in the trans
mit power. We can combine other various diversity techniques to improve the system 
performance in the wireless environment. We can combine the spatial diversity obtain 
by transmit and receive antennas with the idea of channel coding. This scheme is also 
known as space time coding and the system is know as a coded MIMO system. Recent 
studies have shown that combining the coding with spatial diversity opens up new 
dimensions in wireless communications and it can offer solutions to the challenges 
faced in high speed wireless links [1].

1.2 MIMO W ireless Com m unication
Due to its powerful performance capabilities, the use of MIMO technology has rapidly 
gained popularity over the past decade. The MIMO systems can be simply defined as 
any communication link with multiple antenna elements at the transmitting and the 
receiving ends. The concept behind MIMO system is that the signals transmitted over 
the channels would have a combined effect between the transmit and receive antennas
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which leads to lower BER and also improved data rate. As we have mentioned, these 
features help us to design and improve our old design in terms of speed reliability. 
The cost of improvement is the complexity of systems and signal processing. A MIMO 
system transmits two or more unique copies of data streams in the same radio channel 
at the same time, therefore technically it should deliver two or more times of the SISO 
data rate. MIMO system takes the advantage of multipath reflections of the signals. 
Therefore the received signal can be seen as a liner combination of the multiple 
transmitted data streams at the receiver. We will explain more details on how the 
wireless channels works. The data streams are separated at the receiver using MIMO 
algorithms that rely on estimates of all links between each transmitter and receiver. 
In a MIMO channel, each multipath route can be treated as a separate channel 
assuming that there is no correlation between each antennas. We can imagine them as 
“wires” that is used to transmit signals. Then the system employs multiple, spatially 
separated antennas to take advantage of these “imaginary wires” created by multipath 
to transfer more data. The range of transmission is also increased due to antenna 
diversity advantage.

1.2.1 W ireless Channels
There are fundamental difference between wireless channels and the conventional 
wire line channels. In wireless channel, there are multi path effects [2] and also we 
have significant time variation caused by the relative motion of the transmitter and 
the receiver as well as the changes in the environment. Therefore, different signals 
transmitted at different environment will interact with different interference.

Electromagnetic waves travel through three different mechanisms: reflection, 
refraction, and diffraction. We know that when the waves impinge upon the surface 
with surface variations significantly larger than their wavelength, part of the signal 
reflects as shown in Figure 1.1. The second mechanism, i.e. refraction, is basically 
the process of secondary wave production by “knife edge” effect. Scattering usually 
arises due to surface variations of nearby objects that are smaller than the signal 
wavelength, (e.g trees, roughness of surfaces, buildings, cars ). As results of these
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Figure 1.1: Illustration of the wireless propagation

effects, the electromagnetic wave propagation, the signals transmitted over a wireless 
channel are received via multiple secondary paths, in addition to the possible line- 
of-sight (LoS). In different multipath propagation, due to the materials involved and 
the frequency of the operation, penetration of electromagnetic waves through walls, 
allow the reception of signals even when there is no direct line of sight between 
the transmitter and the receiver. One example that we encounter every day is using 
wireless internet at home where the router is not in line-of-sight with the user.

The effects of multipath propagation are usually deleterious. This is due to 
the fact that different paths have different length, resulting in different attenuation 
factors and the phase differences for replicas of the transmitted signals [3]. We all 
know that the frequencies that we use in wireless communications are usually very 
high, therefore, the corresponding wavelengths are very small. For example, for cell 
phones, the transmission bands are usually in the range of 800 M H z — 2 GHz, thus 
the wavelengths of the transmitted signals are in the range of 15 — 37.5 cm. In this 
case, the path length difference can be in the order of tens of meters. Therefore,
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the phase differences between the different replicas of the received signals will be 
significant often exceeding duration Ts of a symbol. The amplitude variations will 
also be significant, since there are scattering , reflection and refraction effects.

1.2.2 MIMO System  Functionality
MIMO can be subdivided into three main categories. They are precoding, spatial 
multiplexing and diversity coding.

1.2.2.1 Precoding
Precoding is generalized beamforming to support multi-layer transmission in MIMO 
radio systems. Old beamforming considers linear single layer precoding so that the 
same signal is emitted from each of the transmit antennas with appropriate weight
ing such that the signal power is maximized at the receiver output. In precoding, the 
multiple streams of the signals are emitted from the transmit antennas with indepen
dent and appropriate weighting per each antenna such that the link throughput is 
maximized at the receiver output.

1.2.2.2 Spatial Multiplexing
It is a transmission technique in MIMO communications to transmit independent 
and separately encoded data signals so called streams, from each of the multiple 
transmitters. Therefore, the space dimension is reused, or also known as multiplexed, 
more than one time. If the transmitter is equipped with Nt antennas and the receiver 
has Nr antennas, the maximum spatial multiplexing order or the number of streams 
is

Ns = min(Nt:Nr ) (1.1)
if a linear receiver is used. This means that Ns streams can be transmitted in parallel, 
leading to a Ns times increase in the spectral efficiency.
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1.2.2.3 Antenna Diversity
Antenna diversity also known as space diversity is one in a superset of wireless diver
sity schemes that utilizes two or more antennas to improve the quality and reliability 
of a wireless link. When there is NLoS, in urban and indoor environments, between 
the transmitter and receiver, instead the signal is reflected along multiple paths before 
finally reaching to the receiver. Antenna diversity is effective at mitigating this con
dition. This is because multiple antennas afford to receive several observations of the 
same signal. Each antenna will experience a different interference environment. The 
idea is that if one of the antenna is experiencing a deep fade, it is likely that another 
one receives a sufficiently strong signal. An antenna diversity scheme requires addi
tional hardware and integration versus a single antenna system. However, due to the 
commonality of the signal paths, a fair amount of circuitry can be shared coefficients 
to increase [4] [5].

1.3 MIM O Channel Estim ation
High quality channel estimation is essential for reliable performance of any MIMO 
channel model considered. Channel estimation is required when the change of the 
phase and amplitude of the channel are not compensated at the receiver [6]. The re
liability of such estimation will be based on the performance of the considered model 
in the presence of the channel estimation will react to its performance in the per
fectly known channel. Channel estimation causes some channel capacity due to using 
some of the channel bandwidth for estimation. One approach for channel estimation 
is to transmit a pilot tone alongside the data signals, under the assumption that 
they are equally affected by the fading channel [7]. Another approach is to use a 
pilot-symbol-aided technique, which involves inserting known training symbols, into 
the data stream [8]. The received training symbols will be used at the receiver for 
channel estimation. Pilot symbo is a preferred choice of channel estimation, because 
it gives a better BER performance, needs smaller spectral occupancies and lower im
plementation complexity when compared to pilot tone techniques [6]. Pilot symbol
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channel estimation can be classified into two types. The training based estimators, 
which perform channel estimation based on the observation of pilot symbols, are used 
for fast fading channels [9]. The other class is semiblind estimators, which use the ob
servation of both pilot and data symbols for channel estimation. They are commonly 
used for slow fading channels [10].

One of the best well known estimation schemes is the pilot symbol assisted 
modulation (PSAM). This approach involves inserting a single pilot symbol in a fixed 
and known interval into the transmitted stream to sound the channel at the pilot lo
cations. The received pilot signals can be grouped and used to estimate the complex 
channel fading at the data symbol locations [9]. This is the first method that was 
introduced for Rayleigh environment and shown to provide high quality channel esti
mation with a fractional trade off of channel capacity. It was also shown in [9], that for 
a time selective Gaussian fading channels, the Wiener channel interpolator provides 
optimum minimum mean square error estimation for fading and demodulation of the 
data sequence.

1.4 Capacity of MIM O System
We all know that the wireless systems continue to strive for ever higher data rates. 
There are two different challenges we face along with this problem: (1) systems that 
are limited in terms of power, bandwidth, complexity and (2) significant increase in 
channel capacity. Since we are using multiple transmit and receive antennas, there 
should be a higher increase in capacity. Pioneering work by Foschini and Telatar 
ignited much interest in this ara by predicting remarkable spectral efficiencies for 
wireless systems with multiple antennas when the channel exhibits rich scattering 
and its variation can be accurately tracked.

Most of the large spectral efficiencies associated with MIMO channels are based 
on the premise that a rich scattering environment exists, which provides independent 
transmission paths from each transmit antenna to each receive antenna. For a sin
gle user MIMO system, the structure achieves capacity on approximately min (A, M) 
where N  is the number of transmit antennas and M  is the number of receive anten
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nas.

MIMO channel capacity depends heavily on the statistical properties and an
tenna element correlations of the channel. Recent work has developed both analytical 
and measurement based MIMO channel models along with the corresponding capac
ity calculations for typical indoor and outdoor environments. Antenna correlation 
varies drastically relative to the scattering environment, the distance between trans
mitter and receiver, the antenna configurations, and the Doppler spread. The effect of 
channel correlation on capacity depends on what is known about the channel at the 
transmitter and receiver, which means correlations sometimes increase capacity and 
sometimes reduce it [11]- [14]. Channels with very low correlations between antennas 
can still exhibit a “keyhole” effect where the rank of the channel gain matrix is very 
small and leads to a limited capacity.

First, we can focus on the MIMO channel capacity in the Shannon theoretic 
sense. The Shannon capacity, also known as the maximum mutual information, of a 
single user time invariant channel corresponds to the maximum data rate that can be 
transmitted over the channel with an arbitrarily small probability of error. Here we 
will explain some detail on the Shannon theory.

Shannon theory was created by Claude Shannon, the eminent engineer and 
mathematician and the founder of information theory. Consider the most common 
example of a channel for which Shannon found the capacity explicitly. This is the 
additive white Gaussian noise or AWGN channel where the input signals to be trans
mitted are encoded as continues, Gaussian appearing waveforms with average power 
S , and the channel bandwidth of W  in Hertz. The noise introduce the power of N 
during the signal transmission. The capacity of this channel of bandwidth W  in Hertz 
is then shown to be

C = W  log2 det ( /  + - ^ H H ^V n t
We should note that Shannon formula of (1.2) does not give us any information on the 
type of coding or transmission we should use. Many researchers have been engaged 
over the years in finding coders and codes for them that approach channel capacity 
as closely as possible. However, the capacity is found to be approached by so call
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M-array orthogonal signaling but only for M  —> oo.

When the channel is time varying channel capacity has multiple definitions 
depending on what is known about the instantaneous channel state information at the 
transmitter or/and receiver. It also depends on if the capacity is based on averaging 
the rate over all channel states or maintaining a fixed rate for most channel states. 
If the channel state information is known at both ends, the transmitter can adjust 
the transmission scheme relative to the channel, therefore the channel capacity is 
characterized by the ergodic, outage or minimum rate capacity. Ergodic capacity 
is defined as the maximum average rate under an adaptive transmission strategy 
averaged over all channel states. Outage capacity is defined as the maximum rate that 
can be maintained in all channel states with some probability of outage which mean 
no data transmission at times. Minimum rate capacity is defined as the maximum 
average rate under an adaptive transmission strategy that maintains a given minimum 
rate in every channel states and then averages the total rate in excess of this minimum 
over all channel states.

When the channel state information (CSI) is only known to the receiver, then 
the transmitter should maintain a fixed-rate transmission strategy based on knowledge 
of the channel statistics. In this case, the ergodic capacity can be explain as the rate 
that can be achieved via this fixed rate strategy based on receiver averaging over all 
channel states. On the other hand, the transmitter can send at a rate that cannot 
be supported by all channel states: in these poor channel states the receiver declares 
an outage and the transmitted data is lost. In this case, the transmission rate has 
an outage probability associated with it and capacity is measured relative to outage 
probability.

1.5 Contribution of the Thesis
The main contribution of this thesis is the investigation of MIMO techniques and the 
performance of those techniques. There are many MIMO designs used in this thesis 
to simulate real life wireless channel and then used them in many ways to test the 
performance. They are listed as follows:
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In Chapter 3, UIU channel model design will be presented. This model is a 
much better fit compare to other models when it comes to real life cases. After re
simulation of this model, we set up some conditions to create a channel that would 
be a better match to the design. Once this has been completed, we perform the per
formance analysis using Alamouti and Pairwise Probability of Error (PPE). There 
have been several papers that used Alamouti and PPE on other channel models but 
not on Unitary-Independent-Unitary (UIU) channel Model. As the final step in this 
chapter, we also discus channel capacity and its effects based on different scattering 
environment. We also discus the performance of time evolution of capacity and its 
results.

In Chapter 4, we explain in detail a new methodology for Mobile-to-Mobile 
(M2M) channel design. This chapter explains the difference in the old SoS model and 
the new channel model and all the auto-correlation and cross-correlation, derived and 
simulated. Once we have a good match between the simulation and the theoretical 
results, we described the Alamouti scheme and the pairwise probability of errors in 
grate details. Then, we compare the results between i.i.d Gaussian channel results 
and the M2M channel results for both Alamouti and PPE case.

In Chapter 5, we use the AR fading channel model with the desired AoA cor
relations for system analysis. We presented our finding in the performance and the 
evaluation of this model. We also analyze performance using Alamouti and PPE 
schemes for this channel model.

In Chapter 6, the study of capacity on different MIMO channels will be discuss. 
In this chapter, the main goal is to understand how different capacity is produce 
and how different performance test give different knowledge on how a MIMO channel 
behave. This chapter is also to give an idea on how a joint PSD is used in a MIMO 
channel design and its effect on time evolving capacity and its properties.

In Chapter 7, the effect of channel estimation error on performance of Alam
outi will be discuss in details. Different types of encoding and decoding schemes will 
be also discussed in this chapter. This chapter will give the better understanding on 
how a block fading is performed. The Winer filter is used to produce the channel 
coefficient to compete the task of channel estimation. This chapter will explain how
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the spacing in antenna effects the estimation results and how the bit SNR effects the 
performance.

In Chapter 8, the effect of channel estimation error on the performance of 
Alamouti code will be presented. There have been several papers that did similar 
simulations but, in our case we have done the block fading estimation. Our main 
goal in this chapter has been to find out how the estimation changes, based on the 
correlation of the antennas. All the simulation results were presented based on the 
spacing of the antennas and shows the changes in the probability of errors based on 
the antenna spacing.

1.6 Thesis organization
An overlap may exist between the introductory and the body sections of each chapter, 
based on the development of the thesis. Some of the references might appear in more 
than one chapter, based on their relevance to the work done in the chapter and to 
help the reader follow the development of each chapter individually.

The remainder of the thesis is organized as follows. Chapter 1 and 2 introduce 
the reader to the communication and the background of the mobile communication 
of the MIMO channel. The UIU channel modeling was discussed in detail in Chapter 
3. Chapter 4 and 5 includes M2M channel modeling and the AR channel modeling 
respectively. Then the three different types of capacity and the most importantly, the 
time evolution of capacity on UIU channel model is also discussed in Chapter 6. We 
have shown the simulation using the Alamouti scheme and the pair wise probability 
of error to test the performance of the channel. Chapter 7 covers the effects of channel 
estimation error on the performance of the Alamouti code. The chapter also discusses 
the effect of antenna spacing on the channel estimation error. Then we discussed the 
performance of the OSTBC using both M2M and AR models. Chapter 9 covers the 
conclusion and suggestions for the future research work.
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Chapter 2
M odels of MIMO W ireless Channels

2.1 M obile Radio Com m unication
Mobile radio communication in cellular radio takes place among a fixed BS and a 
number of roaming MSs. The propagation area where the communication occurs is 
known as a cell. The cell is the maximum distance that the MS can roam from the 
BS before the quality of communications becomes unacceptably poor. The presence 
of LOS has a profound effect on radio propagation [2], and this means that the char
acteristics of radio propagation are highly dependent on the cell size and shape. As 
the distance between the BS and the MS increases, the received signal level tends to 
decreases due to path losses [2, 15] and scattering.

Let us consider a BS transmitting an unmodulated harmonic carrier which pro
vides the coverage area in which a MS is traveling. The MS does not receive one ver
sion of the transmitted carrier, instead it receives a number of reflected and diffracted 
waves by buildings and other urban obstacles. In real life, each copy of transmitted 
signals received by the MS is subjected to a specific time delay, amplitude, phase 
and Doppler shift, depending on its path from the BS to the MS and propagation 
conditions. A constant amplitude carrier signal transmitted may be substantially dif
ferent from the signal the MS receives. When the signals from the various paths sum 
constructively at the MS antenna, the received signal level is enhanced.lt can also 
sum to decrease the signal amplitude. This is known as multipath fading [16]. As the 
MS travels it passes though an electromagnetic field that results in the received signal 
level experiencing fades approximately every half wavelength along its route. When a 
very deep fade occurs the received signal is zero and the receiver output is dependent 
on the channel noise.
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The above idea applies to the transmission of an unmodulated carrier, that 

does not really occur in practice. Since it does not carry any information by itself, the 
carrier is modulated to represent symbols to familiar denotation Ts. As the result, 
in digital mobile communications, the propagation phenomena are highly dependent 
on the ratio of the symbol duration to the delay spread of the time variant radio 
channel. The delay spread may be considered as the length of the received pulse 
when the impulse is transmitted. If we transmit data at a slow rate the data can 
easily be resolved at the receiver. This is because the extension of a data pulse due 
to the multi-paths is completed before the next impulse is transmitted. However, if 
we increased the transmitted data rate a point would be reached where each data 
symbol significantly spreads into adjacent symbols, a phenomenon known as inter 
symbol interference (ISI). Without the use of channel equalizers to remove the ISI, 
the BER may become unacceptably high. Suppose that we continue to transmit at 
the higher data rate which caused ISI, but move the MS closer to the BS while de
creasing the radiated distance. If this distance is sufficiently small the delay spread 
will have decreased as delays of the multi paths components are smaller. The fading 
is said to be flat as it occurs uniformly across the frequency band of the channel. The 
frequency selective fading occurs because some frequencies fade relative to others over 
the channel Bandwidth.

2.1.1 Gaussian Channel
The Gaussian channel is the simplest type of channel. It is also known as the additive 
white Gaussian noise (AWGN) channel.

r =  h s + n (2.1)
h — const (2.2)

The noise n is assumed to have a constant power spectral density over the channel 
bandwidth and a Gaussian amplitude probability density function (PDF). This type 
of channel is considered to be unrealistic in digital mobile radio. In micro-cells it 
is possible to have a LOS with essentially no multipath, giving almost a Gaussian
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channel. Even when there is multipath fading, but the mobile stationary and there 
are no other moving objects, such as vehicles in its vicinity, the mobile channel may be 
though of as Gaussian with the effects of fading represented by a local path loss. This 
channel is important since it provides an upper bound on system performance. For a 
given modulation system, we may calculate the BER performance in the presence of 
a Gaussian Channel. When multipath fading occurs the BER will increase for a given 
channel SNR. There are other types of channel and we shall discuss them in detail 
further on in this section.

2.1.2 Rayleigh Fading Channel
Rayleigh fading is a statistical model for a propagation environment in wireless com
munication when the phase of the received signal is sufficiently randomized [2]. This 
fading model assumes that the magnitude of the signal that has passed thought the 
medium will vary randomly which is also know as fading according to Rayleigh dis
tribution which is defined as the radial component of the sum of two uncorrelated 
Gaussian random variables. This fading model is a very reasonable model for tro
pospheric and ionospheric signal propagation as well as in heavily built up urban 
environments. Rayleigh fading is most applicable when there is no dominant propa
gation along a line of sight between the transmitter and receiver. If there is a dominant 
line of sight then Rician fading may be more applicable. There will be an explanation 
on Rician fading in section 2.1.3.

Rayleigh fading is a reasonable model when there are many objects in envi
ronment that scatter the radio signal before it arrives at the receiver. The central 
limit theorem holds that, if there are sufficiently many scatter, the channel impulse 
response will be well modeled as a Gaussian process regardless of the distribution of 
the individual components. If there is no dominant component to the scatter, then 
such a process will have zero mean and phase evenly distributed between 0 and 2i: 
radians. The envelope of the channel response will therefore be Rayleigh distributed.
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The probability density function of this model is

r 2
p R ir ) = ^ e n  , r > 0 (2.3)

where Q = E(R!2). The gain (magnitude) and the phase elements of the channel’s 
distortion are represented in complex form. Note that the parameters discussed here 
are for a non-static channel. If a channel is not changing with time, clearly it does not 
fade and instead remains at some level. At two separate time intervals the channel are 
uncorrelated with one another because we have assumed that each of the scattered 
components fades independently. Once relative motion is introduced among any of 
the transmitter, receiver and scatterers, the fading becomes correlated and varying 
in time. In this case, we will have more properties such as Correlation, Level crossing 
rate, average fade duration and doppler power spectral density.

2.1.3 Rician Channel
In mobile radio, a dominant path that is LOS, often occurs at the receiver, in addition 
to the many scattered paths. This dominant part will decrease the depth of the fading. 
The Rician parameter is also defined as

K  = power in the LoS
power in the scattered paths

p LoS
n (2.4)

We can say that, when K  is zero the channel is Rayleigh, when K  is infinite the 
channel is Gaussian. The PDF can be written as

Pr (A) 2 {k + 1) 
ft A exp —k (k + l)A 

f t

21
Io 2A

k(k +  1 ) 
f t (2.5)

2.2 N on-Physical MIMO channel M odels
The non physical models are based on the channel’s statistical characteristics using 
non-physical parameters. These models provide accurate channel characteristics under 
the conditions in which the model is defined. Such models give limited insight, since
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the MIMO channel propagation depends on the non-physical parameters identifying 
the system, as well as the measurement equipment, e.g. bandwidth, configuration of 
the arrays and the heights and response of antenna in both sides of the MIMO sys
tem. Another approach is physical models, where these models choose actual physical 
parameters to describe the MIMO propagation channels. Some typical parameters 
include AoA, AoD and ToA. One of the drawbacks is that we cannot fully describe a 
MIMO propagation channel by a small number of physical parameters, which makes 
it difficult to validate the model and puts a limitation on such approaches. In later 
sections, we will discuss the last classification in more detail and classify the MIMO 
channel models into non-physical and physical models.

Non-physical channel models characterize the impulse response of the channel 
H between the individual transmit Afy and receive Nr  antennas in a mathematical 
way by capturing the physical wave propagation and antenna configuration simul
taneously. These models can be further subdivided into propagation-motivated and 
correlation base models.

2.2.1 Propagation M otivated M ethods
These models represent the channel matrix via propagation parameters. We will only 
discuss those of them that are relevant to our future investigation - the finite scatter 
[17], maximum entropy [18] and the virtual channel [19] models.

2.2.1.1 Finite Scatterer Model
The concept of the finite scatterers model is illustrated in Fig 2.1. Its fundamental 
assumption is that the signal travels from transmitter to receiver via a number of 
discrete paths, referred to as multipath components, or simply multi-paths. These 
are treated according to the concepts of ray optics, although diffraction can also be 
treated using concepts from the geometrical theory of diffraction. The fundamental 
setup in Fig 2.1 showing the scattering from a single scatterer (path(a)) and multiple 
reflections (path(b)). We can also have both single and double scatterer (path(c)).
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Figure 2.1: Concept of the finite scatterers channel model.

For each of the components (indexed by an integer (p)), angle of departure 
(AoD), the angle of arrival (AoA) and path gain fp , and delay rp are specified, and 
the resulting channel matrix H for the narrow band case, neglecting the time delay 
tp , is given by [17]

P
h  = (2-6)p=i

where <&T (<pp) and 'It{'(bp) are the transmitter and the receiver steering vectors [20] 
corresponding to the p ^  multipath component. These vectors incorporate the geom
etry, direction, and coupling of the antenna array elements and fp is the multipath 
amplitude [17], i.e. connect the environment (channel) to the received signal. In [20] 
has expressions for circular, square and other arrays.

2.2.1.2 Maximum Entropy Model
The maximum entropy principle was proposed [21],[22]and [23] to determine the dis
tribution of the MIMO channel matrix based on an available a priori information. 
This information might include properties of the propagation environment and sys
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tem parameters (e.g., bandwidth DoA, AoA, etc). The maximum entropy principle 
was justified by the objective to avoid any model assumptions not supported by the 
prior information.

If the prior information I\, which is the basis for channel model Hi, is equiv
alent to the prior information I2 of channel model H2 then both models must be 
assigned the same probability distribution, f{H \) = /{Ho). To give an example of 
the maximum entropy model, assume the following a priori information is available:

1. The numbers S fx and srx of scatterers at the Tx and Rx side, respectively;
2. The steering vectors for all Tx and Rx scatterers, contained in the m  x sjpx and 

n x srx matrices $  and 'll respectively
3. The corresponding scatterer powers Ppx and Pr x '. and
4. The path gains between Tx and Rx scatterers, characterized by sjix x spx 

pattern mask (coupling matrix) fi.
Then, the maximum entropy channel model was shown to equal

H  = ^ PR x ^  0  G)PT x * T (2-7)

where G is an spx x sj~x Gaussian matrix with i.i.d elements and 0  is known as 
Kronecker product.

2.2.1.3 Virtual Channel Representation
Suppose there are K  scatterers, within one cluster, between the transmitter and the 
receiver, one physical MIMO channel model for this cluster is

K
H  =  ^ 2  P k ^ - R ^ R J e ) 3 ? ( ^ T ,f c )  ( 2 -S )

k= 1

where is the path gain for the kth scatterer; and 4>RJc are the AoD and AoA, 
respectively. We can assume that both the antennas arrays are uniform and only plane
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Figure 2.2: Unitary Linear Array for both Transmitter and Receiver.

waves impinge the array due to large distance to the scatterers. Then we can say that 
the array response vectors at both sides are given by [24],

*r(<h,k) = .......(2.9)
aT(<l>R,k) =  (2.10)

where 9r ,k  =  dt sin(0j-fc)/A and 9R R  =  dt sm((JpRp) /  A; A is the wavelength and dt 
and dr are the element spacing of the transmitter and the receiver respectively. We 
can also write this in matrix form

H = A ^ H p A f (2.11)

where Ar  =  [ a r ( < £ r , i ) ,aT {4>T K̂ )\ M x K matrix, AR = [aR{(f)R^ ) , . . . ,  aR{<j>RfK)], 
N x K matrix and Hp — diag(P\ , . . . ,  ¡3R ) (KxK) diagonal matrix. In the model, the 
virtual AoD 4>T,p and virtual AoA, ipR,q from different scatterers are fixed according 
to the number of elements at both sides, i.e.

^ T,p dp\= arcsin Mdt (2.12)
baX (2.13)=  arcsm -^-rNdr
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where = — (M —1)/2,. . . ,  (M —1)/2  when M is odd and a* = — M /2 ,. . . ,  M/2 where 
M is even.ftj = — (IV — l) /2 ,. . . ,  (N  — l)/2  when N is odd and = —N /2 ,.. .  ,N /2  
where N is even.

The MIMO channel can be modeled as
N M

H =  X X H v ( p , ï ) a fi« ’S,»)<#(liS>) (2.14)
q=lp=l

= Â #H yÂ y

where H y  is the virtual channel representation, A p  and A p  are defined similarly 
as in equation 2.11. Note that both Ap and Ap are unitary matrices and H(> is no 
longer a diagonal matrix in general.

2.2.2 Correlation-Based M odels
Many narrow band non-physical MIMO channel models are based on the multivariate 
complex Gaussian distribution [25] of the MIMO channel coefficients (i.e., Rayleigh 
or Rician fading). The channel matrix H can be written in the following way:

H -  \ i r r ^  + (2'15)
where K  > 0 denotes the Rice factor, H.s is a zero-mean Gaussian random matrix that 
characterizes the NLoS components and is a deterministic matrix which accounts 
for the LOS components of the channel’s parameters. In the following, as in [26], we 
focus on the NLoS components given by the Gaussian matrix H s. We also assume 
K  = 0 for simplicity, i.e. H = H s. The zero-mean multivariate complex Gaussian 
distribution of h = vec(H), where vec{.} is a vectorization operation [20], is given by

/<h) =  TTnm det{RH} exP ( -h" RH h) (2'16>
where (.)H is the Hermitian transpose and R jj is the nm  x nm  full correlation matrix 
[[27],[28]] of size nm  x nm. R jj describes the spatial MIMO channel statistics and
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contain the correlations of all channel matrix elements and is given by

R h  = ^ (h h ^ )  (2.17)
where E{.) denotes the expected values. By using the distribution in equation(2.16), 
the realizations of the MIMO channel can be obtained by

H = imuec(h) (2.18)
which is the inverse operation of vec(.) with

h =  R h  2£ (2-19)
1/2Here, R jj denotes an arbitrary matrix square root and g is an nm  x 1 vector with 

i.i.d. Gaussian elements with zero mean and unit variance.
In order words, correlation-based models characterize the MIMO channel ma

trix statistically in terms of the correlations between the matrix entries. Popular 
correlation-based non physical channel models are the i.i.d Gaussian, Kronecker and 
the Weichselberger models.

2.2.3 The i.i.d M odel
The i.i.d model is the simplest non-physical MIMO model, consisting of only one 
parameter p2, the channel power. The correlation matrix R jj is given by

Rh = P21 (2.20)

where I is the nm  x nm  identity matrix. In this model, all the elements of the channel 
matrix H are uncorrelated, statistically independent and have equal variance p2 [29].
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2.2.4 The Kronecker M odel
This model assumes that spatial N r  and N r  correlation are separable, and the cor
relation matrix will be given in the following Kronecker product

= R iVr  ® R/Vfl (2-21)

with the Nr  and Nr  correlation matrix given by RpjT = E(H ^H ) and Rn r = 
E(H H h ) respectively. It can be shown that under the above assumption [26], the 
equation (2.19) simplifies to the Kronecker model

h = (2-22)
H = Rj/fGRj/2 (2.23)

with G — unvec(g) an i.i.d unit variance MIMO channel matrix.
The enforcement of a separable AoD - AoA in this model will have a limitation 

on the Kronecker model. The model will not be able to reproduce the coupling of a 
single AoD with single AoA, which is an elementary feature of MIMO channels with 
single bounce scattering.

2.2.5 The W eichselberger M odel
This model [30] aims to remove the restriction of the Kronecker model to separable 
that neglects significant parts of the spatial structure of MIMO channels. Its definition 
is based on the eigen value decomposition of the Nr  and N r  correlation matrices

Rjvr  = UjVj.Atfj.U^ (2.24)
R » r =  U«flA»KU W* <2'25)

where, U n t  and U rtr are unitary matrices whose columns are the eigen vectors of 
R ĵ r  and Rn r - respectively, and AjyT , An r are diagonal matrices with corresponding
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eigen values. The model itself is given by

H  =  (n  .  G ) U j,T (2.26)

where G is again an nxm  i.i.d MIMO matrix, and f1 is the element-wise square root 
of an nxm  coupling matrix Q, whose elements determine the average power coupling 
between the N r  and N r  eigen modes. This coupling matrix allows for joint modeling 
of the N r  and N r  channel correlations. We note that the Kronecker model is a 
special case of the Weichselberger model obtained with the rank one coupling matrix 
Q = Xr x \Tpx , where \ rx and \ rx are vectors containing the eigenvalues of the Tx 
and Rx correlation matrix, respectively.

2.3 Physical M IM O M odels
Physical channel models characterizes the MIMO system by describing the double 
directional multipath wave propagation [31], between the location of the transmit 
Nr  arrays and the location of the receiver Nr  array without taking the antenna 
configurations and system bandwidth into account. Physical model give an accurate 
simulation of the wave propagation parameters. Physical MIMO channel model can 
be divided into - deterministic, geometry based, and non-geometric physical models.

2.3.1 Determ inistic M odels
These models reproduce the actual physical radio propagation parameters for a given 
environment. In urban environments, the geometric and electromagnetic characteris
tics of the environment and of the radio link can be easily restored in the files and 
the corresponding propagation process can be simulated through computer programs. 
These models are physically meaningful, and potentially accurate even though they 
can only represent certain type of environment. Due to the high accuracy and adher
ence to the actual propagation process, deterministic models may be used to replace 
measurements when time is not sufficient to set up a measurement campaign or when 
particular cases, which are difficult to measure in the real world, would be studied.
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The most appropriate physical deterministic model for radio propagation in an urban 
area are Ray Tracing (RT) models [32], RT models use the theory of geometrical 
optics to represent the MIMO channel propagation scenario.

2.3.2 Geom etry-based Physical M odels
With geometry based channel models, the impulse response of the channel H is char
acterized by the laws of wave propagation applied to specific Np, Nr  and scatterer 
geometry, which are chosen in a random manner. The most common geometry based 
MIMO channel models are the one-ring model and two-ring model [33].

2.3.2.1 One-Ring Model
In the one-ring model, the base station (BS) is assumed to be elevated and therefore 
not obstructed by local scattering while the mobile station (MS) is surrounded by 
scatterers. In this case, no line-of-sight (LOS) is assumed between the BS and MS 
and each ray is reflected only once. Actual power is accumulated by proper angular 
distribution.

MS ♦

Figure 2.3: The one-ring model.

Figure 2.3 illustrates the one ring model. In the figure, Tp is the pth antenna 
element at the BS, Rn is the antenna element at the MS, D is the distance between 
the BS and MS, R is the radius of the ring of scatterers, a is the AOA at the BS,



Chapter 2: Models of MIMO Wireless Channels 25
and 7 (in the diagram Y) is the angle spread. Since D and R are much larger than 
the spacing between antenna elements, 7 = arctan(R/D).

Taking these assumptions into consideration, an analytical expression for the 
channel matrix H was derived. Each complex element of the channel matrix is given 
in terms of specified channel parameters (number of antenna element at both BS and 
MS, AoA, radius of scattering ring, angle spread, and distance between the receiver 
and the transmitter).In the model, it is assumed that S(0) is uniformly distributed 
in 9 and the phase shift, 4>(6), associated with each scatterer, S(6),is distributed 
uniformly over [—it, tt) and i.i.d in 6.

Suppose that there are K  effective scatterers S{9]~),k — 1 ,2 ,..., K  distributed 
on the ring. The complex channel coefficient between the elements at the BS and 
nt}l element at the MS can be expressed as

Hp,n ~ ~ j=  X ! e x P  (~ 3 ~ \(DTP-+S{0k) +  DS(Ok)->Rn) ( 2 *2 7 )VA fc=l V 7

where Dx -^y  denotes the distance between X  and Y  and A is the wavelength. Due to 
the central limit theorem, when the number of scatterers becomes large, the channel 
coefficient is Gaussian distributed [24].

2.3.2.2 Two-ring Model
In the narrow band two-ring model presented in [27], both the BS and MS are sur
rounded by scatterers as shown in Figure 2.4. This can be not only outdoor wireless 
communications but also the case for indoor wireless communication. In this model, 
each ray is reflected twice and the complex channel matrix coefficients are given in 
terms of specified channel parameters (number of antenna elements at the BS and 
MS, AoA, AoD, radius of scatter rings, angle spread, and distance between BS and 
MS, very similar to one-ring model) and the channel coefficients are given by [24].
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MS

Figure 2.4: The two-ring model.

H,P,n k—1 1=1
+ D S1(ak) ^ S 2((3l) +  D S2( h i ) - R j  + j M < * k )  +3<fo.

(2.28)

The difficulty in this model is that the signals reflected by the scatterers at 
the receive side are possibly not independent. Even if the number of scatterers, K\ 
and K 2 go to infinity,the channel coefficient is still not zero-mean complex Gaussian. 
Therefore, the channel covariance matrix can not completely describe the MIMO 
channel [24],

2.3.3 Ring M odels w ith von Mises Angular Distribution of 
AoA & AoD

Models that were proposed in [34], [35] that uses the von Mises angular probability 
density function as the angular PDF at he mobile side and takes the Doppler spread 
into account. We know that the angular spread of the BS, 7 is small and D >■  
R max(dPq, dmn) where dP)q and dn m̂ are the element spacing at the BS and MS
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respectively, the cross covariance between two normalized channel coefficients can be 
approximated as follows

W p . n W g n i t  + T)] exP( ”T— [dpq7  sin(O!)] ) sin(0)

+dn,m cos(d - ( d ) -  j2 n fD[cos(6 
r p W M e x p l32^ ^

(2.29)

x

A
where f p ) ~ vl A is the Doppler shift, v is the speed of the MS and (p is the moving 
direction of the MS, and r  us the relative time difference between the two links. It 
been well known and proven that the von Mises angular PDF is a good model for the 
angular PDF, p{0). The von Mises PDF is given as

p{9) exp(fccos(# — p)) 
2trlo(k) 9  e  [ — 7T,  7r ) (2.30)

where / q(.) is the zero order modified Bessel function and p is the mean AoA at the 
MS. After we insert the equation 2.30 into the equation 2.29, we will get the following 
equation:

E[Hp,nm ^ t  + r)J =  ( ^ » ” (a)1 x
I0(k2 -  a2 -  b2m -  c^qj2 sin2(a) + 2abnm cos((3 -  f)) 
+2cpq'y sin(a)[asin((j))bpn,m] sin(/?)] — j2k,acos(p — <fi) 
-bnm cos{p - ( d ) -  Cpq'y sin(a) sin(p)1//2j

where a =  2,ivfp)T,bnm = 2irdnm/ \  and cpq = 2nd,pq/ The distribution gives a 
closed-form expression and therefore, it can be used to study the channel covariance 
analytically.
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2.3.4 Distributed Scattering M odel

< J< 1
RX 0

R
//

d t

Figure 2.5: The distributed scattering model.

Assume there are Nj> transmit elements and Nr  receive elements. We also 
assume that there is a plane wave because both the transmitter and receiver are 
obstructed by the surrounding scatterers where the distance between them is large 
enough. We also assume that there are S scatterers on both sides where it is large 
enough to have random fading. The scatterers at the receive side can be seen as a 
virtual array between the transmitter and receiver. Therefore the channel function 
can be shown as

H = 1 p l / 2  ^Tg C-drG rR 1/2
0s ,2Dr /S Q R T/2

&t,dt (2.31)

where -7= is a normalization factor, and Gr are random matrices with i.i.d zero 
mean complex Gaussian elements. R qu^ R qs 2Dr/S  an(l Rer,dr are the correlation 
matrices seen from the transmitter, virtual array, and receiver respectively. For uni
formly distributed AoA, the (m ,k ), the element of the correlation matrix can be 
expressed as

1
s - 1

i= —
E  «

5-1

2j7r(k—m)dcos(n/2+6i) (2.32)
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where S should be odd, d is the array element distance and 6t is the AoA of the 
ifh scatterer. We should note that when the angle spread of the AoA is small or the 
array inter-element distance is small, the correlation matrix lose rank, otherwise it 
will converge to the identity matrix, i.e. a full rank matrix. When the distance R is 
large compared with the product of Df, Dr the virtual array correlation matrix will 
be low rank and the MIMO channel will be low rank.

2.4 Standardized m odels
These models are an important tool for the development of new systems. They allow 
different parties to work and improve a specific design using different techniques 
such as signal processing, multiple assets,etc. in an unified manner. There are several 
MIMO models - COST 259 [36], COST 273 [37], 3GPP [38], SCM, WINNER, IEEE 
and SUI Models. We will only discuss a few models in this section.

2.4.1 Cost 259/275
“COST” is an abbreviation for European Cooperation in the field of Scientific and 
Technical research. Several COST initiatives were dedicated to wireless communica
tions, in particular COST 259 “Flexible personalized wireless communications” which 
is a physical model that gives a model for a delay and angular dispersion at BS and 
MS, for different environments. It was the first model that explicitly took the rather 
complex relationship between BS-MS-distance, delay dispersion, angular spread, and 
other parameters into account.

Each environment is described by external parameters (e.g.,BS position, radio 
frequency, average BS and MS height) and by global parameters,which are sets of 
probability density function and/or statistical moments characterizing a specific en
vironment. Each environment contains a number of propagation environments, (which 
are defined as realizations of the global parameters), are approximately constant; they 
are typically several meters in diameter. These parameters are randomly generated
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realizations of the global parameters and describe the instantaneous channel behav
ior. We should note that the COST 259 model can handle the continuous movement 
of the MS over several propagation environments, and even across different, radio en
vironments. Details can be found in [39],[40]. There are two major restrictions in this 
model. Scatterers are assumed stationary so that channel time variations are solely 
due to MS movements; this obviously excludes certain environments (e.g., indoor 
scenarios with person moving around). Delay attenuations are modeled as complex 
Gaussian random variables. This requires a sufficiently large number of multi path 
components within each delay bin, a condition that is not met in some situations. 
The latter assumption is also made in all other standardized channel models.

The COST 273 is ’’Towards mobile broad-band multimedia networks”. The 
COST 273 channel models are different in several key respects,to the COST 259:

1. To reflect new applications of MIMO systems, new radio environments are de
fined (e.q., peer-to-peer and fixed-wireless-access scenarios).

2. All parameters are updated based on new measurement.
3. Same modeling is approach is used for all types of cells as COST 259.
4. The model for AoA and AoD is different then the COST 259.

One cluster is split up into two representations of itself: one that represents the cluster 
as seen by the BS and one as it is seen by the mobile terminal. Both realizations 
look identical, like twins. Each ray propagated at the transmitter is bounced at each 
scatterer in the corresponding cluster and reradiated at the same scatterer of the twin 
cluster towards the receiver. The two cluster representations are linked via a stochastic 
cluster link delay,which is the same for all the scatterers inside the cluster. The cluster 
link delay ensures realistic path delays as, for example, derived from measurement 
campaigns, whereas the placement of the cluster is driven by the angular statistics of 
the cluster as observed from BS/MT, respectively.
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2.4.2 The W IN N E R  Channel M odels
The channel model developed in the Information Society Technologies (IST)-WINNER 
[41] project are related to both the COST 295 model and the 3GPP SCM model. The 
spatial channel model (SCM) was developed by 3GPP/3GPP2 to be a common ref
erence for evaluating different MIMO concepts in outdoor environments at the center 
frequency of 2GHz and a system bandwidth of 5MHz. The WINNER models adopted 
the SCM principle to model all channel scenarios with the same generic structure [26], 
Generic models are intended for system-level simulations, while clustered delay line 
(CDL) models, with fixed small scale parameters, are used for calibration simulations 
[26].

In the first stage of the WINNER modeling work, the 3GPP SCM model was 
selected for immediate simulation needs, due to the narrow bandwidth and the limited 
frequency applicability range, the SCM model was extended to the SCM-Extended 
(SCME). Then the model was extended to have a bigger bandwidth and also have 
new definition of path loss functions. Further upgrades to the original model include 
the LOS option, the consideration of elevation in indoor scenarios, auto-correlation 
function modeling of large scales and dependent polarization modeling. The model is 
scalable from single SISO or MIMO link to a multi-link [26] [41].

2.4.3 SUI M odels and IEEE 802.16a
The Stanford University Interim (SUI) channel models were developed for macro- 
cellular fixed wireless networks and were further enhanced in the framework of IEEE 
802.16a for fixed broad band wireless access [26].The targeted scenario for these mod
els is as follows:

• cell size is less than 10km in radius
• user’s antenna is fixed and installed on rooftop (Nlos is required)
• the base station height is 15 to 40 m, above the rooftop
• bandwidth is from 2 to 2 MHz.
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The MIMO direction components of the SUI/802.16a models is not highly developed 
within the standard itself, but the extensions of the standards were investigated and 
are described here as well.

SUI Channel Models: For each tap-delay line, the SUI channel is characterized 
by a single antenna correlation coefficient at the user’s terminal, without giving any 
consideration to the user’s terminal array configuration, while the antenna correlation 
at the BS is taken as equal to zero, assuming a large BS antenna spacing. This is the 
only characteristic that is included in this model. We should note that in the original 
models, antennas were assumed to be omnidirectional at both sides. Another specific 
aspect of SUI models is that the Doppler spectrum of each tap is not given by the 
classical Jakes spectrum, but by a rounded shape centered around 0 Hz [26].

IEEE 802.16a Models: These models are based on the modified version of the 
SUI channel models. They are valid for both omnidirectional and directional antennas. 
In the standard, the use of directional antennas naturally causes the A'-factor of the 
Rician taps to increase and the global delay-spread to decrease. However, the model 
does not modify the correlations at the user’s terminal when reducing the bandwidth, 
we might have expected the correlation.

2.5 MIMO Channel M odeling and Sim ulation
We all know that the increasing demand for high data rates and the limited available 
bandwidth motivates the investigation of wireless systems that efficiently exploit the 
spatial domain. We use antenna arrays only at the base stations due to the cost size 
and its complexity but using it on both transmitter and receiver will improve not only 
coverage and throughput but also allow a higher degree of spectral reuse and increase 
the system capacity. Channel capacity can be increased by using antenna array at both 
transmit and receiver side, as long as the environment provides sufficient scattering. 
Some field measurements investigating MIMO channel capacity have recently been 
reported in [42],[43]. Most of these reports have presented that the scattering has 
been sufficiently rich to provide capacities close to the ideal situation. It is every 
one interest to characterize and model the MIMO channel for different conditions
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in order to predict, simulate and design high performance communication systems. 
One of the advantages is that the simulation of MIMO propagation channel can 
assist in the choice of efficient modulation schemes under different scenarios and 
system performance can be accurately predicted. There have been reports regarding 
SISO channel modeling, indoor radio channels [44]- [49] and outdoor radio channels 
[50],[51]. A great effort was also explained recently to conduct measurements for 
MIMO channel. However they are very expensive and not open to public use.

We review some of the published research on MIMO channel modeling and we 
focus on the non-physical and physical models. The non-physical models are derived 
from the statistical characteristics of the MIMO channel,whereas the physical models 
use channel parameters to clearly describe the characteristics of the MIMO channel 
as well as the surrounding scattering environment.

2.5.1 A R  M odel
If a model can be successfully fitted to a data stream, it can be transformed into the 
frequency domain instead of the data upon which it is based, producing a continuous 
and smooth spectrum. This is the basic premise of the spectra produced using au
toregressive (AR) modeling. In an AR model, a value at time t is based upon a linear 
combination of prior value (forward prediction), upon a combination of subsequent 
values (backward prediction) or both (forward-backward prediction. The linear mod
els give rise to rapid and robust computations. To preserve the degrees of freedom for 
statistical tests and to furnish a common reference for all AR algorithms, AR model 
can be define as follows:

P
Vk = ''y ] aj xk+j k — p ,. . . , 1

3=1 
P

Vk = $ ~2ajXk- j  k = p + l , . . . , N
J=1

In these equations, x is the data series of length N  and a is the autoregressive param
eters array of order p. The first equation uses a positive sign, which defined as reverse
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prediction of the first p values, and forward prediction for the remaining N  — p values.

The AR coefficients can be computed in a variety of ways. The coefficients can 
be computed from autocorrelation estimates, from partial autocorrelation coefficients, 
and from lease squares matrix procedures. An AR model using the autocorrelation 
method will depend on the truncation threshold (maximum lag) used to compute the 
correlations. The partial autocorrelation method will depend on the specific definition 
for the reflection coefficient. The least-squares methods will also yield results that are 
a function of how data are treated at the bounds as well as whether the data matrix 
or normal equations are fitted.We will explain more about this in the later sections. 
The details for this chapter are explained in AR chapter.

2.5.2 Cluster M odels
Statistical cluster models directly specify distributions on the multipath AoA/AoD, 
Time of Arrival (ToA), and complex amplitude. Most current models are based on 
initial work by Turin u,et al. who observed that multipath components can be grouped 
into clusters that decay exponentially with increasing delay time. Intuitively, a single 
cluster of arrivals might corresponds to a single scattering object and the arrivals 
within the cluster arise because of smaller objects features. Statistical descriptions 
of the multipath arrival parameters can be obtained from measurements or from ray 
tracing simulations [52], Provided that the underlying statistical distributions are 
properly specified, these models can offer highly accurate channel representations. 
One of the well known model that fits into this category is Saleh-Valenzuela model 
which include AoA/AoD in addition to ToA and multipath amplitude. The Saleh- 
Valenzuela Model with Angle (SVA model) is based on the experimentally observed 
phenomenon that multipath arrivals appear at the receiver in clusters in both space 
and time. We will refer to arrivals within a cluster as rays and will restrict our 
discussion to the horizontal plane for simplicity (6? = Or  = 7r /2). If we assume we 
have L clusters will K  rays per cluster, then the directional channel impulse response
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can be written as

M r > °R-Qt ) 1
\/~LK

L - lK -1
M r

1=0 k=0
~ Tl ~  Tkl)

S((f)T -  -  (¡>T,kÙ^R ~ ®RJ ~ &R,kù

where we have removed the time dependence, and the summation now explicitly 
reveals the concepts of clusters and rays within the clusters. The parameters 7], i 
and represent the initial arrival time, mean departure angle, and mean arrival 
angle respectively, of the Ith cluster. Also, in this context, the kth, ray arrival time 
tm, departure angle 0TJd and arrival angle 4>r ^I are taken with respect to the mean 
time/angle values for the l ^  cluster.

2.5.3 D ata M odel
The baseband relationship for Multi-Input Multi-Output system with Np transmit
ting and N r  receiving antennas can be expressed as

y (t) = H (t) * s(t) + n (t) (2.33)

where s(t) is the transmitted signal, y(t) is the received signal, n(f) is additive white 
Gaussian noise (AWGN) and ” * ” denotes convolution. H(£) is an Np x Nr  channel 
impulse response matrix.

If H is a narrow band MIMO channel matrix, where the signal bandwidth is 
narrow, comparing to the coherence bandwidth of the channel [2], H can be treated 
as approximately constant over frequency (frequency flat channel). Then the input 
and out put relationship simplifies to

y = Hs + n (2.34)

where H is the narrow band MIMO channel matrix. In many cases, the elements 
of narrow band MIMO channel matrix are assumed to be i.i.d to study the MIMO 
channel capacity. We will discuss about different type of channel capacity in later
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sections. We will also explain how this i.i.d changes in reality due to insufficient 
spacing between antenna elements and limited scattering in the environment, and 
how this effect our MIMO channel capacity.

2.5.4 M odel Classification
Recently, much interest has been based on modeling channel of the channel impulse 
response H (t) for wideband system or the narrowband system, because it is very 
critical for the simulation of MIMO communication systems. Several research and 
measurement works have been reported in this area and the proposed models can be 
classified in several different ways.

2.5.5 W ideband vs. Narrowband M odels
The MIMO channel can be divided into two models - wideband and narrowband 
model. The wideband scenario considered the propagation channel as frequency selec
tive, which means that different frequency will have different channel coefficient. The 
narrowband assume that the channel has frequency nonselective fading also known 
as flat fading therefore the channel has the same response over the entire system 
BW. The time varying wide band models treat the MIMO channel as the sum of a 
line-of-sight (LoS) component and fading components

H (r) =
i—1

(2.35)

where only H i = H loS +  ^-random contains a LOS component and a random fading 
component [53]. H(r) is a complex matrix and the Ilj is the linear transformation 
between the two antenna arrays at delay rp We can use any of the flat fading models 
to design Hj in this case. Now for narrow band models, the channel is modeled as a 
sum of the LOS and the NLOS component of the channel matrix H as follows:

H =  H LOS +  ÏÏ-NLOS (2.36)
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These could be correlated or not based on the specification of the given model. The 
model of the channel matrix H  is related to so called the Rican factor K. which is 
the ratio between the power of the LOS component and the mean power of the NLOS 
component. We can find wide band MIMO channel models in [54],[55]and[56].

2.5.6 Field M easurement vs. Scatter M odels
One of the approaches to model a MIMO channel is to measure the MIMO channel 
response through field measure, where some characteristics of the MIMO channel can 
be obtained by investigating the recorded data, then the channel can be modeled 
to have similar characteristics. Models based on MIMO channel measurements are 
reported in [54] - [59]. An alternate approach is to assume a model which captures the 
channel’s characteristics by using distributed scatterers. If the scattering environment 
is reasonable enough, the model represents the fundamental characteristics of the 
MIMO channel. Examples of scatterer models can be found in [27] and [60],

We can categorize the scattering around the antennas at the both ends as 
strong or weak scattering. Strong scattering is formed from large spatial separations of 
reflectors and/or fast moving antenna. Therefore, there will be a large phase variations 
0 from the antennas and the scatterers. The probability density function of the phase 
variation is uniform in this case and given by

P M  =  4 ;  (2.37)
Weak scattering is formed from closely spaced reflectors and a relatively small varia
tion in the phase of different rays. In this case, the probability density function (PDF) 
of the phase variation can be conveniently descried by the von Mises PDF [24].

Pe(0) = exp [k cos(9 — p)\
2irl0(h) 0 e  [—7T, 7T), (2.38)

where Iq(.) is the zero order modified Bessel function and p is the mean of angle of 
arrival (AoA) at the mobile station (MS) or angle of departure (AoD) at the BS. 
The following figure illustrates slopes of pq{0) for different values of k more about
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Figure 2.6: The phase PDF based on different k values.

Equation (2.37) and Equation (2.38).
For example, the parameter k can be chosen between k =  0 for isotropic scattering, 

which results in a uniform phase distribution or k = oo for extreme non isotropic 
scattering. This model is widely used by researchers due to its convenient analytical 
properties [33].

2.6 Conclusion
This chapter should give the reader better understanding of how the models of MIMO 
wireless channels work. We explained from very simple basic design up to more com
plex and mathematical designs of the channels in this chapter. The reader should 
note that some of the sections are repeated in the latter chapters to be explained in 
more depth. The following table summarizes the list of models that was discussed in 
this chapter:
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Physics Based(Propagation Based) Other Models
Gaussian Channel Autoregressive Model
Rayleigh Fading Channel Unitary-Independent-Unitary (UIU) Model
Rician Channel Wide band & Narrow band Model
Deterministic/Geometry Base Non-Physical Channel
Propagation Motivated Channels
Physical MIMO Models
Mobile-to-Mobile Model

Table 2.1: Standards of MIMO channel models.
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Chapter 3
U nitary-Independent-U nitary (U IU ) 

Channel M odeling
3.1 Introduction
Recent research results have shown tremendous potential capacity improvement achieved 
by Multiple-Input Multiple Output (MIMO)systems [61] [62] which employ antenna 
arrays at both sides to create multiple parallel channels between transmitter and re
ceiver and increase data rates without additional power or bandwidth consumption. 
While initial studies were based on an idealized i.i.d channel model, recent analytical 
and experimental results show that the statistics of MIMO channels, especially the 
correlation between antennas, have a significant impact on channel capacity [63] [67]. 
Moreover, MIMO systems are expected to support high-data-rate communications, 
which inherently requires large bandwidths and inevitably leads to frequency-selective 
channels. Therefore, a better understanding of wideband MIMO channels is critical 
for the design and performance prediction of MIMO systems. Many channel models 
have been proposed to study the MIMO system performance and can be basically 
classified as propagation-inspired and analytic models. Performance inspired models 
are aimed at describing the channel via individual physical paths. Each path is asso
ciated with distinct transmit/receive angles, delay, Doppler shift and complex path 
amplitude. It is very accurate but the large number of nonlinear physical parameters 
make the propagation models difficult to analyze theoretically.

Instead of modeling each individual path, analytical models are aimed at model
ing the joint statistics of channel coefficients. Initial studies assumed that the channel 
coefficients associated with different transmit and receive antenna pairs are uncor
related Gaussian random variables. This assumption corresponds to rich scattering
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environment and promises a linear capacity growth with the minimum of the number 
of transmiter and receiver antennas. Recent experimental and analytical investiga
tions have reveled that the realistic MIMO channels show significantly lower capacity 
due to the correlation of channel coefficients [43] [64] [66]. To incorporate correlation, 
the Kronecker model has been proposed, which assumes that the channel correla
tion is a product of the correlations at the transmitter and receiver sides. Based on 
this assumption, it models the channel matrix as a product of receive and transmit 
correlation matrices and an i.i.d Gaussian random matrix. The product correlation 
assumption implies a product structure on the 2D angular power spectrum, which is 
usually not the case in realistic channel.

The recently proposed Virtual Channel Representation (VCR) [19] for Uniform 
Linear Arrays (ULA) provides an intuitive and tractable representation of MIMO 
channel and yields many insights into channel statistics and capacity behavior. Vir
tual representation is essentially 2D Fourier transform of the actual channel matrix, 
and the transformed matrix can be modeled as element wise product of a virtual 
channel power matrix and an i.i.d Gaussian random matrix. Therefore, unlike the 
Kronecker model, the non separable channel statistics are preserved. Virtual channel 
representation can be easily extended to the time varying frequency selective scenario. 
For our research, we will show how to design the virtual representation model,its es
timation and channel responses.

3.2 Channel M odeling
We investigate narrow band channel here. Consider a transmitter array with P ele
ments and a receiver array with Q elements. In the absence of noise, the transmitted 
and received signals are related as

x  =  H s (3.1)

where s (P-dimensional transmitted signal),® (Q-dimensional received signal) and H 
(channel matrix coupling the transmitter and receiver elements). We can define the
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index entries of H as H(m,, n) : m — 0 ,1 ,...,  Q — 1, n = 0 ,1 ,...,  P  — 1.

For simplicity of presentation we focus on one dimensional (1-D) uniform linear 
arrays (ULAs) of antennas at both the transmitter and the receiver and consider 
far field scattering characteristics. Far field scattering is defined as taking place with 
the scatterers sufficiently distant from both the transmitter and receiver. The array 
steering and response vectors are given by [20]

Receiver Array

Figure 3.1: Schematic illustrating physical channel modeling

ar (6»r ) =

aR(0R) =

1

V P  L
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l,e

-j2reT,...,e~i2'K(p - V>eT

-j2ireR,...,e-i27r(Q-VeR
(3.2)

(3.3)

where 0 and (t> are related as
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Q = 

0 =

d sin(^)
Ä

arcsin
■ asin(</>)

0
a

(3.4)
(3.5)

A is the wavelength of propagation, and a = d/X is the normalized antenna spacing. 
The angle <fi is measured relative to the horizontal axis (see in Figure 3.1 and 3.2). The 
vector aR(9ji) represents the signal response at the receiver array due to a point source 
in the direction Or . Similarly, ax(6p) represents the array weights needed to transmit 
a beam focussed in the direction Or . We notes that due to the finite array aperture, the 
receiver array collects some signals from directions in the neighborhood of Or , and the 
transmit array couples energy at angles in the neighborhood of Or  as well. We should 
note that equation (3.4) defines a one-to-one map between —7r/2  < <fi < 7t/2  and 
a < 9 < a. In case of a =  0.5, there is a one-to-one mapping between# € [—0.5,0.5] 
and cj) € [—7r /2, 7r /2].

3.2.1 Physical M odeling of Scattering Environment
The channel matrix H can be modeled as [19]

aR aT
H  =  J J G{9r , 0t ) x aR{9R )aR (9T )dORdOT (3.6)

°R  - aTaR aT
H{m,n) = J J G(9R, i T) x (3.7)

-aR -a T
where G(0r , Or ) represents the physical scattering and we can call is as the spatial 
spreading function. We will explain more in details how we create this in our simu
lation. When G(0r ,0r )) = 0 for \9r \ > aR,\0p\ > o r , we can rewrite the above
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equation as

1/2 1/2J G{eR,9T)aR {9R)aR (9T ) d9R d9T (3.8)
- 1/2  - 1/2

G(9R,9p) — G (9 R modi, 0R modi) (3.9)

where 9 mod 1 denotes the value of 9 in the principal period [—0.5,0.5). We can note 
here that, in many realistic environments, G(9R, 0p) is nonvanishing in smaller regions 
corresponding to scattering clusters with limited angular spreads, as illustrated in 
Figure 3.1. Each cluster is represented by a non-vanishing sub-kernel of G(9R, 9p) 
with support [—ap,ap\ x [—aR, aR]. We have designed out matrix G for both 
Uniform and Gaussian distribution.

Figure 3.2: Schematic illustrating virtual channel modeling 

A widely used discrete physical model which is given in figure 3.1 and is given
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by
L

H = ^ 2  Pi aR(0R,l)ar(6T,l) = A r (0r ) H p  A p (0t ) (3.10)
1=1

with corresponding G matrix as
L

G (0R, 0t ) =  A  ¿(0R -  0R,l) S(0r  -  &T,l)
1=1

In the above model, the transmitter and the receiver are coupled via propagation 
along L paths with 8pj and 0p>j as the spatial angles seen by the transmitter and 
receiver, respectively, and the Pi as the corresponding independent path gains. We 
can write A p (8r ) and A p (6p) in the following form as well:

A-r Wr ) = laR(QR,h ■ ■ ■ i0r (9r ,i))] (Q x L)
A t (0t ) = [aj-(0r , i , .. .  ,8t (8t ,i))\ {P x l )

H f  = diag(/?i,... ,Pl ) (L x L)

One important thing we should note here is that, it is linear in the path gains Pi but 
nonlinear in the spatial angles {6r  i ,8t ,i}-

3.2.2 Virtual Channel Representation
The finite dimensionality of the spatial signal space can be exploited to develop a 
linear virtual channel representation that uses spatial beams in fixed virtual direction. 
This is similar to beam space and wave number domain in array processing literature. 
We will assume that both P and Q are odd and define:

Q -  {Q —1)/2

p  = (P — l)/2
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The virtual channel can be represented as shown in Figure 3.2 and the channel matrix 
can be written as

Q P
H =  £  ^ 2  Hv(q,P)aR(QR,q)aT (0Tj>) =  &r  H p  A y  (3.11)

q = -Q v = -P
where the matrices

~K R =
A t  =  [ar (0r  _ p ) ,. . . ,  aT (6T p)}

are defined by the fixed virtual angels {0R q} and {0pp} and are full rank. The Hy 
is the virtual channel representation. Following [66], we decided to use virtual spatial 
angles to be uniformly sampled and get

i R,q =  4 , - Q <  <3 <  Q  (3.12)

U p =  y  - p < P < P

which results in the steering/response vectors in equation 3.2 being sinusoids with 
frequencies dT,p/@R,q and the A r  and A p  matrices becomes unitary matrices. Now 
we will explain how we will chose the (fts that is given in the figure 3.2. These corre
sponding fixed angles in the 4> domains are shown in the figure 3.3 for different values 
of a.

4Tjp arcsin eT,p
Oij' = arcsin P

PocT
. eR,qarcsm -----

V a R
■ (  q= arcsm —----

\Q ocr

(3.13)

The virtual channel coefficients H y{q,p) represents the coupling between the



Chapter 3: Unitary-Independent-Unitary (UIU) Channel Modeling 47

Figure 3.3: Beams in the <p domain corresponding to the fixed virtual angles for 
different values of a. The above plots correspond to an 11-element ULA (a) a = 0.5 
(b) a  = 1.5 N  = 11
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P virtual transmit angles {4>x,p} and the Q virtual receive angles {<t>R,q}-

3.2.3 Formulation of Channel M odel
We can express Hy in matrix form for the continuous physical model as

H-model = Aft (ji © (?) (3.14)

where G is the random matrix with i.i.d zero-mean complex-normal entries with unit 
variance, and Q is full rank and consists of real valued non negative elements. In our 
case, we have generated the channel from using the joint AoA/AoD PDF as the input 
function for il (e.g, Gaussian PDF as an input function or uniform, etc). Now, we 
will explain how each of the simulation is performed for our case and how the results 
are evaluated.

3.3 Sim ulation and Evaluation
In this section, we will explain sequence of steps that it takes to create the channel 
realization based on the theory mentioned above. The following are conditions taken 
as input parameters:

1. Joint AoA/AoD PDF p(0p,9R) and the net power Pq. The corresponding PAS 
is then just Pop(9T , 0R)

2. Number of Transmit N y  and receive, NR antennas as well a s the separation 
between antennas dy and dR in A (in wavelengths). We will assume Uniform 
Linear Array (Explained in the above sections).

3. Maximum Doppler frequency and the sampling frequency Fs.
4. Number of required samples L.

As the first step, we have started creating an uncorrelated channel matrix Hw which is 
generated by individual SISO channel designed in Mobile-to-Mobile communication
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channel for SISO.In this case, we assumed that there is no line-of-sight (Rayleigh 
Fading Model) with f^Ts = 0.025. Once we achieved this step, we generate Unitary 
matrices(y4j- and Aft using the equations given above). We used ap — 0.5 = aft and 
found out (pp and <fift using equation (3.13).
For the joint probability function at the input, we decided to use Gaussian PDF 
with mean at 7r (assuming it is from 0 to 2n), with some variance and with very fine 
resolution to get better calculation results for each end. The output of our Gaussian 
joint PDF is as shown in figure 3.4.

0
400

-0 .3

Figure 3.4: Gaussian Joint Probability Density Function

As we can see, the shape will depend based on our input such as the mean, 
variance and resolution. We can also create uniform joint PDF in this case. We should 
note here that, the 4> is between the limited range (—7r/2  to n/2). We found Cl ,given 
in equation (3.14), using the above joint PDF. Then we can find out Hmoc[ei using 
equation (3.14). Now that we have created a UIU Channel Model we need to test 
against some theoretical result for comfirmation. For our theoretical simulation we 
used Jake’s model:

Rxx = Ja(2nfd,T) (3.15)
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The result of each channel’s autocorrelation to theoretical results are given below.

Autocorrelation of channel h(1.1) vs Theoretical Autocorrelation of channel h(2,2) vs Theoretical

Autocorrelation of channel h(3,3) vs Theoretical Autocorrelation of channel h{4,4) vs Theoretical

Lags Lags

Figure 3.5: Autocorrelations of each channel against theoretical model

In order to produce the figure (3.5), we followed the steps described further 
on. First, we generate the UIU model following similar steps as in [19]. We generate 
autocorrelation of each channel coefficient over time and plot against the theoretical 
equation from equation (3.15). In our results, the blue line represent our simulation 
of autocorrelation for each channel and the red line represent the theoretical result. 
We can see that our results in every single graph matches the theoretical results, as 
predicted.

3.4 Com m unication System  Perform ance over 
Correlated Channels

Now that we have created a UIU MIMO channel we will investigate the performance 
of the channel. We all know that, there are several ways to do channel performance 
simulations. We decided to do this using Alamouti scheme and pairwise scheme. Both 
of these scheme were explained in previous chapter.
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3.4.1 Alam outi Scheme
Alamouti scheme is the easiest process to perform in our channel design. The exact 
detail regarding this scheme is given in the M2M channel communication in Chapter 4. 
For this simulation, we have used the UIU channel designed for the previous sections. 
All the theoretical and simulation schemes are given in M-to-M channel design and 
performance chapter in this thesis. Figure 3.6, shows that the simulation results match
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Figure 3.6: Alamouti probability of error on UIU MIMO channel Model

the theoretical results from from -35dB SNR to 5dB SNR. The probability of error is 
not so high as in the i.i.d Gaussian case because in this case,the Doppler effect and 
diversity are included.

3.4.2 Pairwise Probability Error
For pairwise probability of error, we have given all the details of the steps, and 
have shown the equation that are needed to produce the result listed bellow in M2M 
channel modeling chapter. Figure 3.7, shows that the simulation results outperformed 
the theoretical results from -20 dB SNR to 7 dB SNR. The method how to produce 
this result will be explained in detail in M2M channel model and performance.
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Figure 3.7: pairwise probability of error on UIU MIMO channel Model

3.5 Conclusion
As in conclusion, the design of modeling a MIMO channel using Unitary-Independent- 
Unitary (UIU) model is discussed in this chapter. The design is based on virtual and 
physical channel modeling. This chapter should explain how a MIMO channel is design 
based on input of a joint PDF between AoA/AoD. By using this input the channel 
is generated and the performance test is done based on the MIMO channel. All the 
simulation results matches with the theoretical results as we have predicted.
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Chapter 4
M2M Channel M odeling

4.1 Introduction
Mobile-to-Mobile (M2M) communications are expected to play an important role 
in adhoc networks and intelligent transportation systems, where the communication 
links must be extremely reliable. While both terminals are mobile, for example, one 
main vehicle in a given location of a city or a suburb might communicate with one 
or more moving vehicles in other locations. This situation might arise between rescue 
squads, emergency vehicles, military or security squad vehicles in cases of emergency 
or disastrous events. In such channels, the line of sight is more likely to be obstructed 
by buildings and obstacles between the transmitter and the receiver. The signal com
ponents will arrive at the receiver by means of scattering, diffraction, and reflection 
mechanisms.

To cope with problems presented by the development and performance investi
gation of future M2M radio transmission systems, a detailed knowledge of the multi- 
path fading channel and its statistical properties is essential. Several papers dealing 
with the modeling of M2M propagation channels have been appeared in the literature 
for single-input single-output (SISO) systems [68] [69]. Early studies were reported 
in [70] [71], where the statistics of a narrowband mobile to mobile fading channel 
has been investigated by focusing on the characterization of the time varying chan
nel transfer function. In the later days, the temporal correlation properties and the 
Doppler power spectral density were studied for the case of 3-D scattering environ
ments. In another approach, [72], ray optical techniques were used to model the wave 
propagation. The resulting impulse responses incorporate the complete channel infor
mation in the form of time series, which can be used directly for system simulations.
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There have been experimental and measured results suggesting that the statis

tics of certain M2M fading channels can appropriately be described by a multiple 
Rayleigh channel model [73]. Experimental results of the propagation characteristics 
of radio waves at 60 kHz between running vehicles were reported in [74], in which 
the feasibility of data transmission was demonstrated. The designing of simulation 
models for SISO M2M channel was addressed in [75]. It is well known from several 
studies [29] [62], that MIMO channels offer large gains in capacity over SISO chan
nels. We believe that especially this fact, combined with the enhancement offered by 
large vehicle surfaces on which multi element antenna can be placed, makes MIMO 
techniques very attractive for M2M communication system.

For M2M communication channels, where both the transmitter and receiver 
are in motion and equipped with low elevation antennas, find application in mobile 
ad-hoc wireless networks, intelligent transportation systems and relay based cellu
lar networks. M2M channels differ from conventional fixed to mobile cellular radio 
channels, where the base station is stationary, elevated and relatively free of local 
scattering. Akki and Haber showed that the received signal envelope of M2M chan
nels is Rayleigh faded under non-line of sight conditions, but the statistical properties 
differ from F2M channels. They were the first to proposed a mathematical reference 
model for M2M Rayleigh fading channels. Then, Vatalaro and Forcella extended their 
models to account for scattering in three dimensions. More recently, measurements 
for wide-band mobile-to-mobile communications have been reported [76]. There has 
been several method of proposal for simulating M-to-M channels in literature. Wang 
and Cox [77] described a model that approximates the continuous Doppler spectrum 
by a discrete line spectrum.The correlation functions are periodic functions of the 
time delay, and method requires numerical integration of the Doppler spectrum. Pa
tel et al. [75] proposed two sum-of-sinusoids models for M-to-M channels. The SOS 
models approximate the underlying random processes by the superposition of a finite 
number of properly selected sinusoids. Deterministic SOS models have sinusoids with 
fixed phases, amplitudes and Doppler frequencies for all simulation trials. Statistical 
SOS models leave at least one of the parameter sets as random variables that vary 
with each simulation trial. The statistical properties of the statistical SOS models
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vary for each simulation trial, but coverage to the desired properties when averaged 
over a large number of simulation trials. An ergodic statistical model is one that con
verges to the desired properties in a single simulation trial. The paper that we based 
on [78] this simulation proposed a new statistical SOS model for M-to-M Rayleigh 
fading channels. They used double ring model, which will be explained in detail in the 
latter section, where orthogonal functions are chosen as the in-phase and quadrature 
components of the complex faded envelope. This new model is designed to directly 
generate multiple un-correlated complex faded envelopes, a lacking feature in the 
existing models reports in [77] and [75].

4.2 Existing M 2M  Scenarios
One of the first reference on M2M channel was [79], where the authors assumed that 
small scale fading has Rayleigh statistics. They generalized the work of Jakes and 
derived new envelope auto correlation function and Doppler spectra. As expected, in 
the case when both transmitter and receiver are mobile, channel time variation can 
be more rapid than in the case when one or the other is motionless. Kato et al. [75], 
described effective means of simulating such a channel, using the SoS approach. In 
these models, they have assumed that there is isotropic scattering about both vehicles, 
applicable mostly in urban environments. In real M2M scenarios, isotropic scattering 
will be rare and WSS condition will pertain for a generally shorter time period than 
in single mobile platform cases. There have been several articles using 5 GHz band 
that developed several models with different M2M settings [80]. An alternate where 
it is shown method for M2M communication is presented in [81] , shown that there 
can be at least 6 different types of scenarios we can have in M2M design and they are 
explain briefly below.

For VTV Expressway Oncoming, each of the vehicles entered the highway at the 
same from facing to one another. Both cars were accelerated up to 65 mph and record
ings were produced of the appropriate speed and distance. In VTV urban canyon 
oncoming case, the measurements were done at about 20-30 mph speed. Problem 
with this test is that, both cars has to be at the same speed, but they also have to
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work with traffic lights. For the next case, RTV suburban street, the transmitter was 
mounted on a pole near the intersection of a street corner. According to the article, 
the antenna was 6.1 m high and the receiver was moving from all 4 different directions. 
The speed was also 20-30 mph in this case. RTV expressway was done by mounting 
the antenna on a pole of the side of the highway. The measurements were done from 
both directions on the highway. The speed was also set to be 65 mph. The second 
last case, VTV expressway same direction with wall, in this case there was a dividing 
wall between the roads. They assumed that there will be some degradation in the 
signal due to the wall. The last case was, RTV urban canyon, where the transmitter 
was mounted on a pole near the urban intersection. The receiver was moving at 20-30 
mph with the desired range. All these scenarios cover any possible communication 
between two moving mobiles.

4.3 M odeling o f M 2M  channel
4.3.1 Reference M odel
M-to-M reference model that was designed by Akki and Haber [78] defines the complex 
faded envelope as

I Y  N= V l v S  exp \j [uit cos (an) + uj2t cos(/3n) + 4>n)} (4.1)
n=l

^ 1,2 =  2?t/ Di2 = 2nv^2/c
where N  is the number of propagation paths, ui\ and u>2 are the maximum Doppler fre
quencies, an and ¡3n are the angle of departure and the angle of arrival of the nth prop
agation path measured with respect to the Tx and Rx velocity vectors,respectively, 
and 4>n is the phase associated with the n ^  propagation path. It is assumed that 
an,(3n and <f>n are mutually independent random variables and that 4>n is uniformly 
distributed on the interval [—7r ,7r). By using the central limit theorem [82], the real 
part gi(t) = and the imaginary part gq(t) = SA{c/(i)} of the complex faded
envelope are Gaussian random process as IV oo. Therefore, the envelope is
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Rayleigh distributed and the phase Qg{t) is uniformly distributed. The auto and cross 
correlation functions of the reference model, assuming omni-directional antennas and 
a 2-D scattering environment, are in the limit N  —> oc

Rgi9i(T) = E[gi{t + r)gi{t)\ = Jq{u\ t )Jq(u2t ) (4.2)
Rgq9q (T) = E[gq{t + r)gq(t)\ = Jq{u \ t )Jq(uj2t) (4,3)
R9i9q(T) = E[gi(t + T)gq(t)\=  0 (4.4)

Rggi'r) = + r)g(t)*} = Jo{u>it )J0(lj2t ) (4.6)

where E[.] is the statistical expectation operator, (.)* denotes the complex con
jugate operator, and Jq(.) is the zero order Bessel function of the first kind.Note that 
the auto-correlation function of M-to-M channels ar the product of the two Bessel 
function in contrast to F-to-M channel which the corresponding functions involve 
single Bessel functions. Our goal is to reproduce this and match the results with the 
theoretical results.

4.3.2 Existing M -to-M  SoS Simulation M odels
The first to propose sum-of-sinusoids models for M-to-M were Patel et al [75], who 
used a double ring concept to derive the model. In their concept, they have assumed 
that the double rings model defines two rings of uniformly spaced fixed scatterers 
places, one around the transmitter and one around the receiver. They also assumed 
the omni-directional antennas at both ends, and the waves from the transmitter first 
arrive at the scatterers located on the transmitter ring. If you consider these fixed 
scatterers as virtual base station then the communication link from each virtual base 
station to the receiver is modeled as conventional F-to-M link.

The signals from each of virtual base station arrive at the receiver antenna 
uniformly from all direction in the horizontal plane due to isotropic plane due to 
isotropic scatterers located on the receiver end ring. Using this model, the received 
signal’s complex faded envelope can be expressed as:
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Figure 4.1: Ring Uniform scattering Right Figure 4.2: Signal at receive Antenna

9 0 )  =  y  j j - j j  exp[j[uitcos(an) +  u)2tcos{(3m) +  finm]]

Note that the single summation in equation 4.1 is replaced with a double sum
mation, because each wave on its way from the transmitter to the receiver reflected 
twice. The channel characteristics remain the same as the reference model because 
each path will undergo a Doppler shift due to the motion of the transmitter and the 
receiver.

4.3.3 Two Ring M odel
Figure ?? shows the physical scattering model for mobile-to-mobile MIMO communi
cation system. The transmitter and the receiver are moving at the speed of V\ m/s and 
V2 m/s. There are I  and K  scatterers surrounding the transmitter and the receiver, 
respectively. @ti — 1 ; 2, . . . , I) denotes the angles of departure between vector V\ 
and scattering paths and 9rk (k =  1 ,2 , . . . ,A) the angle of arrival between vector V2 
and the scattering paths. It is assumed that the departure angles 9^ and the arrival 
angles 9r are independent and uniformly distributed over [—7r,7r). The other figure
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shows the received signal at different receiving antenna. The antenna separation be
tween each receiving antenna is denoted as d. The angle of arrival from ktfl scatterers 
to receiving antenna 1 is 6r Assume that the transmission distance from scatterer to 
antenna is much large than antenna separation. Therefore, the angle of arrival of the 
second receiving antenna will not be influence by the antenna separation and remain 
#r£. The transmission distance from the k ^  scatterer to the second receiving antenna 
is d cos(0r/j) which is longer than the distance from the scatterer to the first receiving 
antenna [83]

4.4 Channel M odel
All the existing models have difficulties in producing time averaged auto and cross
correlation functions that matches those of the reference models. To solve this, they 
have introduced a new model using “two ring” or “double ring” concept and by 
choosing orthogonal functions for the in phase and quadrature components of the 
complex faded envelope. The following function is considered as the k ^  complex 
faded envelope

N M
9k(t) = E E  C'exp{j[u;iicos(a;nfc) + u>2 t cos(/3m .̂) + (f>nmk\} (4-6)

n=1 m= 1
2where C = - -= ,coi,u>2:ankiPmk and 4>nmk are the maximum radian Doppler fre-v n mquencies, the random angel of departure, the random angle of arrival, and the random 

phase, respectively. It is assumed that P  independent complex faded envelopes are 
required k = 0 ,1 ,...,  P  — 1 each consisting of NM sinusoidal components. For the 
simulations, we can reduce the number of sinusoidal components to be Nq = N/A to 
be an integer,by taking into account shifts of the angles an\, and <pnrnk we can split 
the equation 4.6 into the following terms:
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M N
9k(t) =  C  E eju)2tcos(hmk) ^  ej(u itcos (ank)+<pnmk)

m = 1 n= 1
M N

+ C Y  ejU2tc°sWmk) Y  e

(4.7)
7Tcos(anfc)+(f)nrrik + 2 )

m=l n= 1
M iV+ c E eju)2tcos(Pmk) ̂  ei(̂ licos(“nifc)+̂nmfc+7r)

777 =  1 71=1

juJ2tcos(Pmk) pJ^ ltC°^ank^ ^ n7nk̂  2+
777=1

Ee
71=1

Then the equation 4.7 simplifies to yield the following:
N0  M

9k(t) = $ 2  cos(o;2icos(/3mfc)) cos(cuif cos(anfc) + <j>nmk) (4.8)
77=1 777=1

N M+ T E  sin((U2Î cos(/3m/c)) sin((j^i sin(an/i.) + firimk)
n—1 m=l

equation (4.8) can be separated into the positive (in phase) part and the negative 
(quadrature) parts. It is shown as

N0  M
9ik(t) =  c o s (^ tœ 8 (p mk))c o s {u } i tcœ (a nk) +  0nmfc) (4 -9)V W M ^  ^

v u 77=1 777=1

N M
9qk(f) EE sin(o;2Î cos(/?m/-)) sin(cjitsin(an^) + <pnmk) (4-10)

77=1 777=1

It is assumed that P independent complex envelopes are desired, each having M Nq 
sinusoidal terms in the I  and Q components. The angle of departure and the angle
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of arrivals are chosen as follows:

ank

@mk

27T n
4iVo
0.5 (

27T k 9 — 7T
+ 4 PN0 + ANq 
2n m 27t k ip — 7T

M  +  PM  +  M

(4.11)

(4.12)

for n =  1 ,.. . ,  Nq,ui = 1 ,. . . ,  M,k = 0 , . . . ,  P — 1. The angles of departures and the 
angles of arrivals in the kth complex faded envelope are obtained by rotating the 
angles of departures and the angle of the arrival in the (k — l) tfl complex envelope 
by (27r)/(4PAro) and )(2n)/(2PM). The parameters and ip are independent
random variables uniformly distributed on the interval [—7r ,7r). For the derivation of 
the autocorrelation is given in appendix B.

4.5 Sim ulation and Evaluation
Now that we have showed the theory behind the Mobile-to-Mobile channel design and 
its auto and cross correlations, we will compare results of our simulation to the the
oretical results. In our case, for simplicity, we decided to make f \  = / 2, a normalized 
sampling period of f\T s = 0.01, where F is the maximum Doppler frequencies and 
the Ts is the sampling period. We also used Nq = M  = 8. There have been plenty 
of research done on different values of Doppler frequency values and the number of 
sinusoids values to have the better matched simulation results. For the readers to 
have better understanding of how the different number of simulation trials effect the 
results, we have decided to show all our results in different simulation trials. Since 
there is a space limit in this chapter for better presentation, we have decided to show 
only one trial values in this chapter but place all the other trial results in Appendix 
B.

As we can see in Figure 4.3, 4.4 and 4.5, our simulation results match the 
theoretical results for a large range of normalized time delays of 0 < f sTs < 7. 
Now that we have a good matching results in the auto-correlation we will check the 
cross-correlation to make sure the results are what we have expected.
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Figure 4.3: Theoretical and simulation (Number of simulation 100) auto-correlation
function of in-phase component of the M2M model.
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Figure 4.4: Theoretical and simulation (Number of simulation 100) auto-correlation
function of quadrature component of the M2M model.
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Figure 4.5: Theoretical and simulation (number of simulation 100) auto-correlation
function of the main faded envelope of the M2M model.
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Figure 4.6: Theoretical and simulation (number of simulation 100) cross-correlation
function of the in-phase and quadrature components of the M2M model.
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We can see from figure (4.6), when we plotted the cross correlation of in phase 

and quadrature, the results is 0, which is what we have expected from the beginning. 
It shows that there is no correlation in these two components.

4.6 Conclusion
We can clearly see from our results that the auto correlation and the cross correlation 
of the M2M channel matches with the theoretical results in higher number of simu
lation trials. We presented our findings on mismatch between the simulation and the 
theoretical results for lower number of trails in appendix B.
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Chapter 5
A R  Channel M odeling

5.1 Introduction
In bandlimited Rayleigh fading process, the power spectral density is zero past the 
maximum Doppler frequency. The simulation of this channel design has been of the
oretical and practical interest of the wireless communications community for many 
years. There are several articles published on how to model the correlated Rayleigh 
fading. Among these, simulators based on either a sum-of-sinusoids (SoS) approach 
or on the inverse discrete fourier transform algorithm have been popular [84] [86] and 
[87]. There are several problems with SoS model; the classical Jake’s simulator pro
duces fading signals that are not in strict sense stationary. The IDFT is known to be 
a high quality and efficient fading generator. The main disadvantage of this method 
is that the samples are generated with a single FFT operation. Main problem why 
this method does not attract much attention is the need of a large storage space.

The paper that we will look at explains how to design a general autoregressive 
(AR) modeling approach for the accurate generation of correlated Rayleigh processes. 
AR models have been used with success to predict fading channel dynamics for the 
purposes of Kalman filter based channel estimation [88] [89] and for long-range chan
nel forecasting [90]. There have been several authors who have used these models to 
simulate correlated Rayleigh fading. Even in the low order AR process, there is not a 
good match to the desired bandlimited correlation statistics. At the beginning of this 
research, I have used 3D correlation matrix to design an AR model, but due to some 
difficulty I have abandoned that project and moved on to somewhat similar one. In 
later sections, we will explain how the channel modeling is done and how the model 
was tested.
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The received signal correlation functions and power spectra at the mobile sta

tion depend on the probability density function of the angle of arrival of a scattered 
wave. Most researchers use Clarke’s two-dimensional isotropic scattering model that 
gives rise to the zero order Bessel function for the autocorrelation function and the 
U-shaped power spectrum for the complex envelope of multipath components at the 
mobile station. However, in real case, the scattering encountered in many environ
ments is non-isotropic scattering resulting in a nonuniform PDF for AoA at the mobile 
station. There have been serval experiments and the results to back it up [91]- [100]. 
In paper [100], the assumption of a uniform PDF of the AoA introduces small errors 
on the first order statistics of the received signal, but a significant error on the second- 
order statistics, like correlation functions and level crossing rates.There are several 
papers [101] [102], that explain how to derive the geometrically based AoA PDFs.

5.2 A oA  M odel and PSD
In mobile environment, the Doppler shift in the frequency domain is a finite quantity 
that is related to the speed of the car. Therefore, the power spectral density of the 
bandlimited Rayleigh fading process is zero past the maximum Doppler frequency. 
There are ways to perform real data measurements of the mobile radio channel; un
fortunately at a high cost. Therefore, the system can be designed by using computer 
simulations taking into account the behavior of the channel.The classical fading sim
ulations application is to generate a single sequence of correlated Rayleigh variates in 
accordance with Clarke’s wide-sense stationary isotropic model.

Computer simulation of cross-correlated fading processes has become as impor
tant research topic due to the increased interested in using antenna arrays, both at the 
transmitter and at the receiver, to improve cellular radio communications. Simulators 
which can accurately capture that characteristics of correlated diversity channels are 
needed to enable realistic performance assessments of multiple-antenna systems.The 
simulation of narrow-band vector fading channels, in particular, requires the genera
tion of cross-correlated Rayleigh and Rician sequences. Typically, the sequences must 
be specified for the auto-correlation and cross-correlation statistics.
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5.2.1 Correlated Fading M odel
The Gaussian WSS (wide sense stationary) uncorrelated scattering fading model is 
a complex Gaussian process. A Rayleigh characterization of the land mobile radio 
channel follows from the Gaussian wide-sense stationary uncorrelated scattering fad
ing model, where the fading process is modeled as a completed Gaussian process. The 
variability of the wireless channel over time is reflected in the autocorrelation function 
of the independent in phase and quadrature Gaussian components. The second order 
statistic generally depends on the propagation geometry, the velocity of the mobile, 
and the antenna characteristics. In the assumption that the radio propagation path 
consists of a two dimensional isotropic scattering, the theoretical PSD associated with 
either in-phase or quadrature portion of the received fading signal has the well-known 
U-shaped bandlimited form [103]

S(f) = ----- , 1 , ■ 1/1 </d (5-1)

= 0 elsewhere

where f (i is the maximum Doppler frequency in Hertz (Hz), derived by the user ve
locity v and the carrier wavelength A according to f (j = v/X. The corresponding nor
malized continuous time auto-correlation of the received signal under these condition 
is R(t ) =  Jo(27t/^t), where Jq(-) is the zeroth-order Bessel function of the first kind 
[103]. For the purpose of discrete-time simulation of this model, the autocorrelation 
sequence becomes

R[n] = Jq(2tt f m \n\)
where f m = /¿T  is the normalized Doppler frequency where 1/T is the sampling 
rate. We should note that in-phase and quadrature processes must be independent 
and each must have zero mean for Rayleigh fading and if is non-zero then the fading 
would be Rician fading. The method for simulating the channel gain is the sum-of-
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sinusoids approach, also known as the Jake’s model. In [104],implemented a careful 
design to obtain the low pass discrete fading process. In [104], it was shown that the 
statistical properties of the fading process approach those of Clarke’s isotropic model 
as the number of sinusoids considered Ns approaches infinity. A good approximation 
of the ensemble statistics has been reported for Ns > 8.

Exact generation of N  Gaussian variates with an arbitrary correlation can be 
achieved in principle by decomposing the desired N x N covariance matrix R  = G G H, 
where G ^  denotes the Hermittian transpose of G, then multiplying N independent 
Gaussian variates by G. For bandlimited process, an approximation using a singular 
value decomposition is typically required due to numerical limitations arising from 
an ill-conditioned covariance matrix. Another method to generate Correlated Rayleigh 
variates is by filtering two zero-mean independent white Gaussian process then adding 
the outputs in the quadrature [105]. Another popular method for generating correlated 
Rayleigh variates is Smith’s IDFT algorithm. In this case, the IDFT operation is ap
plied to sequences of uncorrelated complex Gaussian variates, each sequence weighted 
by appropriate filter coefficients to shape the PSD. After considering the quality of the 
generated variates and the computational effort,a comparison of the IDFT generator 
with the sum-of-sinusoids technique and the exact Jq FIR filter method concluded 
that the IDFT generator is superior.

One of the main assumptions of the WSS isotropic model is the uniform dis
tribution of the angle of arrival of multipath components at the mobile receiver. It 
have been demonstrated that most of the scattering that we encounter in daily life 
is non-isotropic, condition that strongly affects the second order statistics and the 
power spectrum of the channel complex envelope [36]. We can also face strong cross
correlation in this case. As a consequence, the PSD in non-isotropic environments can 
be bandlimited but not symmetric. In it is shown that the received signal correlation 
and power spectra depend on the probability density function (PDF) of the AoA of 
the scattered wave. The von Mises PDF is shown to be a versatile and powerful in
strument to describe a directional scattering environment. Now we will explain more 
about this.



Chapter 5: AR Channel Modeling 71
5.2.2 Flexible PD F of the AoA
A PDF which spans range from uniform to a Gaussian was introduced in 1918 by Von

the Mobile station [106]. The von Mises PDF for the scatterer component is given by

mean direction of AOA of scatter components, and k > 0 controls the width of AoA 
of the scatter components. As we can see from the equation, when k — 0 we obtain 
p@ = 1/27r (isotropic scattering) while k = oo then p@ =  5(9 — 9p) (extremely non- 
isotropic scattering), where 5(.) is the Dirac delta function. For small k , this function 
approximates the cardioid pdf, which is rather similar to the cosine PDF, while for 
large k it resembles a Gaussian pdf with mean 9p and the standard deviation 1/Vk  
[107]. When we look at the Von Mises PDF in polar coordinates for the AoA of 
scatter components at the mobile station (9p = 0), we can see that its a circular 
shape when the k is close to zero, but when the k > 3, it takes a unidirectional shape. 
The normalized auto-correlation function pr of the mobile channel is associated to

Mises to study the deviations of measured atomic weights from integral values. The 
PDF plays a big role in statistical modeling and analysis of angular variables. Let the 
random variable © represent the AoA of the multipath component at the received at

where Iq(.) is the zero-order modified Bessel function, 9p E [—7r, 7r) accounts for the

the distribution of AoA Pq (9) [103] as
7T

—7r
and we can expressed the auto correlation in discrete time as

where z =  2txf m \n\,Rjj[n]  and R q q [n] denotes the sampled auto-correlation of the 
real in-phase and quadrature Gaussian process respectively, and R j q  [n] denotes the 
cross-correlation function.
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There are other others that proposed an autoregressive (AR) modeling approach 

for the accurate generation of correlated Rayleigh process. In this case, we can find the 
covariance matrix by the Cholesky factorization.The exact generation of N gaussian 
variables with the desired correlation can be achieved in principle by decomposing the 
desired N x N covariance matric R  = R  where R ^  indicates the Hermitian
transpose of R, then multiplying N independent variables by i?1 * * * V/2.

5.3 Channel M odeling
A complex AR process of order p (AR(p)) can be generated via the time domain 
recursion

P
x[n\ = — Of. x[n — /c] + w[n] 

k= 1
where w[n] is a complex white Gaussian noise process with uncorrelated real and 
imaginary components. For the Rayleigh variates generation, w[n] has zero mean 
and the simulator output is |x[n]|.The AR model parameters consist of the filter 
coefficients {ai, a2, . . . ,  ap} and the variance a 2 of the driving noise process w[n]. The 
PSD of the AR(p) model can be expressed as

Sxx(f) I1 + Efc=i ak exp(-i27r/fc)|2
Although the Doppler spectrum models proposed for mobile radio are not rational, an 
arbitrary spectrum can be closed approximated by an AR model of sufficiently large 
order. The relationship between the autocorrelation function and the AR(p) can be 
given as

P
R x x [ k \  ~  — ^   ̂ a m m T i Xx [ k  — m \  k >  1

m = l
V

~ ' 5 2 a m  R x x [ ~ m \  +  k  =  0
m= 1

(5.2)
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We can also write these in matrix form for all different values of k

R<E:ra  — ~ v (5.3)

where R, a and v can be defined as

a
v =

7?xa;[0] Rxx[~ 1]
Rxx[ 1] -Ra:a;[0]

Rxx \p ~~ 1] Rxx [P ~ 2] 
i T

ai  ci2 ■ • ■ ap
Rxx [1] Rxx [2] • • • Rxx [p]

Rxx [ P + 1] 
Rxx[~P + 2]

Rxx [0] 

i T

(5.4)

(5.5)
(5.6)

and
P

=  Rxx[0] + ak Rxx[k]
k= 1

Based on the desired ACF, the AR filter coefficients can thus be determined by solving 
the set of p Yule-Walker equations in equation 5.3. These equations can be solved by 
using the Levinson-Durbin recursion. The Rxx is the autocorrelation, it is positive 
semidefinite and can be shown to be singular only if the process is purely harmonic 
and consists of p-1  or fewer sinusoids.In most of the cases, the inverse R^x exists and 
the Yule-Walker equations are guaranteed to have the unique solution. The generated 
AR(p) process has the ACF

Rxx[k] — Rxx[k] 0 < k < p  
p

-  ^ 2  amRxx[k -  m] k > p 
m=l

(5.7)
(5.8)

The simulated process has the attractive property that it sampled ACF up the lag p.
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5.3.1 The p  Conditioning of the Yule-Walker Equations
When we solve the Yule-Walker equations, the condition of the autocorrelation matrix 
is an important consideration in determining the accuracy of the solution. This con
dition is provided by the white noise variance parameter and it can be expressed 
as

P- 1

\r *x \ =  E 4  <5!))m= 0

where \R Xx\ denotes the determinant of R Xx and a^n represents the driving white 
noise variance corresponding to an AR(m) model of the process. If the values of 
the a\j are small, Rxx is nearly singular so that significant errors in the simulated 
parameters are expected and unavoidable, regardless of the model used to solve the 
Yule-Walker equation.In these cases, the numerical problems in the solution typically 
yield unstable model filters. We will show how this result in our results. Another way 
to explain is that, for a single channel case, a spectral bias should be added for the 
vector AR simulation technique to work. The numerical problems that arise in these 
cases can be resolved by approximating any band-limited processes to be generated 
with non deterministic process by adding a very small positive bias to the zeroth 
lag of their ACFs. If the ill conditioning in Rxx is ignored, the algorithm typically 
produces a meaningless solution with either a covariance matrix Q that is not realized 
or a multichannel infinite-impulse response (HR) filter that is unstable.

5.4 Perform ance and Evaluation
The following figures show the auto correlation of the fading process obtained by 
the AR filtering. We decided to show two different filter orders to demonstrate that 
we can have a better match in the higher order AR filter then lower filter orders. 
In this example, we have the value of k to be 0 (isotropic scattering) and we will 
have other results to show the effects of k values.For this case we assumed that the 
velocity of the mobile is about 20 m/s and the carrier frequency is 2GHz. Parameters
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Figure 5.1: The auto-correlation of AR(10)- channel in-phase correlation Rjj in 
isotropic scattering (k—0).
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Figure 5.2: The auto-correlation of AR(100)- channel in-phase correlation Rjjin  
isotropic scattering (/c=0).
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are chosen from [108] for the numerical comparison. The figure 5.1 and 5.2 shows 
the isotropic scattering for different values of filter size. For the theoretical we used 
equation 5.2.2 and labeled as Bessel in the figures. From figures 5.3 we can see that the

Figure 5.3: In-phase (autocorrelation) and quadrature (cross-correlation) from AR 
model between simulation and theoretical results for AR order of 50 at isotropic 
scattering (k=0).

autocorrelation and cross correlation matches between the theoretical and simulation 
results. We can also see this good match in figure 5.4 when we have directional 
scattering. We can see that, when we have directional scattering our cross-correlation 
is not exactly zero which means that there is cross correlation between the in-phase 
and quadrature components. Now we will show the results of auto-correlation and 
cross correlation results based on different scattering values (k values)but first we 
will show the results of 1 step prediction MMSE for the AR model. We can clearly 
see from figure 5.5 that when we decrease the bias value from 10-3  to very high
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Figure 5.5: The 1-step prediction MMSE for the AR model with different bias values
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negative value, we can see that the system goes to out of control.The MMSE value 
also increase from 10-2  to all the way 10~8. The results in figure 5.6 and 5.7 provide

1.

.1 0- 5at0O1o3<

- 0 .

D 10 20 30 40 50 60 70 80 90 100
Lag

Figure 5.6: In-phase channel correlation of Rjj of AR(50) from isotropic scatter
in g ^ ^ )  to very sharp directional scattering(k=20).

better understanding for those who wants to know how different k values change the 
auto and cross correlation in the channel design. All our simulation results matches 
according to its theoretical results. Now we will use the AR channel model and find 
out the Performance of the channel using Alamouti Scheme and Pair-Wise Probability 
of error.

5.5 Conclusion
We can conclude from our results that all the auto and cross correlation results 
matches according to theoretical results and also what we have expected. We can also
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Figure 5.7: Cross-Correlation of Rjq of AR(50) from isotropic scattering (k=0) to 
very focus directional scattering (k=20).
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see how the value of k effect (iso or non-isotropic scattering) changes the results. We 
can also see the effect of ill-conditioning in the results.
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Chapter 6
Capacity of MIMO Channels

6.1 Channel Capacity
Following the work of Telatar [109], [110], Foschini [111] and Gans and many oth
ers, it is well know that multi-element wireless system based on MIMO channels, 
can attain capacities many time grater than the Shannon Limit for SISO channels. 
Shannon Limit for SISO is well explained in the capacity of MIMO systems in the 
introduction chapter of the thesis. It has been well established that these capacities 
depend critically upon the multipath environment in which the system operates and 
in particular on the number of resolvable multipath components, their amplitudes, 
and their spatial distributions.

As we all know, the increase in spectral efficiency offered by MIMO system 
is based on the utilization of space diversity at both the transmitter and receiver. 
With the MIMO system, the data stream from a single user is de-multiplexed into 
Nt  separate sub-streams, where TVy is number of transmitters. With this scheme, 
there is a linear increase in spectral efficiency compared to a logarithmic increase in 
more traditional systems utilizing received diversity or no diversity [112]. The high 
spectral efficiencies attained by a MIMO system are enabled by the fact that in a rich 
scattering environment the signals from each individual transmitter appear highly 
uncorrelated at each of the receive antennas. The receiver can use these differences in 
spatial signature, simultaneously and at the same frequency separate the signals that 
originated from different transmit antennas. At the input of a communication system, 
discrete source symbols are mapped into a sequence of channel symbols. The channel 
symbols are then transmitted though a wireless channel that by nature is random and 
we will have random noise which has a characteristics of Gaussian with zero mean
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and some variance. A measure of how much information that can be transmitted and 
received with a negligible probability of error is called the channel capacity.

In order for us to determine the performance achievable over this channel, let 
us assume that the channel encoder receives a source symbol every Ts second. With 
an optimal source code, the average code length of all source symbols is equal to 
the entropy rate of the source. If S represents the set of all source symbols and the 
entropy rate of the source is written as H(S) and the channel encoder will receiveTJ( C\
on average ; information bits per second. If the channel codeword leaves the J-schannel encoder every Tc second then in order to transmit all the information from 
the source, there must be,

R - H(S)Tc

information bits per channel symbol. The number R is called the information rate 
of the channel encoder. The maximum information rate that can be used causing 
negligible probability of errors at the the output is called the capacity of the channel. 
By transmitting information with rate R, the channel is used every Tc seconds. The 
channel capacity is then measured in bits per channel use. Assuming that the channel 
has bandwidth, W, in the input and output can be represented by samples taken 
Tg = -^~r seconds apart. With a band limited channel, the capacity is measured in 
information bits per second. The channel capacity is measured in bits/s/Hz. The input 
and output of the wireless channel with the random variables X  and Y  respectively, 
the channel capacity is defined as

C = ma Xp(xjI(X ,Y )

where I(X , Y) represents the mutual information between X and Y. The above equa
tion states that the mutual information is maximized with respect to all possible trans
mitter statistical distribution p(x).Mutual information is a measure of the amount of 
information that one random variable contains about another variable. The mutual 
information between X  and Y  can also be written as

I (X ,Y )  = H (Y ) -H (Y \X )
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where H (Y\X) represents the conditional entropy between the random variables X  
and Y. The entropy of a random variable can be described as a measure of the amount 
of information required on average to describe the random variable. It can also be 
described as a measure of the uncertainty of the random variable.

6.1.1 Capacity of MIMO Channels
In this section we will discuss different types of channel capacities that we studied in 
order to gain insight into our problem. We looked in to the following topics - Shannon’s 
capacity, transformation of the MIMO channel into n-SISO channels, Capacity of 
SIMO and MISO channels, MIMO capacity with Rice and Rayleigh Channels and 
finally, MIMO channel matrix for Rician propagation conditions. We divided at our 
capacity types into three different sections and they are as follows:

• Capacity scaling for rich scattering
• Capacity scaling for correlated scattering
• Time evolution of capacity

6.1.1.1 Shannon’s Capacity
Shannon’s capacity formula provides theoretically the maximum achievable transmis
sion rate for a given channel with bandwidth B, transmitted signal power P  and single 
side noise spectrum Nq based on the assumption that the channel is white Gaussian

c  =  B ] ° * { 1 +  W b )

This Shannon formula is developed for SISO case. This equation provides an upper 
limit for the achievable error free SISO transmission rate. If the transmission rate is 
less than C then an appropriate coding scheme exists that could lead to a reliable and 
error free transmission. If the transmission rate is more than C, the the received signal 
will involve errors. Now we will see how a capacity of SISO channel will transform 
into a capacity for MIMO channel.
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For MIMO, we consider an antenna array with Np elements at the transmitter 

and an antenna array with Nr  elements at the receiver. The impulse response of 
the channel between the j th transmitter and the ith receiver element is denoted as 
hi j ( T,t)- Then the MIMO channel can be described as

hi,i(r, t) hi,2 (r,t) . ■ h iNT{r,t)
H (t, t) = h'2 ,l(T-> t) h2 ,2 (r, t) . ■ 2̂,7Vr (r ^) (6.1)

¡hi,l( r i K ,2 {tN) ■ ^Nr ,Nt  ^
The input and output notation of the MIMO system can be express as:

y(t) = H (t, t) <S> s(t) + u(t)

where <g> denotes convolution. If we assume that the transmitted signal bandwidth 
is narrow enough that the channel response can be treated as flat across frequency, 
then the previous equation can be written in discrete form as:

rT = H sT + uT

The capacity of MIMO channel can be estimated as

C = max tr(Rss 5: P) log'2 det(I + H R Ss H H) ( 6 .2)

6.1.1.2 Transformation of the MIMO Into Parallel-SISO Subchannels
Suppose that the aforementioned channel matrix this transformation is given by

H  =  U D V " (6.3)

where the matrices U, V are unitary while D is a non negative diagonal matrix. The 
diagonal elements of matrix D are the singular values of the channel matrix H. The 
operations that lead to the linear transformation of the channel into n = min (nr , rq)
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SISO subchannels are described as follow [112]. First the transmitter multiplies the 
signal to be transmitted xT with the matrix,V, the receiver multiplies the received 
signal rT and noise with the conjugate transpose of the matrix U. We can express 
them in the following equation forms:

ST = V X T (6.4)
V t = U Hrr (6.5)
n T = U H U T (6.6)

By rearranging the equation we will get

yT = D xT + nT

Then we can write each of the received vector component as

Vt =  £k %t +  nT

where are the singular values of matrix H according to the transformation. The 
above equation basically tells us that, the initial MIMO system has been transformed 
into n = min(nr , nf) SISO subchannels. The total capacity of n-SISO subchannels is 
the sum of the individual capacities and as a result the total MIMO capacity is

n

C = Z l log2 ( 1 + Pk£l )  (6-7)
k= 1

where p^ is the power allocated to the kth subchannels and is its power gain [113].

6.1.1.3 Capacity of SIMO and MISO Channels
Single-Input Multi-Output (SIMO) and Multi-Input Single-Output (MISO) channels 
are special cases of MIMO channels. In this paragraph,we discuss the capacity for
mulas for the case of SIMO and MISO channels. For a SIMO channel, we only have 
one transmit antenna therefore the CSI at the transmitter does not effect the SIMO
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channel capacity:

C siM O  = l°g2 ( i  +  P£1 )  (6 -8 )

For MISO channel, we only have one receiver, therefore with no CSI at the transmitter, 
the capacity formula can be expressed as:

C M ISO  =  loS2 (6-9)

6.1.1.4 MIMO Channel with Rice and Rayleigh Channels
In this section, we will look at the capacity expression for the cases of Rayleigh and 
Rician channels, as well as when spatial fading correlation is included to the signal due 
to the limited distance between the array elements. When the wireless environment 
is characterized by strong multipath activity, then the number of paths between the 
transmitter and receiver allows the use of the central limit theorem and the envelope 
of the received signal follows the Rayleigh distribution. In the case of line of sigh in 
this scattering effects, then the Rician distribution is more suitable. The receiver in 
that scenario sees a dominant signal component along with lower power components 
caused by multipath. The dominant component that reaches the receiver may not be 
the result of LOS propagation. The Rician K  factor of the channel is defined as the 
ratio of the powers of the dominant and the fading components.

*  = & (6-10)

if K  =  0 shows a Rayleigh fading channel while K  —> oo shows a non fading channel. 
Now we will look in the capacity of individual channel conditions. First we will start 
with Rayleigh fading condition. In cases where the wireless channel is submitted to 
Rayleigh fading and the array antennas do not introduce additional correlation to 
the transmitted received signal, the channel matrix becomes spatially white. The 
ergodic capacity formula under the assumption of Rayleigh channel and equal power 
allocation is:

(6 .11)C = E log2 ( d e t f l  + ^ H ^ I #nt w
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Now under the assumption of nt = nr = n, it would be interesting to study the case 
of n —► oc. Using the strong law of large numbers we get

In
log2[det (In + p ln)\ = log2[(l + p)n] = nlog2(l + p) 
nlog2(l +p)

From these equations, we can see two things:
1. Capacity does not depend on the nature of the channel matrix, as it increases 

linearly with n for a fixed SNR.
2. Every 3dB increase of SNR corresponds to an n bits/sec/Hz increase in capacity.

n
C
C

6.1.1.5 MIMO Channel Matrix for Rician Propagation Conditions
In the presence of a dominant component between the transmitter and receiver, the 
wireless channel can be modeled as the sum of a constant and a variable component 
caused by scattering

H r i c e  =  ( 6 ' 12 )

The Hp^ayiejgk is spatially white, and its structure was described earlier. Let assume, 
R is the distance between the transmitter and the receiver and d is the inter element 
distance. The matrix of is given by

H
1

e~j0

ej0
1LOS

e - j ( n r - l ) 6  e - j ( n r -2)9

ej (nt - l ) 0

eJ°
1

where 0 is the angle corresponding to phase shift between the neighbor array elements. 
In order to simplify this, we will assume that the distance between receiver and
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transmitter is larger then the distance between each antenna.In that case, HpQg is a 
matrix with one as elements.

6.1.2 Capacity scattering for rich scattering for large 
number of antennas

For this part, we will assume that elements of the matrix H are i.i.d zero mean complex 
random variables. The time correlation is not consider therefore, independent samples 
can be used. We will show how to find the mean value, the variance, the skewness 
and the kurtosis(also known as 1st to 4th order statistics of the capacity) for starting 
from 1 x 1 to 9 x 9 antenna. Once we contain the results, we will compare the 
results to the theoretical equation which was contain form [114].

For theoretical the paper assumed a MIMO link with rich scattering. It also 
assumed that both side of the system contains large number of antennas therefore, 
the capacity distribution is approximately Gaussian, with the mean and variance is 
given as follows:

(6.13)

2
(6.14)

The paper also give us 2 different sets of equation based on the size of the SNR. For 
example, for the small value of SNR 7 , these equations can be simplified to produce
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but for the large SNR 7, the approximation (/? = 1) is as follows:

C
N r

a C

1 7 ^  2 In -  + V7
1 A 7 2 _ i _
2 Vn 4 V7 47

0.193

(6.17)

(6.18)

To complete our goal, we will start by generating the channel matrix H which are i.i.d 
zero-mean complex random variables. Once we generated that we will find the mean, 
the variance, the skewness and the kurtosis of each channels to see the performance 
and compare that to the theoretical values. The results are presented in figure (6.1)

Figure 6.1: The mean capacity of lx l i.i.d zero-mean complex random channel.

As we can see in figure 6.1, the red dotted line represents our simulation result 
and the blue straight line represents the theoretical result using the equation (6.17). 
The graph shows us that, our simulation and the theoretical values were very close. 
We have plotted SNR on the x  axis from ldB SNR to 30 dB SNR against the capacity 
value on the y axis starting from 1 bit/s/Hz to 10 bit/s/Hz in this case. We can see 
that the capacity grew from 1 bit/s/Hz to 9 bit/s/Hz fairly constantly in this case. 
We will use this l x l  case as a bench mark and show the readers how it increases 
as we increase the antenna values on both sides. If we look at figures 6.2 and 6.3



M
ea

n 
C

ap
ac

ity
 (

bi
ts

/s
/H

z)
 

__
 

M
ea

n 
C

ap
ac

ity
(b

its
/s

/H
z)

Chapter 6: Capacity of MIMO Channels 91

.2: The mean capacity of 2x2 i.i.d zero-mean complex random channel.

Figure 6.3: The mean capacity of 8x8 i.i.d zero-mean complex random channel.
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we can see that our simulation results and the theoretical values were very close and 
have the same shape. These graphs were plotted in a similar way as in figure 6.1 so 
that comparison is possible of the capacity values for the increased antenna values 
on both sides. In figure 6.2 the capacity started out to be at 2bit/s/Hz at ldB SNR 
and goes up to 18 bit/s/Hz at 30 dB SNR. In Fig. 6.3 we can see that the capacity 
at ldB SNR is about 10 bit/s/Hz and at 30 dB SNR its about 70 dB. These results 
show us that the capacity grew linearly when the amount of antenna is increased 
using independent channel. The figure (6.4) shows the resemblance of shapes as the

Figure 6.4: The variance of different antenna sizes and theoretical values for i.i.d 
zero-mean complex random channel.

theoretical result. For all the different amount of antennas, all the variance were same 
from 0-15 dB of SNR.They started to deviate after 15dB of SNR up to 30 dB of SNR. 
The figure 6.5 show that for all different types of number of antennas, the kurtosis is 
about 3.

The figure 6.6 shows the skewness of our capacity for different antenna values. As 
we know, skewness is the third standardized moment. We can see that the skewness 
for all the antennas started out from the small positive value and end up at the 
negative values. From the negative skewness we can say that the left tail is longer 
and the mass of the distribution is concentrated on the right of the figure. Now that
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Figure 6.5: The kurtosis of different antenna sizes for i.i.d zero-mean complex random 
channel.

Figure 6.6: The skewness of different antenna sizes for i.i.d zero-mean complex random 
channel.
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we have successfully simulated and tested out the performance of capacity scaling 
for rich scattering we will move on to testing the performance of capacity scaling for 
correlated scattering.

6.1.3 Capacity scaling for correlated scattering
For this section we will be using the UIU channel model that we have designed in 
the pervious section, but we will change some assumptions from the design of the 
model. We will assume that the average AoD 20° and the average AoA 40°, and the 
distributions of AoA and AoD are independent uniform distributions in the range 
of [—20°,20°] around corresponding mean values. We should note that, we will use 
samples that are independent in time which means that we can generate channel for 
each time sample. Figure (6.7) shows the assumption made and the output of the 
joint uniform PDF function.

Next step will be regenerating the UIU channel model that we have shown 
before, using the uniform joint PDF instead of Gaussian PDF. We will find the mean, 
the variance, the skewness and the kurtosis of the different set of antennas using 
the new UIU channel coefficients to show that the correlation in this case does not 
increase linearly as it did in capacity scaling for rich scattering. Due to the space 
limit, we will only provide two sets of results that will give the best understanding of 
correlation for correlated scattering.

From Fig. 6.8 and Fig. 6.9 we can easily see that all the shapes were very similar 
to what we have expected. From Fig. 6.8 we can see that the mean values increased 
from 1 to 11 while in Fig. 6.9 the mean value increased from 1 to 15. We can clearly 
conclude in this case that the mean of the capacity did not really increase linearly in 
this case as we have expected before. We can also notice that the variance and the 
skewness decreased a lot in 11 x 11 antenna case then 5 x 5 .  However, the kurtosis 
of the 11x11 goes up more than 5 x 5  case. As the final case for the capacity, we 
will study the time evolution of capacity in the next section.
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400

0 o

Figure 6.7: The uniform PDF for the average AoD is 20° and the average AoA is 
40°and the distributions of AoA and AoD are independent uniform distributions in 
the range of [—20°, 20°] around corresponding mean values.

6.1.4 Time Evolution of Capacity
Our task for this section is to use the same UIU model that we have created before 
to find out the following quantities related to the instantaneous capacity C(t):

• Covariance function R c c (T)
• Level Crossing Rate (LCR)
• The average outage duration (AoD)

and then we will find out how well the covariance function is approximated by a single 
exponent function in this case.
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Figure 6.8: The mean, the variance, the skewness and the kurtosis for 5transmitter
and 5 receiver using uniform PDF in UIU model.
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Figure 6.9: The mean, the variance, the skewness and the kurtosis for 11 transmitter
and 11 receiver using uniform PDF in UIU model.
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First we will find out how the channel evolves over time. For this we will use 

15 Transmit antennas and 15 receive antennas with the noise to power ratio of 30dB 
SNR. The Figure show how the instantaneous capacity looks like for the given case. 
As we can see that, in this graph, the medium of the instantaneous capacity is around

18 i---------------- 1---------------- 1-----------------1----------------1---------------- 1---------------- 1---------------- 1---------------- 1----------------r

12 I________i________i________ i________i________i________i________i________ i_______ i________
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Step

Figure 6.10: The instantaneous capacity of an UIU model using 15 transmit antennas 
and 15 receive antennas with the 30dB SNR of signal to nose ratio.

15.5 but it varies based on the SNR values. Our next goal is to find the covariance 
function of the instantaneous capacity and find the exponent function that is as 
close as to our covariance results. We can conclude that from figure (6.11) the single 
exponential function of —0.25 exp follows the shape and decays with the same slope 
as our covariance results from the instantaneous capacity. For the final part of this 
chapter we will find out the level crossing rate and the average outage durations for 
the instantaneous capacity. The level crossing rate is a measure of the rapidity of 
the fading. It quantifies how often the fading crosses some threshold, usually in the 
positive-going direction. The average outage duration, also known as the average fade 
duration, quantifies how long the signal spends below the threshold. The figure 6.12
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Figure 6.11: The covariance function of the instantaneous capacity of an UIU model 
with the 30dB SNR of signal to nose ratio with the best fit of single exponential 
function.

Figure 6.12: The level crossing rate of the instantaneous capacity of an UIU model 
with different SNR values and threshold levels.
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Figure 6.13: The average fade duration (The average outage duration) of the instan
taneous capacity of an UIU model with different SNR values and threshold levels.

gave us different results based on different SNR values at a given level. For example, if 
we look at SNR 30dB, we can see that there is no changes till the threshold is between 
12-18. We can also see that fact from the figure 6.10 that there is no effect when the 
threshold is less than 12 and no effects when it is above 18. The results from Figure 
6.13 tells us that how long does the signal fades.For our better understanding, we can 
have look at the results from SNR 30dB. As we all know there is no level crossing 
outside of level between 12-18.When the threshold is around level 15, we have about 
20% fading duration. As we increase the threshold, we can see that our signal is below 
the threshold level more and more until the threshold is set above level 19 then we 
have 100% fading duration. This concludes our discussion on the time evolution of 
capacity.

6.2 Conclusion
In this chapter, we have demonstrated the UIU channel modeling using [19] and 
the performance of the channel. The autocorrelation of the simulated results clearly 
matched with the theory results. We also tested the channel performance using Alam-
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outi and PPE and the results were better then expected. Three different types of 
capacity and its results were shown in the later section of this chapter. The results 
show good agreement when comparing to theory and our predictions.
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7.1 Introduction
Over the last decade, the space time coding has gained attention from both the re
search field and the industrial field. There have been many papers published and use 
this scheme in parts of future wireless communication standards. However, space-time 
coding schemes with large diversity gains require a greater number of transmit anten
nas which is generally not the case in practice. Therefore, in order to achieve the bit 
error rate performance levels requires in most wireless systems, the space time codes 
are often used in concatenation with channel codes or trellis coded modulations[115], 
[116], [117] and [118].

The Alamouti space time code was proposed in 1998 and has generated sig
nificant interest due to the low complexity linear combining Space-Time Decoder 
(LC-STD) suggested by Alamouti [119]. The linear combining Space-Time Decoder 
was designed so that under the perfect channel state information (CSI) and quasi
static fading assumptions, it can completely eliminate inference from the other symbol 
in the codeword and achieve the same performance as the more complex Maximum 
Likelihood Space-Time Decoder (ML-STD). When the channels are not quasi-static, 
the channel and self interference is not completely eliminated by the linear combiner, 
even with the perfect CSI. A performance degradation due to imperfect estimation 
of the channel is caused by the imperfection in CSI [120]. Under this condition, the 
ML symbol detector [121] and ML Space-Time Decoder should be used to reduce the 
effect due to reduce the effect of time varying fading channel. In addition to wors
ening the system performance though self interference, the time varying fading also
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increases the system channel estimation error and then degrades performance.

Other factors that can significantly degrade the performance of the Alamouti 
space time code are noisy CSI, which is caused by noise in the pilot symbols or time 
varying fading channels, and spatial correlation of the transmit antennas. When the 
CSI is noisy, the LC-STD can not correctly eliminate the signal contribution from the 
other symbol resulting in interference even in the quasi-static channels [122],[123], 
[124] and [125]. These degradations are known to limit performance regardless of 
the space-time decoding scheme employed. When then channels fade rapidly at a 
high Doppler frequency, the channel estimates derived from the received pilot signals 
become more unreliable, thus degrading the performance of the coherent detection 
scheme. Given the close relationship between the Doppler frequency and the channel 
estimation error and their effect on the interference in the system, it is important to 
evaluate the performance of such a system by taking into account these factors. In this 
chapter, we will use the two decoding schemes for the conventional alamouti space 
time coded systems are considered, namely, the low complexity LC-STD and the high 
complexity ML-STD. Two decoding schemes for the CCA are evaluated, namely, the 
LC-STD with an ML convolutional decoder (LC-ML) and the joint Alamouti and 
convolutional ML decoder (JML).

7.2 System  M odel
The system under consideration is a down-link Binary Phase Shift Keying (BPSK) 
DS-CDMA system with two transmit antennas and one receive antenna. In the follow
ing section, the transmitter, the receiver and the transmitter are discussed properly.

7.2.1 Transmitter
The two consecutive symbols for the concatenated system, or two un-coded symbols 
for the conventional Alamouti system, are then encoded by the Alamouti space-time 
encode. Since we have assumed BPSK modulation, the complex conjugates of signals 
used in the Alamouti code can be ignored. We have used the techniques that is
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suggested in [120]to evaluate the performance of the Alamouti STC. There are two 
pilot sequences, one from each transmit antenna, where each antenna uses a distinct 
orthogonal code. There are also two data sequences, but unlike the pilot sequences, 
both transmit antennas use the same orthogonal code for the data sequences. The 
symbol rate baseband representation of this system is shown in Figure 7.1, where 
sp. denotes the data symbol during the symbol time index k,ES and Ep denotes the 
transmit energy per data symbol and pilot symbol (equivalent to Es/2 and Ep/2 per 
symbol per antenna), respectively. The signal corresponding to the symbol time index 
1 are show in parentheses and the signals corresponding to the symbol time index 2 
are shown in square brackets.

Symbol time index (1) and [2]

P i lo t
i Ê,

V t

data

data

*  / ...........&,
V 2 1

so

Pilot
/£.y  -7

Figure 7.1: The System Diagram of STTD over two-symbol period
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7.2.2 Channel
In this case, both channels are assumed to be time varying Rayleigh flat fading chan
nels. The fading coefficient corresponding to the channel between transmit antenna

have assumed that the Rayleigh fading, and iff are circularly symmetric zero-mean 
complex Gaussian random variable. We also assume that a^ and iff have identical au
tocorrelation function 0.5E[afcO:^_TO] = 0.5£[/3fc/?£_TO] =  cr^R(mr), whereiî(O) =  1. 
In our simulations, we generated these coefficients using SISO channel design that 
was explained in Chapter 4 of this thesis. We can also assume that the correlation 
between a*. and (3̂  can be written as 0.5£’[a .̂/5^_m] = pa^R(mT), where p is a real 
value indicating the spatial correlation between the two transmit antennas. We should 
note that, since we assume time varying channel, we are limiting ourself to the case 
when the channels change slowly enough that the fading coefficients appears to be 
constant over one symbol period r. The noise from the pilot channels from trans
mit antenna A, transmit antenna B, and the data channel at the symbol time index 
k, denoted by k and ns p are zero-mean circularly symmetric complex white
Gaussian variables with variances &p,(jp and chr, respectively.

7.2.3 Receiver
The discrete baseband representation of the received signals over one Alamouti code 
block can be expressed as

A and the receiver antenna during the symbol time index k is denoted by and the 
fading coefficient corresponding to the channel between the transmitter antenna B 
and the receive antenna during the symbol time index k is denoted by ¡3̂ . Since we

r (7.2)
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( 2),k +  n(2)p,k ( 2),k . ( 2)p,k—M , ( 2) ir (7-3)

where /^/¡.denotes the received data signal during the symbol time index k, and 
r 2 , denote the received pilot signals from transmit antennas A and B, respectively, 
during the symbol time index k.At the receiver, the channel estimation is performed 
by (2M  + 1) tap FIR filters.We used one filter for reach resolvable path. The channel 
estimates, which are the output of the FIR filters, can be expressed as

**= =  <7'4>
4  = P-5)

where h = [h^  • • • fy) • • • h-M]T denotes the filter coefficient vector and ¡3̂  
denote the channel estimates corresponding to the channel from the transmit antennas 
A and B, respectively. The figure (7.3) illustrate the basic idea of filtering using pilots.

7.3 The Linear Combining Scheme
The simple space time decoder originally suggested by Alamouti [126] is known as 
the linear-combining space-time decoder (LC-STD). It is the most likely scheme to be 
implemented in practice due to its low complexity [115], [116], [117] and [118]. In this 
section, we will show the derivation of the bit error probability of the conventional 
Alamouti space-time code when the LC-STD is used.

The linear combining scheme performed over an Alamouti space time code block 
corresponding to the symbol time index 1 and 2 can be written in a matrix form as

~ *  
« 1 h  '

L z2 J .  - 0 1 Û 2
(7,6)

where z\ and z<i are the output of the linear combiner corresponding to the first and 
the second data symbols, respectively and nS)\ =  ot\ns \̂ +  $ 2  n*s 2> 2 = ~P ins,l +
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a*2k  ~ '
0 \ 0 { + «2^2 .

In an ideal environment, where CSI is perfect and channels are quasi-static, we have 
¿ 1  = «2 = cy\ = «2 and 0\ = B2 =  fti = 0 2 - Now we can eliminate interference 
within the code block completely and G becomes

= (|<tlI2 + |/?i|2) h

where I2 is 2 x 2 identity matrix. We will show how we can derive the bit error 
probability, denoted by Pb, and the block error probability of the Alamouti space- 
time code, denoted by PAlamouti which is upper bounded by

Gperfect M 2 +  \Pi\2

0

0

a il2 + |/?i|:

&2 n* 2 and the matrix G can be defined as

G a id f  + 0Z fa 
_ 0 ^ 2  ~ ®1 0 {

rAlamouti — 2.P5 (7-7)

Since the bit error probabilities of the first symbol and the second symbol are equal, 
we can focus on the bit error probability of the first symbol only. Without loss of 
generality, we can assume that «1 = S2 = 1. It follows from equation 7.6 that the 
output of the linear combiner corresponding to the first symbol is z\ = &\rsA+ 0 2r*s 2 - 
The real part of z\ can be written in the quadratic form Re[z{\ — x ^ Q x  where [127]

x = r8,l rs,2 &l 02 (7.8)

Q 1 O2 I2
2 i 2 02

(7.9)

Using the ML symbol detector, an error occurs when Rez\ or x ^Q x  is less than zero. 
The bit error probability Pi, can then be expressed as

Pb =  Pr [x.H Qx]
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In addition, we can show that x\ is a zero-mean complex Gaussian random vector. 
In order to find the characteristics function of ’Rzi can be found but it requires the 
knowledge of the covariance matrix of x. The covariance matrix , found in [120], can 
be expressed as

E

A
B

C

A C 
C H B

E s <72c { 1 + 7 s~1)I2
+ 7 p 1I2J /+ l)  h  I2

h  - w f  h  '  
h  w "  h

(7.10)

(7.11)
(7.12)

(7.13)

where ÿp and are the average pilot SNR and the average data SNR, respectively. 
De is a square matrix of order 2M + 1 with De(m, n) =  R((e + m — n)r) and we 
is the (M + 1)^ column of D e. With the knowledge of the characteristic function 
of x. Knowing ^2, P  ̂ can be found using the residue theorem, which is given in the 
appendix. Although the analysis allows any values of h, for simplicity, the (2M  + 1) 
tap Winer filter will be used in this case.Using the Wiener filter as the pilot filter, 
the filter coefficients become

h = -j= + l p l hM + l'j wo (7.14)
Now, we can substitute equation 7.14 into the above equations and we will get a 
simpler covariance matrix:

E s ( l P Ï ~ l ) l 2 Es £o ~ £ 1

8 ei £0
E l8

e0 £ 1 

—£ 1 £ 0
2

(7.15)
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where

£0 = w o (D0/2 + 7p 1I2M+l) lw 0 (7-16)
£ 1  = w f(D 0/2 + 7“ 1I2M +l)-1wo (7.17)

Using the residue theorem, the paper found out the bit error probability as

Pb = 1{2 +  T ) ( 1 - T )2

where T was defined in the paper as

4 (1 + 1 7 )
£0

(7.18)

For the perfect CSI case, the one sets 7p —> oo. Since D ^ D q =  I2M4-I and w0 is 
the (M + l) th column of Dq, we get D q 1wq = [0 ... 0 1 0  . . .  0]r  (with one in the 
(M + l )^1 row). Therefore, the values of £q, E\ and T when 7^ —>■ 00 are equal to 2,2 
and 2R(r) respectively. This results in changes to T and it becomes

T =  (2 + ^ - R 2 (t )V 7s
When we substitute the T into the equation (7.18), we can obtain the closed-form 
expression of the bit error probability with the Wiener filter as the channel estimator. 
In the limit when R(r) = 0 (very fast fading) or R(t ) = 1 (static channel,very slow 
fading) with perfect CSI the bit error probability can be written in compact forms as

*<T) “ 0 -  p‘4 ( 2+\ / ^ ) ( 1“ i S i )  (7'19) 
^  = + <7-20>

and the substitutions steps that was taken to drive this probability of error can be 
found in the appendix A. Although the bit probability of si and S2 are equal, they are
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not independent. The approach suggested here does not lead to the exact sequence 
error probability of [si .S2] - Nevertheless, the upper bound of the error probability 
of the code sequence [sq S2]>̂ 2 can be found by the union bound of the bit error 
probability of si and S2, i.e.,

P2 < 2 Pk (7.21)

7.4 ML D ecoder
The Maximum Likelihood (ML) decoder is the optimal decoder. Unlike the LC-STD, 
the ML-STD does not assume that the channels are quasi-static. It chooses the code
word, which is the most likely to be transmitted given the received signals. Without 
loss of generality, we assume that the transmitted sequence is [si S2] = [1 1] and let 
P[h h\ the probability that the ML space-time decoder picks [sq ¿2] given the 
transmitted sequence is [1 1]. The union bound of the sequence error, which is the 
summation of all possible error patterns, can be written as,

P2 < P{ 1 - 1] + P[ -1 1] + P[ -1 - 1] (7.22)
For clear presentation we can define P\ = P^ .= P[-\ 1] an<l P3 = P[-\ ______1],
the probabilities Pj for i = 1 ,. . . ,  3 can be simplified to

Pi = P r{${zl < 0}}
where zl for i = 1 ,.. . ,  3 can be defined as

(7.23)

(7.24)

(7.25)

(7.26)
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Using the same approach used in previous section, we let
T

The matrix Re{z1}, means real part of the z, corresponding to each error pattern 
can then be written in the quadratic form R elx j^G ^x^x} , where i = 1 ,.. . ,  3 and 
matrix Q for different corresponding i can be define as

XMI -.1 r8t 2 f A V f*

0 0 0 0 - 1 0

0 0 0 1 0 0

^  1 0 0 0 0 1 0
Q i =  ô2 0 1 0 0 0 - 1

- 1 0 1 0 0 0

0 0 0 - 1 0 0

’  0 0 1 0 0 0

0 0 0 0 0 1

1 1 0 0 0 1 0
W 2  =  ô

Z 0 0 0 0 0 - 1

0 0 1 0 0 0

_ 0 1 0 - 1 0 0

0 0  1 0 - 1 0  "

0 0  0 1 0 1

1 1 0  0 0 0 0Q 3 =  ô
Z 0 1 0 0 0 0

- 1 0  0 0 0 0

0 1 0 0 0 0  _

We can again use the same approach as the linear combination scheme and derive 
the covariance matrix for the ML decoder as well. The covariance matrix of x can be
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found to be

where

a m l C ML d m l
C H^ML B m l 0 2
n HU ML 0 2 B m l

(7.28)

a m l

&ML

Cm l

Dm L

Esa2c( l + V 1)^

2
h H  i~2  ̂+ >  l 5 ° )  h 
h H  (^  + ̂ l5l)h

Es°c
2\/2
Esoj
2 ^ 2

W g ^ h  w ^ h  
w ^ h  Wg^h
—Wg^h - w ^ h  
w ^ h  wj^h

h H  ( ^ J ' +  7^ 1^ 1)  h 

hH  ( ~ ^  +  7^ 1<5° )  h

where Se is a square matrix of size 2M + 1 with ones on the ef'^ diagonal, we 
and De are the same as defined before.

7.5 Sim ulation and Evaluation
In this section, the numerical examples are presented to illustrate the effect of the 
Doppler spread and the channel estimation error on the performance of the con
ventional Alamouti space-time code. The system estimation performance is tested 
for SISO case where SISO channel was designed in M2M case. The design of this 
channel is presented in the chapter where we discuss more about Mobile to Mobile 
communication. Throughout this section, unless stated otherwise, we assume that 
the fading autocorrelation function is the zeroth-order Bessel function of the first 
kind Jq{2t:ff-jT). which is derived from Jakes’ PSD, where f j  denotes the normalized
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Doppler frequency. We have given the transmitter and receiver scheme of this alam
outi estimation in the figure (7.2) for the readers to have better understanding of 
what we did in our simulations.

As we have mentioned above, we have two transmitters and one receiver in 
Alamouti scheme. Figure (7.2) shows how pilots are inserted for individual data 
scheme for given transmitter. Transmitter 1 corresponding to the channel coefficient 
cq where i — 1 ,.. . ,  N  (N is the total length) and transmitter 2 corresponds to ff. At 
first time interval, we transmit both pilotl (Pi) and pilot2 (P2) from each transmitter 
using the equation (4.2) and (4.3). For the second time interval, we transmit one bit 
form each antenna, Alamouti scheme uses 2 pair of data to transmit over the anten
nas,using equation 4.1. On the receiver side, we will have 2 different pilots followed by 
8 different received bits. They will be place as shown in the figure and we will follow 
this procedure till the whole sequences are transmitted. As the second step, we will

Transmitter1

1 Frame

Transmitter
2

Receiver

1 PramA

pilot Data pilot Data

Figure 7.2: Transmission and deceiver structure.

show how the channel estimation is done using Wiener filtering.The figure 7.3 shows 
how we did the filtering for individual resolvable paths, mentioned in the paper. We 
used 11-tap Wiener filter (following [120]), given in equation 7.14, using 5 tap as the 
reference size, we can achieve this design. In this part, we will explain how we can
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Estimation for beta for 
one entire block

Estimation for alpha for 
one entire block

Figure 7.3: Channel estimation diagram using the filter coefficients.

estimate one path.cq. By using the equation 7.4, we can calculate each a and (3 for 
individual blocks. We should note that, we have done simulation for the block fading 
case, were the channel only update for block by block.lt is not only easy to simulate 
but also it has never been done using these schemes.

For our simulations, we have used /¿ r  = 0.03, 0.05, 0.0005, to see the effect of 
different normalized Doppler effects on the channel, and also the noise of the channel 
from 0 dB to 30 dB. We have used a wide range of noise level to understand the 
performance of the simulation results. We also generated the individual variance for 
two pilots and a channel. We used two different values for the SNR for data (lOdB 
and 30dB) to see the difference in the error performance with different SNR values. 
The results for different /¿ r  with different channel SNR are given bellow.

Figure 7.4 show comparisons of the autocorrelation of channell vs. theoretical 
and c,hannel2 vs theoretical. As we can see in the figure, our simulations results 
for both channel 1 and channel 2 matches very closely to the theoretical results. 
Figure 7.5 shows as the cross correlation between channel 1 and channel 2 against 
theoretical value. Since we have generated the channel without correlation, spacing
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4: Simulation results of each channel auto-correlation vs. theoretical results.

Figure 7.5: Simulation results of cross-correlation of channell and channel 2 vs. the
oretical results.
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between antennas are far enough to have any effects, the cross correlation should be 
close to zero and we can see that it it true in our simulation results.

Figure 7.6: Performance of the Alamouti space-time code with the LC-STD with 11- 
tap Wiener Filter and The channel with normalized Doppler frequency of 0.05 with 
different channel SNR where the blue line represents the data SNR of lOdB and the 
red line represents the data SNR of 30dB.

Let us compare the results from figure 7.6 7.6 and 7.8. First we will discuss 
the performance of the channel estimation at data SNR of lOdB.We can see that 
when the normalized Doppler frequency is high, at 0.03 and 0.05 the probability of 
error is round 10-2 but when the normalized Doppler frequency decreases to 0.0005, 
where we can make the estimations due to the slow changes in the channel, we can 
see the probability of error is about 10~^. Now let us compare the situation where 
the data SNR is 30dB. At the Doppler frequency 0.05, fast changing channel, we 
have about 10-2 of probability of error but once the normalized doppler frequency 
decreases we can see that the results started to improve up to 10-5 . These results
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Figure 7.7: Performance of the Alamouti space-time code with the LC-STD with 11- 
tap Wiener Filter and The channel with normalized Doppler frequency of 0.03 with 
different channel SNR where the red line represents the data SNR of lOdB and the 
blue line represents the data SNR of 30dB.

Figure 7.8: Performance of the Alamouti space-time code with the LC-STD with 11- 
tap Wiener Filter and The channel with normalized Doppler frequency of 0.0005 with 
different channel SNR where the blue line represents the data SNR of lOdB and the 
red line represents the data SNR of 30dB.
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show us that, when the channel is slow changing, we can perform better estimation
i.e, low probability of error. When the data SNR is high, we can receiver bits better
and do better estimations with lower error rates.

Figure 7.9: Performance of the Alamouti Space-time code with the ML-STD with 
11-tap Wiener Filter and the channel with Doppler frequency of 0.05 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
red line represents the data SNR of 30dB

In the case of ML-STD case, we can clearly see that, when the doppler fre
quency decreases from 0.05 to 0.03 or 0.0005 at data SNR of lOdB, we can see the 
improvement in the probability of error. This mean that we can do channel estimation 
with less error when the channel changes slowly. This case apply to the data SNR of 
30dB as well. We can see the results in figure (7.10, 7.9 and 7.8).

As the second step, we proceeded to do simulations using the UIU channel model 
that we have presented in one of the chapters in the thesis to see the effect of spatial 
correlation on performance of the Alamouti. We did exact same procedure as using 
the SISO model but instead of using SISO in this case, we used the different type of 
channel model. The results can be divided into two groups - Linear combination and 
ML detection. The results for linear combination schemes are as follows:

As we can see from the results, there is a big difference in the error performance 
once the doppler frequency decreased from 0.03 to 0.0005, which means that, we can 
do better channel estimations without causing a huge amount of errors. We will also
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Figure 7.10: Performance of the Alamouti Space-time code with the ML-STD with 
11-tap Wiener Filter and the channel with Doppler frequency of 0.03 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
red line represents the data SNR of 30dB

Figure 7.11: Performance of the Alamouti Space-time code with the ML-STD with 
11-tap Wiener Filter and the channel with Doppler frequency of 0.0005 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
red line represents the data SNR of 30dB
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Figure 7.12: Performance of the Alamouti space-time code with the LC-STD with 11- 
tap Winer filter and the UIU channel with Doppler frequency of 0.05 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
represents the data SNR of 30dB

Figure 7.13: Performance of the Alamouti space-time code with the LC-STD with 11- 
tap Winer filter and the UIU channel with Doppler frequency of 0.0005 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
represents the data SNR of 30dB
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check the ML detection using UIU model to make sure these results hold in that case
as well.

Figure 7.14: Performance of the Alamouti space-time code with the ML-STD with 
11-tap Winer filter and the UIU channel with Doppler frequency of 0.05 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
represents the data SNR of 30dB.

We can clearly see in figure 7.14 and 7.15 that, there is better performance when 
the doppler frequency decreased from 0.05 to 0.0005 in other words, the channel is 
changing very slowly. The results matches with what we have predicted before the sim
ulations. Now as the final step, we will do simulations using different antenna spacing 
in UIU model, which will show as the effect and the changes in each estimation.

7.6 Effects of Estim ation Based in case of 
antenna correlation

In this section, we will use the same UIU channel Model design from the previous 
section using different sizes of antenna spacing, which will show as the correlation 
effect in our channel estimation. Due to the space limit in the thesis, we will only 
provide results for the Doppler frequency of 0.05 for LC-STD and ML-STD with data 
SNR of 10 and 30dB.
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Figure 7.15: Performance of the Alamouti space-time code with the ML-STD with 11- 
tap Winer filter and the UIU channel with Doppler frequency of 0.0005 with different 
channel SNR where the blue line represents the data SNR of lOdB and the red line 
represents the data SNR of 30dB.

Figure 7.16: Performance of the Alamouti space-time code with the LC-STD with 
11-tap Winer filter and the UIU channel with Doppler frequency of 0.05 with channel 
SNR of lOdB.
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Figure 7.17: Performance of the Alamouti space-time code with the LC-STD with 
11-tap Winer filter and the UIU channel with Doppler frequency of 0.05 with channel
SNR of 30dB.
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We can clearly see from Figure 7.17 that, when the antenna spacing is 0.1 A 
apart the probability of error is 10_1 but when its increase to 0.5A, in other words 
there is no correlations in the antennas, the probability of error goes up to 10 .
We can clearly see that, there is an effect in the probability of error in the channel 
estimation due to the antenna spacing. We can again see that effect in the Figure 
7.16 where the data SNR increases to 30dB. For the completeness, we will show the 
results form ML-STD for the same scenario. The results from Figure 7.19 and 7.18 
shows that, our simulations results matches with what we have predicted.

Figure 7.18: Performance of the Alamouti space-time code with the ML-STD with 
11-tap Winer filter and the UIU channel with Doppler frequency of 0.05 with channel 
SNR of lOdB.

7.7 Conclusion
This chapter explained us how the error performance can be done on the estimation 
of the channel. In our case, we have show the estimation using Linear combination 
scheme and ML decoding scheme. We can clearly see that from our result figures, 
when the bit data is low in SNR we have more errors then when the bit SNR is high. 
This means that the channel can estimate better when we have high bit SNRs. We can
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Figure 7.19: Performance of the Alamouti space-time code with the ML-STD with 
11-tap Winer filter and the UIU channel with Doppler frequency of 0.05 with channel 
SNR of 30dB.
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also see that the error performance is much better in ML decoding due to its design.
As the next step in this chapter, we have shown the effects of these performance based
on the spacing of the antennas. When the antennas are 0.1 A the performance is the
lowest compare where the antennas are 0.25A or 0.5A.
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Chapter 8
Performance of OSTBC in M2M & AR

Channel
8.1 Perform ance
In this section, we will perform two test using the channel design that we just ex
plained in prior sections of this chapter. Our test will be based on Space-Time coding 
and pairwise probability of errors.

8.1.1 Introduction
Analysis by Foschini (1996) and by Telatar (1999) shows that multiple antennas at the 
transmitter and receiver enable very high rate wireless communication. Space-time 
codes, introduced by Tarokh et al (1998), improve the reliability of communication 
over fading channels by correlating signals across different transmit antennas. We 
will discuss the performance analysis and design criteria for space time codes. In this 
chapter, we present space-time block codes and evaluate their performance on MIMO 
fading channels, specially in this chapter we will use the MIMO channel that is design 
for Mobile-to-Mobile communication. We first introduce the Alamouti code, which is a 
simple two branch transmit diversity scheme. The main goal about this scheme is that 
it achieves a full diversity gain with a simple maximum-likelihood decoding algorithm. 
We will also show the design of the space time block codes with large number of 
transmit antennas based on the orthogonal designs. The decoding algorithms for 
both space time block codes with both real and complex signal constellations are 
discussed.

The space time code (STC) is a method to improve the reliability of the data
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Tx1

Figure 8.1: A black diagram of the Alamouti space-time encoder

transmission in wireless using multiple transmit antennas. STC basically allow us to 
send several copies, redundant copies of a data stream to the receiver in the hope that 
at least one of them may survive the obstacles between the transmitter and receiver 
in good condition so that they can decode it. There are two main types of STC:

1. Space time block codes (STBC)
2. Space time trellis codes (STTC)

STBC act on a block of data at once and provide a diversity gain, but they are less 
complex in implementation. STTC distribute a trellis code over multiple antennas 
and multiple time slots and provide both coding and diversity gain. We will look at 
STBC in more details in future sections and show our simulation results.

8.1.2 Alam outi Space-Time Code
The Alamouti scheme is historically the first space-time block code to provide full 
transmit diversity for systems with two transmit antennas. It is worthwhile to men
tioned that delay diversity scheme can also achieve a full diversity, but they introduce 
interference between symbols and complex detectors required at the receiver. In this 
section, we present Alamouti’s encoding and decoding algorithms and its performance.

8.1.2.1 Alamouti Space-Time Encoding
Figure 8.1 shows the block diagram of the Alamouti space-time encoder. Now let us 
assume that the M-ary modulation scheme is used, where m = log2 M. Then the
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encoder takes a block of two modulated symbols x\ and X2 in each encoding operation 
and maps them to the transmit antennas according to a code matrix given by

x = X1 ~x*2 _ x 2

The encoder outputs are transmitted in two consecutive transmission periods from 
two transmit antennas. During the first transmission period, two signals x\ and x2 
are transmitted simultaneously from antenna one and antenna two, respectively. In 
the second transmission period, signal — is transmitted from transmit antenna one 
and signal from antenna two, where is the complex conjugate of x\ .We can see 
that the encoding is done both in space and time domains. Let us denote the transmit 
sequence from antennas one and two by x1 and x2, respectively.

X 1 =  [xi.-xl)

X 2  = [x2 ,xl]

The main feature of the Alamouti scheme is that the transmit sequences from the 
two transmit antennas are orthogonal, since the inner produce of the sequences x1 
and x2 is zero,i.e.,

1 2  * * Ax • x = x \x 2 — x2 x\ — 0 
The code matrix has the following property

X -X *  = |x i |2 + |x2|2 0
0  \ x i \2  +  \ x 2 \2

(|x i |2 + |x2|2)I2

where I2 is 2 x 2 identity matrix. Now let us assume that one receive antenna is used 
at the receiver. The block diagram of the receiver for the Alamouti scheme is shown 
in Figure 8.2. The fading channel coefficients from the first and the second transmit
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antennas to the receive antenna at time t are denoted by h\(t) and h2 (t),respectively. 
Assuming that the fading coefficients are constant across two consecutive symbol 
transmission periods, they can be expressed as follows

Transmit 
antenna 1

Transmit 
antenna 2

Figure 8.2: Receiver for the Alamouti Scheme

h\(t) = h1(t + T) = hi = |/ii|e^ i 
h2 (t) = h2(t + T) = h2 = \h2 \ e ^

where \hi\ and 6;l,i = 0,1 are the amplitude gain and phase shift for the path from 
transmit antenna i to the receive antenna, and T  is the symbol duration. At the 
receive antenna, the received signals over two consecutive symbol periods, denoted by 
r\ and r2 for time t and t + T, respectively, can be expressed as
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r\ = h ix i + h2X2 + ni (8.1)
r2 — ~hiX2 + h2x{ + n2 (8.2)

where n\ and n2 are independent complex variables with zero mean and power spec
tral density Nq/2 per dimension, representing additive white Gaussian noise samples 
at time t and t + T, respectively.

8.1.2.2 Combining and Maximum Likelihood Decoding
If we can recover the channel fading coefficients, h\ and /i2 perfectly, the decoder 
will use them as the channel states information. Assuming that all the signals in the 
modulation constellation are équiprobable, a maximum likelihood decoder chooses 
a pair of signals (x i,x 2) from the signal modulation constellation to minimize the 
distance metric

d2 (r i,h \x i  + h2x2) + d2(r2, - h \% 2  + h2x*)

over all possible values of x\ and x2. IF we substitute r\ and r2 into the above 
equation, we can rewrite the maximum likelihood decoding as

(x i,x2) = arg min( i l^ 2)e c (|h i|2 + |h2|2 -  l)(|.xi|2 + |x2|2)+ d 2(xi, ¿ i )+ d 2(x2, x2)

where C is the set of all possible modulated symbol pairs (xi, x2), x\ and x2 are two 
decision statistics constructed by combining the received signals with channel state 
information. The decision statistics are given by

xi = h\r\ + h2?~2 

x2 =  h\n -  hir-2
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Again, we can substitute all the values of rq and r2 into the above equation and we 
will get the decision statistics as

x \  =  ( l^ l l2 +  |^2|2)x 1 +  K n l  +
%2 =  ( l^ l l2 +  \h2\2)%2 ~ hin%  -hk^n!

For a given channel h\ and h2, the decision statistics x^,i = 1,2, is only a 
function of xp Thus, the maximum likelihood decoding rule can be separated into 
two independent decoding rules for x\ and X2 , given by

¿1  = arg minil<E s(\hl \2 + IM 2 -  l) |F i|2 +  d2 {xi, x\) (8.3)
and

x2 = arg m i n ^  g(\h i \2 + l^2|2 -  1)IM2 +  d2 (x2, ¿2 ) (8.4)
For M-PSK signal constellation,(|h i |2 +  |h2\2 — l)|x j|2,i =  1,2 are constant for all 
signal points, given the channel fading coefficients.Therefore, the decision rules in 
equation 8.3 and 8.4 can be simplified to

x\ = arg min%l£ g d?(xi,x\) (8-5)
cy

x2  = arg minÎ2& g d (x2 ,x2) (8.6)

8.1.2.3 The Alamouti Scheme with Multiple Receive Antennas
The Alamouti scheme can be applied for a system with two transmit and n.p receive 
antennas. The encoding and transmission for this configuration is identical to the case 
of a single receive antenna. Let us denote by rj and the received signals at the j th 
receive antenna at time t and t + T, respectively.

r\ = h j \x  1 + hj£X2 + nj
2̂ = - hj,lx 2 +  M,2x1 + n 2
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where hjj, i = 1, 2, j  = 1, 2, .. .,nR, is the fading coefficient for the path from transmit 
antenna i to receive antenna j, and nj and are the noise signals for receive antenna 
j at the time t and t + T, respectively.

The receiver constructs two decision statistics based on the linear combination 
of the received signals. The decision statistics, denotes by x\ and x2 are given by

n R
~x \ = +

J = *
2 n R  n R

=  M 2 x i  +  Y 1  h h n i +  h j M n 2 ) *
i = l j = l  j = 1
n R

* 2 = Y s hi  
1

2 n R  n R
=  J 2 J 2  m 2 x 2 + Y 1  h l  i n i  -  h j A n i y

i = l j = l  j = l

The maximum likelihood decoding rules for the two independent signals x\ and x2 

are given by

xi

X2

arg minil£  s

arg m i n s

nR

j =i
2 + \hj,2 \2 -  1)

nR
1

j = i
2 + \hj,2 Ì2 -  1)

x i|2 + d2(xi, x\) 

x2 \2 + d?(x2, x2)

As for completeness and the better understanding for the readers, we will explain one 
section on Space-Time Block Coding,which will explain better in PPE error.

8.1.2.4 Orthogonal Space-Time Block Codes
Orthogonal STBC is an important subclass of linear STBC. The orthogonal space- 
time block codes (OSTBC) guarantees that the ML detection of different symbols is
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decoupled and at the same time achieves a diversity order equal to nrn t. The simplest 
form of OSTBC is the Alamouti code and it has been adopted in the third generation 
cellular standard W-CDMA.

The OSTBC is a linear space time block code that has the following unitary 
property:

nsx x H = \sn\h
n = l

This is the main property why the OSTBC is very well known. To understand why 
the code matrices X in OSTBC are proportional to unitary matrices guarantee that 
the detection of sn is decoupled. The following are one of the few examples that are 
given in the literature for 3 and 4 transmit antennas.
(1) OSTBC for nt = 3: Following code is an Orthogonal STBC for nt = 3, N = 4.
ns = 4

$1 0 S2 ~ s3
X  = 0 si C*s3 <?*s 2

L S2 S 3 s*51 0
This code has a rate of 3/4. An alternative OSTBC for nt = 3

si _c*
s 2

o*s3 0
x  = S2

*si 0 —s
. s3 0 S1

c*
s 2

(2)OSTBC for nt = 4:Following code is an Orthogonal STBC for nt = 4, N  = 4,
ns = 3

s \ 0 s2 - ^ 3
0 s \ Ç*53 o*s2

_  c* s2 -S 3 5 1 0

* CO
cc - S 2 0 s l

All these code have code rate of 3/4. We can also find OSTBC for nt = 8 in the 
literature but we will not express it in here because our goal is to use 4 x 4  OSTBC
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Figure 8.3: Probability of error on Alamouti Scheme using i.i.d Gaussian channel.

and find it pairwise probability of error.

8.1.2.5 Performance of the Alamouti Scheme
As the first step, we will test out the performance of the Alamouti scheme using 
BPSK on i.i.d channel. We have to accomplish this step to see how the Alamouti 
scheme outperform the theoretical results and then as the next step, we will do similar 
simulation using M-to-M channel.

The figure 8.3 shows that our simulation results out performed the theoretical 
results. In this case, we have used a channel to be i.i.d Gaussian channel to test the 
performance. The results from using the Mobile-to-Mobile channel is as follows:

The Fig. 8.5, shows us that, when we do simulation or testing in real life, we 
will have different results based on different type of vehicle speeds. In our case, both
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Figure 8.4: Probability of error on Alamouti Scheme using M2M channel.
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Figure 8.5: Probability of error on Alamouti scheme using M2M channel with different 
Doppler frequency (speed).
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the cars are moving at the same speed causing the same doppler frequency. The effect 
of Doppler frequency on the probability of error on Alamouti scheme is shown in the 
figure (8.5). We can see that when the Doppler frequency is 0.0001 we have lower 
probability of error compare to when the Doppler frequency is 0.1.The results in 
Figure 8.4 shows that, our simulations results are same as the theoretical simulation 
results. From the above two figures, we can clearly see that there are less error when 
the channel is i.i.d then M2M because there is diversity involve in the M2M channel.

8.1.3 Pairwise Probability of Error
This section will explain how the pairwise probability of error is defined and used 
in our simulations for mobile to mobile case. The results of the theoretical PEP and 
simulation will be presented at the end of this section. The question that we should 
ask ourself is, What is pairwise probability of error means? Pairwise probability of 
error means that the probability that a certain ’’true” transmitted code matrix Xq 
is mistaken for a different matrix X ^  X q at the receiver. We can clearly see that, 
this error measure depends on which particular matrices X and Xq one chooses to 
study. The pairwise error probability is a meaningful quantity because the system 
performance is dominated by the error events where X and X q are close.

We can also look at the upper bound on the total error probability of the system. 
Assuming that al the code matrices X are equally likely to be transmitted, the average 
error rate is upper bounded by

ptot < jY| X  X  -» x i)  (S.7)
1 ' Xn €  X  X k €  X,kA n

where P(X n —> Xj.) is that pairwise error probability, and the |X| is the number 
of elements in the matrix constellation X. the following theorem explains more about 
the Pairwise error probability for MIMO channel.

Theorem: Let study the linear model where X is of dimension r x m and consider 
the event that the ML detector decides for a matrix X —>• X q in favor of Ag.Then 
the following results should hold. For a given h, the probability of error is
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P(X0 -  X) = Q ||(X o-X )A ||:
2(j2

secondly, suppose h is random then

h ~  Nç(0, T)

where T is an m x m positive semi-definite matrix, therefore the rank can be found 
as

n = rank(X0 -  X)T(X0 -  X )^
finally, the probability of an incorrect decision can be bounded as follows:

Eh{P(X0 ~ X )] <

<

I  + 7-9 (*0 -  X )T (X 0 ~ X) H
4a2 

1 \ ~ n
4cr2 TTnlik=l£k

(8.8)

(8.9)

We will use the following theorem and compare it with our 4 x 4  Orthogonal space- 
time block coding pairwise error. Since we have shown the results of alamouti space 
time coding, we will show 4 transmitter and 4 receiver case. For our case, we will 
chose the code word matrix as equation 8.1.2.4 and first implement all the possible 
outcomes. Our matrix has only 3 bits with BPSK modulation, therefore we will have 8 
possible matrices as codeword that can be sent. Then we will test this over 2 different 
type of channels. For better and easy understanding, we chose X q in equation 8.1.3 
as the first codeword from the 8 codeword matrices. Then we found the pairwise error 
probability for the codeword that was sent using the above theorem and plotted it on 
log scale against SNR values and presented in the later section.

8.1.3.1 PPE for different channel conditions
Again in this section, we will test the performance of PPE using two types of channel 
- i.i.d Gaussian Channel and the M-To-M channel. We will compare the results to 
show how the performance changes based on different types of channels.
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Figure 8.6: Pairwise probability of error for 4 X 4 OSTBC using i.i.d Gaussian channel
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Figure 8.7: Pairwise probability of error for 4 x 4 OSTBC using M2M channel.

The figure 8.6 shows that, both the simulation results and theoretical results 
have the same shape but the results of our simulation outperformed the theoretical 
results again in this case.

We can clearly see from figure 8.7 that we have less probability of error in this 
case due to the trade of in the diversity in Mobile-to-Mobile channel. The results still 
show that the simulation results out performed the theoretical results.

For the simulation, we chose different codeword matrices over the physical chan
nel. The channel is then effected by the white gaussian noise with zero mean and the 
variance was calculated from different SNRs. Then we calculate the distance between 
the codeword matrix that we received and all the possible codeword matrices and 
chose the minimum distance codeword matrix as the matrix that was sent. This
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Figure 8.8: Performance of Alamouti on AR(20) channel model.

method is known as the ML decoding. If the ||receivedcodeword — sentcodeword\\ 
are not equal to zero then we can consider that as an error for Pairwise. After doing 
serval iterations, we can find out the Pairwise Error probability for given SNR. From 
the result, we can see that, when the SNR is 20dB there is a difference in results, we 
have lower Perror then theoretical, when the SNR is about -2dB the result became 
same.

8.2 R esults using A R  Channel M odel
As the last step, we will create an AR model of order 20 and use it to test the 
performance and alamouti and pair-wise. The result from the Alamouti scheme is as 
follows

We can see from the figure 8.8, our simulation results and the theoretical results
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were very close and the system perform very well as we have expected.
In figure 8.9, our simulation results were better for the lower SNR but as SNR 

increase it got closer and closer to the theoretical values at about 5 SNR. All the 
results from the above conclude that the modeling of AR model and performance test 
of the channel was a complete success.

8.3 Conclusion
We have compare the results between Alamouti scheme using i.i.d Gaussian channel 
and the M2M channels. We can see that we have lower probability of error in M2M 
performance case due to diversity and Doppler frequency effect. We can also see this 
effect in pairwise probability of error as well. We also simulated the different effect 
of Doppler frequency on the probability error and we came to conclusion that, when 
the Doppler frequency of the car is at 0.0001, the probability of error is lower then 
when the Doppler frequency is at 0.1.
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Chapter 9 
Conclusion

In this chapter, the principle results obtained in the thesis are summarized and con
clusions are drawn. The recommendations for future related research is also presented.

Chapter 1 and Chapter 2, they are included in the thesis for the better un
derstanding of the reader. It not only explain the background of the MIMO channels 
but also explain about the introduction to the thesis mainly how the thesis is con
tributed. In chapter 2, we not only explain how the mobile channels are formed but 
also explain all different types of channels for the reader to understand. We did get 
in details in that were out of the scope for us.

In chapter 3, we show how to model a UIU channel model using physical and 
virtual scattering. All the theoretical mathematical equations are presented in the 
chapter for the reader to understand the connection between the math and the design. 
In our simulations, we have the following conditions as the input functions

• Joint AoA/AoD PDF and the net power. The corresponding PAS is then just 
Pqp(0T, Or )

• Number of transmit Ny and receive Np antennas as well as the separation 
between antennas dy and dp in A.

• Maximum Doppler frequency fp  and the sampling frequency Fs
• Number of required samples L

For the channel design, we used Gaussian PDF as the input PDF but for the capacity 
performance, we used uniform PDF. We did that to show the performance in both
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cases. The channel modeling results match perfectly with the theoretical results. The 
performance on this channel, Alamouti scheme and pair-wise, are also simulated and 
had a good performance as well. For the future case, they can have different input 
PDF instead of the Gaussian and uniform that we used. They can also have other 
types of performance scheme not just Alamouti and pairwise scheme. They can also 
test out the effect of correlation in this case and how not only the channel reacts to 
it but also how the capacity at that given case performs.

The chapter 4 explains every details on designing M2M channel model. We also 
explain the reference model, the old sum-of-sinusoids model and the two ring model. 
We explained how the modeling of this channel is done and showed the simulation 
results for /¿Ts = 0.01 and Aro = M  = 8. Our simulation results on autocorrelation 
of in-phase, quadrature and the main faded envelope of this model matches with the 
theoretical results in high simulation trials. We can see the miss match results in 
lower simulation trials in the appendix B. We also presented a good match in cross
correlation between in-phase and quadrature components of the channel.

In chapter 5 we have shown fading channel modeling using AR model. In our 
performance section,we have showed the effect of the order of the AR model. When 
we have AR model order of 20, the results did not match with the theoretical re
sults but when the order was 100, the results matched perfectly to the theoretical 
results. For completeness, we decided to show the autocorrelation of in-phase and 
cross-correlation of the AR models for isotropic scattering and non-isotropic scatter
ing. Once thing we should note is that, when the scattering is not isotropic, there 
is cross-correlation. We also show how the ill-conditioning in Yule-Walker equation 
effects the 1-step prediction MMSE for the AR model. We can see that when the 
ill-condition is large we have error of 10-3 , but when the condition becomes very 
small the error grows out of control. We also want the readers to understand more on 
how the isotropic and non-iso effect the auto and cross correlation. We can see those 
difference in our results in the chapter as well. All our simulation results matched the 
theoretical cases in either iso or non isotropic scattering.
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Chapter 6 deals with different type of MIMO Capacity. Three types of capacity 
for MIMO that we have tested are listed. All the results we have achieved from this 
section clearly matched the results as we have expected.

Chapter 7 is to give us the better understanding of error performance on channel 
estimation. In the chapter, we explain how the transmitter, receiver and channels are 
design and how Alamouti scheme is used in this design. We also discussed two differ
ent decoding scheme - the linear combining scheme and Maximum likelihood scheme. 
We have also presented the transmission and receiver structure and the estimation 
filter design. In our design, we deal with a block fading due to its simplicity and easy 
understanding and implementation. All the auto and cross correlation simulation re
sults clearly matches with the theoretical results. The performance of Alamouti space 
time code with the LC-STD with 11 tap Wiener filter for different doppler frequency 
with different channel SNR were presented with very good performance results. We 
also perform the same test for ML decoder. As the final step for this chapter, we 
performed both test, Alamouti scheme with the LC-STD and the ML decoder with 
different antenna spacing to find out the probability of error performance. We should 
note that, when the channel is not correlated, 0.5A the error performance is higher 
than when the channel is correlated 0.1 A or 0.25A. For future research the same test 
can be performed with different sets of channels to show the performance difference 
in other channels. We can also do different size of filter, and also different filters to 
see any improvements in the results. We can also have bit-by-bit estimation instead 
of block-by-block estimation.

In the last chapter, chapter 8, we have explained in details on Alamouti error 
probability scheme and pairwise probability scheme using M2M channel model and 
run performance test using them. The simulation results are compared against the 
i.i.d Gaussian performance results. We can clearly see better performance in our case. 
We also did the same performance using AR channel models and the results were in 
a good agreement.
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Appendix A 
Appendix A

A .l  Derivation o f B it Error Probability
This section will simply explain the step of substitutions and the assumptions that 
was taken to derive the bit error probability, which is used in our research as the 
theoretical simulation.The derivation is as follows:

Given before the assumption:

£0 =  Wĝ (Dg/2 +  7p 1I2M+l) Xwg (A.l)
= w f  (Dg/ 2  + 7^  1I2m+i)_1w0 (A-2)

T (4 (1  +  7 7 )  ( e 0 7 - 1/2 (A.3)\  £o W o / J

Pb =  1 (2  +  T)(l -  T)2 (A.4)

For the perfect CSI case, the paper set 7p —> 00.Since D ^ D g  =  I2M+l and w0 

is the (M + l)tfl column of Dq, we get D^“1wg = [0 . . .  0 1 0  ... 0]T (with one in the 
(M + 1)^ row). Therefore, the values of eg, e\ and T when 7^ —> 00 are equal to 2,2 
and 2R{t ) respectively.We will show the derivation for 2 different types of channel - 
very fast fading (R(t ) = 0), and static channel (R(t ) = 1 ).
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A .2 Very Fast Fading (R(r) = 0)
We can rewrite the equation A.3 in the following form due to the derivation we have 
shown above.

.¡2
V  7s

when R(t ) — 0, the equation A.5 can we written as

(A.5)

i___  i
2_ / 27 g +  2 V 27s +  2

7s V 7s
(A.6)

now we will substitute equation A.6 into A.4 and we write equation A.4 as

Pb i ( 2  +  T ) ( l - T ) 2 ( l2 % + 2 J \
--- =---- \  2
27s + 2 / (A.7)

We can see that the equation A.7 exactly same as what we have given in the 
chapter.

A .3 Static Channel (R(r ) =  1)
when R(t) = 1, the equation A.5 can we written as

T 1
7s +  2

7s

7s
7s +  2 (A.8)

now we will substitute equation A.8 into A.4 and we write equation A.4 as
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pb = l ( 2  +  T ) ( l - T ) 2 = l ( 2 + y ^ ( l - ^ y  (A.9)

The equation A.9, shows that the derivation is same as what is given in the chapter.
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A ppendix B

B .l  Derivation Of Auto-C orrelation Function of 
the In-phase com ponent

We have our complex faded envelope as

N M
PfcW =  E E  Cexp{j[uitcos{ank) ^2tcos((3mk) d- 4>nmkÙ  ( -̂1)

n=  1  m = 1

We can split the above equation into the following

9k(t)

+

2 N0  M
E E  COs(cJ2^ COs(/?m /f.)) C O s (u q i C O S ^ ^ )  +  (p nm k )

n= 1 m=1
(B-2)

A M
j E E  sin(o^2Ì cos(/5mfc)) sin(o;ii sin(o;n£) +

n= 1  m = l

Since we are discussing about the In-phase part only in this case, we can ignore 
the imaginary party from the above equation and we can we write the In-phase part 
as

9ik(t) 2
V W m

N0  M
'}2 cos(UJ2 tcos(pmk))cos(uJitcos(ank) + (t)n m k ) (B.3) 

n— 1  m = l

We have to prove that
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R9i9i (T) =  B\&{t + T)gi(t)\ = Jo(v it )Jo(uJ2 t ) (B.4)

Proof: , fW

£&*$*(?■ ) =  E l9ik-,(t +  T ) 9 i k ( T )] (B-5)

we can write g ^ t  + r) and (fefc(r) as

9ik(t)
2

^ ( i + r ) 2

Then we get:

N0 M
^ 2  5 3  C 0 s (w 2 < C ° s (^ m fc ) )  c o s ^ i  c o s ( a „ fc) +  (j)nmk) 
n= 1 m = l 

M
5 Z  5 Z  +  r ) c ° s ( /3 m fc ) )  c o s ( w i ( t  + r) cos(ank) + cf)nmk)
n = lm = l

N0 M N0 M
E[gi{t + T)gi{t)\ = C 0 s ( u 2 ( t  +  r ) COS{Pmk)) (B.6)

N° M  n = lm = lp = lr = l  
cos(u>i(t +  r) cos(anfc) +  </>nmfc) cos(u2t cos((3pk)) cos(a;ii cos(arfc) + 4>p r k )

After multiplying and talcing E inside, we only have terms left that are not 
dependent of time.

x Nq M
R9ik9ik(T) = ^  £;[cos(a;2'rcos(/?mfc))cos(a;ircos(anA.))]

n=l m=l
Now we can substitute the an*. and (3mk and rewrite the equation as:
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^9ik9ik (̂ ")
(  (  2 it m 2 ir k ib — 7rcos I 0.5 I ——— b „ . ,  +PM

1 Nq M ,

(  (2ix n 27r k 9 — n
°“ r r “ w + 4 m + w

= ¡¡ 'E h j cos( u,2Tcos( 0'5m=l — t t

 ̂ jy *■
-TT- > jr* /  cos ( cmrcos I — + , „ - r + , . .
i V g  ■“  2ir J  \  V  4 i V o  4 P A / q  4 A ^ on=l __-r

Af

2 tt m, 2 n k ib — 7r \  \  \  , , + ~~rr I #M PM M

f  2 n n 2 tt k 8 — n d8

after solving this integral and taking the assumption of TVo —»• oo and M  —» oo 
then we can get

*0^ o o ^ (T) =  J° ^ lT)Jo^ 2T)

--------- 1--------- 1--------
Simulation 

--------- Theoretical

Nomalized Time Delay fd x

Figure B.l: Theoretical and Simulation (number of simulation of 1)auto-correlation
of in-phase components of M-to-M channel
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Figure B.2: Theoretical and Simulation (number of simulation of 50) auto-correlation 
of in-phase components of M-to-M channel

We can clearly see form the Figures B.l and B.2 that when the number of trials 
of simulation is small our simulation results have a lot of fluctuations and does not 
match at some values of f sTs with the theoretical values. We can see a better match 
of our simulation results with the theoretical one in high number of simulation results. 
We will see the same result for auto-correlation of the quadrature components and 
the main envelope.
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Figure B.3: Theoretical and Simulation (number of simulation of 1) auto-correlation 
of the main envelope part of M-to-M channel

Figure B.4: Theoretical and Simulation (number of simulation of 10) auto-correlation
of the main envelope part of M-to-M channel
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Figure B.5: Theoretical and Simulation (number of simulation of 1) auto-correlation 
of quadrature component of M-to-M channel

Figure B.6: Theoretical and Simulation (number of simulation of 10) auto-correlation
of quadrature component of M-to-M channel
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