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## Abstract

The digital evolution of the x-ray imaging modality has spurred the development of numerous clinical and research tools. This work focuses on the design, development, and validation of dynamic radiographic imaging and registration techniques to address two distinct medical applications: tracking during image-guided interventions, and the measurement of musculoskeletal joint kinematics.

Fluoroscopy is widely employed to provide intra-procedural image-guidance. However, its planar images provide limited information about the location of surgical tools and targets in three-dimensional space. To address this limitation, registration techniques, which extract three-dimensional tracking and image-guidance information from planar images, were developed and validated in vitro.

The ability to accurately measure joint kinematics in vivo is an important tool in studying both normal joint function and pathologies associated with injury and disease, however it still remains a clinical challenge. A technique to measure joint kinematics from single-perspective x-ray projections was developed and validated in vitro, using clinically available radiography equipment.
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## 1 Introduction

Since its inception in 1895 by Wilhelm Roentgen x-ray imaging has, and continues to be a staple of medical imaging. Today, x-ray imaging modalities are employed for a wide range of medical purposes, including: diagnosis, treatment and intervention, and monitoring of disease progression. X-ray imaging has typically been the front-line medical imaging modality in the clinic for diagnosis, and monitoring of musculoskeletal disease and trauma, and is also widely used, in the form of fluoroscopy, to provide intra-procedural image-guidance during surgical interventions. Although these two applications are relatively far removed, they both rely on x-rays. The central theme of this thesis is the application of clinical x -ray imaging to image-guidance during interventional procedures, as well as the measurement of musculoskeletal joint kinematics. The following literature review is therefore divided into these two themes that are main focus of this thesis: tracking during image-guided interventions (section §1.1), and measurement of joint kinematics (section §1.2). Additionally, a review of current digital radiography detector technologies is provided, along with a description of the perspective geometry of the standard projection radiography system (section §1.3).

### 1.1 Tracking in Image-guided Interventions

Image-guidance is used during interventions in a manner similar to modern navigational techniques that are employed to guide a submarine through the depths of the ocean. ${ }^{1}$ In both cases a direct view of the surrounding environment is unavailable, and navigation (or guidance) must be supplemented through indirect means to arrive at the intended destination. During surgery it is often important to know precisely where an instrument is located with respect to the surgical target at all times during the procedure. Tracking systems fulfill this requirement, and are therefore an essential component of any intra-operative image-guidance system. ${ }^{1}$ The following sections review some of the current techniques used for tracking purposes during image-guided interventions. The principles behind optical and electromagnetic tracking systems are reviewed, and their strengths and limitations are listed. Additionally, several tracking techniques based directly upon intra-operative medical imaging modalities are reviewed.

### 1.1.1 Optical Tracking

Although there are numerous variants of optical tracking systems (OTS), the type most widely used in clinical applications is based on the capture of infrared (IR) light. ${ }^{2}$ IR-based OTS have been used in orthopaedic, neurological, craniofacial, otolaryngologic, and numerous other general surgical procedures. ${ }^{3}$ IR-based OTS use optical band-pass filters to eliminate all other forms of ambient light outside of the IR range, making the task of identifying optical markers, or fiducials, simple and reliable. ${ }^{2}$ There is a distinction between the types of fiducials utilized with OTS. For active optical tracking, the fiducials are infrared-emitting diodes (IREDs), while for passive optical tracking; they
are retro-reflective spheres, reflecting IR light back towards the source. Both types of fiducials are rigidly attached to surgical instruments, intraoperative imaging equipment, and also to the patient, enabling the tracking of all components in a common coordinate system.

Active OTS consists of a position sensor that contains either two or three coplanar charged coupled device (CCD) camera units, a central control unit, and the active fiducials either attached directly to a surgical instrument, or to a rigid reference frame (Figure 1-1a,c). The IREDs are fired sequentially and detected by each CCD unit. The position and orientation of the fiducials is determined by triangulation, based upon the prior fiducial geometric configuration, the firing sequence of the IREDs, and the known distance between the CCD units. ${ }^{2}$ A minimum of three non-collinear fiducials are required to determine the six degrees-of-freedom (DOF) pose of the instrument or rigid frame. Active OTS are capable of tracking multiple rigid bodies simultaneously, as the central control unit controls their firing sequences. Since, the IREDs are powered, active OTS are typically wired systems.

Passive OTS consist of a position sensor capable of both emitting, and detecting IR light by means of illuminators (arrays of IREDs) and CCD units (Figure 1-1b), respectively. The position sensor emits IR light from its illuminators, similar to the flash of a conventional camera. The IR light floods the surrounding area, reflects off the retroreflective spheres attached to surgical instruments to be tracked (Figure 1-1d), and is then detected by the CCD units. As with the active systems, the pose of the instrument or reference frame is identified by triangulation. However, since each instrument or reference frame is illuminated simultaneously, their geometric configuration must be
unique to ensure unambiguous identification. ${ }^{2}$ Moreover, passive OTS do not require wires between the fiducials and the positioning sensor.


Figure 1-1: a) Active optical tracking system (OTS) consiting of position sensor, central control unit, and active tool (Northern Digitial Polaris). b) Passive position sensor capable of both emitting and detecting infrared light (Northern Digital Vicra). c) Active instruments and reference frames containing infrared light emitting diodes. d) Passive instruments and reference frames containing retro-reflective spheres.

Numerous studies have examined the accuracy of OTS. ${ }^{3-5}$ The accuracy of tracking an instrument or reference frame is dependent on a number of factors: the rigid body design, its characterization, the tracking algorithm (wired or wireless), dynamic motion, and the distance between instruments and reference frames. ${ }^{5}$ In general, the accuracy of measuring the pose of an instrument or reference frame is better than 1 mm and $0.5^{\circ}$ when design and methodological considerations are carefully taken into account. ${ }^{4,5}$ This level of performance represents the main advantages of OTS, and has contributed to its success in the clinical environment. On the other hand, their main limitation is the requirement for uninterrupted line-of-sight between the optical fiducials
and the position sensor, which is often difficult to maintain in a crowded operating theatre.

### 1.1.2 Electromagnetic Tracking

To overcome the line-of-sight limitation imposed by OTS, electromagnetic tracking systems (EMTS) were developed as an alternative tracking method. EMTS have been incorporated into numerous procedures including motion detection in radiation oncology, image-guided radiological interventions, endoscopic procedures, and 3D ultrasound imaging, ${ }^{2}$ to mention a few. An EMTS consist of a field generator, a central control unit, and field sensors (Figure 1-2a). The field generator, powered by the central control unit, produces a controlled magnetic field generated by either alternating current $(A C)$, or pulsed direct current (DC). The field sensors react to the magnetic field to produce a signal that is dependant upon their position and orientation within the field. This signal is transmitted back to the central control unit where it is processed to determine the pose of field sensor. Field sensors come in both five DOF and six DOF configurations (Figure 1-2b).

The main distinction between AC-driven and DC-driven EMTS is their reactions to metallic objects that are in close proximity to either the field generator or field sensors. With AC-driven systems, eddy currents are induced within conductive materials, which in turn create an opposing magnetic field that interferes with the field created by the field generator. ${ }^{2}$ This secondary field distorts the signals produced by the field sensors and leads to errors in the pose determination. With DC-driven systems the magnetic field is
pulsed on and off, allowing eddy currents to decay a sufficient amount to mitigate distortions caused by any opposing magnetic fields.

Another source of distortion that affects both AC and DC-driven systems is the presence of ferromagnetic materials. These materials become magnetic in the presence of an external magnetic field, and by a mechanism similar to that mentioned above, can distort the magnetic field created by the field generator, which negatively affects the measurement accuracy of EMTS. Additional sources of field distortions may include stray magnetic fields created by computer equipment and peripheral devices. ${ }^{2}$


Figure 1-2: a) Electromagnetic tracking system (EMTS) consisting of field generator, central control unit, and tracked probe containing field sensor (Northern Digital Aurora). b) Miniature field sensors in six degree-of-freedom (top) and five degree-of-freedom (bottom) configurations.

Several studies have examined the accuracy of EMTS in both an undisturbed environment ${ }^{6-8}$ (i.e. no sources of field distortions), as well as in the presence of surgical instruments and operating room equipment, as possible sources of field distortion. ${ }^{7-10}$ The accuracy of EMTS was found to be dependent on the position of the field sensor with respect to the field generator. In an undisturbed environment, the accuracy of tracking the field sensor was in the range of 1 to 3 mm , and 0.5 to $1^{0} .{ }^{6}$ When sources of field distortion are introduced into the tracking environment, they have a significant effect on the
accuracy of EMTS. Studies have reported tracking errors in the range of 1 to 20 mm , and 1 to $4^{0} .{ }^{7-10}$ Although the accuracy of EMTS does not compete with OTS, it is relevant for numerous applications. The main advantage of EMTS is the lack of any line-of-sight limitations, and their ability to track flexible instruments such as catheters or endoscopes.

### 1.1.3 Tracking via Medical Imaging Modalities

Intra-procedural imaging via real-time medical imaging modalities is another technique that has been employed for tracking purposes. X-ray fluoroscopy has been long utilized as a means to guide instruments during percutaneous procedures, including endovascular catheter interventions and various orthopaedic interventions. ${ }^{1,11}$ The main limitation of using conventional fluoroscopy for tracking purposes is that images are only available in one plane at a time, and therefore information derived from these images is typically limited to 2D. To overcome this limitation, biplane radiography systems have been used to obtain sequences of stereo projections from which 3D tracking information is derived. This technique has been used to track guide wires during endovascular interventions, ${ }^{12,13}$ and also tumor motion during radiotherapy treatment of tumors. ${ }^{14}$

Ultrasound (US) has also been employed for many years as an interventional imaging modality. ${ }^{1}$ Procedures that utilize ultrasound for guidance include percutaneous biopsies ${ }^{15}$ and brachytherapy, ${ }^{16}$ and treatment of musculoskeletal pain. ${ }^{17}$ Since conventional US is constrained to a 2D fan beam, limited amounts of tracking information can be derived from its images. 3D US volumes are much better suited towards tracking and image-guidance applications. A 3D US volume can be reconstructed from a series of acquired 2D images, ${ }^{18}$ or acquired directly with the use 3D
ultrasound transducers. ${ }^{19,20}$ Using optimized image-processing techniques it is possible to segment, localize, and track instruments directly from 3D US datasets in real-time. ${ }^{21-23}$ These tracking techniques are applicable to numerous percutaneous procedures, and also minimally invasive cardiac interventions.

Despite the real-time capability of both fluoroscopy and US, their images are often difficult to interpret for guidance purposes. This has lead to the adaptation of computed tomography (CT) and magnetic resonance imaging (MRI), conventionally preoperative imaging modalities, to be incorporated into interventional suites. Interventional CT (iCT) is capable of CT fluoroscopy, which is the near real-time acquisition and display of 3D CT slices at rates of up to 8 frames-per-second (fps). ${ }^{24} \mathrm{CT}$ fluoroscopy has been utilized for guidance during numerous interventional procedures including biopsies, drainage procedures, and intracranial procedures. ${ }^{24}$ In these procedures, the interventional instrument is generally a needle, which is visually tracked from updated display of CT images. The high level of radiation exposure to both the patient and interventionalist during CT fluoroscopy has limited its use to procedures short in duration (typically less than 3 min ).

Several interventional MRI (iMRI) scanners have been developed for use in interventional suites, all of which increase the interventionalist's physical access (i.e. horizontal or 'double donut' bore design) to the patient compared to conventional diagnostic MRI scanners. ${ }^{\text {I }}$ Advances in MRI hardware, and computing power have enabled the acquisitions of MRI slices in real-time. As a result, iMRI has been utilized for image-guidance during numerous interventions including biopsies, cryoablation, brachytherapy, neurosurgery, and numerous endovascular procedures. ${ }^{25-27}$ Often
conventional surgical instruments cannot be used in an iMRI suite due to safety considerations or technical imaging issues. This has lead to the development of MRcompatible instruments that can be tracked or visualized within the acquired MR images. Two principal methods to tracking instruments directly from acquired MR images have been explored for use during interventional procedures: the use of passive or active markers. ${ }^{27,28}$ Passive markers incorporate contrast agents or materials that produce a signal enhancement, void, or distortion, thereby enabling their localization directly within the MR slices. Active markers contain miniature MR receiver coils or antenna that are connected to the MRI scanner hardware. These coils produce signals during excitation by the external gradient fields, enabling their 3D localization. The majority of clinical experience with humans has been restricted to the use of passively tracked devices. ${ }^{29}$ Although several actively tracked devices have been used successfully in animal studies, some safety concerns, mainly the generation of unwanted heat, have prevented their use within the clinic.

### 1.2 Techniques to Measure Joint Kinematics

Additional to its role in image-guided interventions, tracking technology has a significant impact in the measurement of joint kinematics. Measurement of joint kinematics plays an essential role in understanding normal joint function, as well as pathologies associated with musculoskeletal disorders and trauma. By gaining a deeper understanding of patient factors, the effectiveness of surgery and rehabilitation, and pathologies associated with musculoskeletal disorders it is possible to influence diagnoses and treatment, which can lead to improved patient outcome. The following section reviews several clinical techniques that can be used to measure and evaluate the skeletal kinematics of human subjects. The methodology of each technique is reviewed, and the strengths and limitations relating to its implementation are listed. Additionally, the measurement accuracy of each technique is reviewed for comparative purposes.

### 1.2.1 Gait Analysis

Gait analysis, or the study of locomotion, has numerous applications in medicine, competitive sports, and industry. It has been used extensively in the field of medicine to distinguish between pathological and normal gait. ${ }^{30}$ This technique of motion capture has seen dramatic changes within the past decade mainly due to technological advances in computing power and data analysis techniques. ${ }^{31}$ The current state-of-the-art gait lab contains a 3D motion capture system, comprising of up to ten infrared sensitive cameras that track and record the motion of retro reflective skin markers attached to a subject. ${ }^{30}$ Current infrared cameras are capable of tracking the motion of these reflective markers at frequencies upwards to $250 \mathrm{~Hz},{ }^{31}$ making them ideal for capturing detailed motions of a
subject during complex, dynamic activities. Ultimately, the motion and forces acting upon the skeleton can be inferred from the trajectories of the skin markers, and various pressure gauges attached to the subject using the inverse dynamics technique. ${ }^{32}$

One advantage of this technique is its ability to measure the motion of several joints simultaneously, which enables measurement of whole-body movements. The motion capture systems within a gait analysis lab have a very large operating volume, typically consisting of a 2 m wide by 10 m long walkway. This setup allows for motion measurements during a variety of both weight-bearing and non weight-bearing activities. Additionally, the technique is non-invasive and subjects are not exposed to any ionizing radiation.

On the other hand a major limitation of this technique is the estimation of skeletal kinematics from the trajectories of the skin markers. A potential for error arises due to the movement of skin and tissue relative to the underlying bone during physical activities. ${ }^{33}$ Differences between joint kinematics derived from skin markers and those derived from direct skeletal measurements have been reported in the range of $10 \mathrm{~mm}^{34}$ to $30 \mathrm{~mm}^{35}$ for translations, and up to $15^{\circ}$ for rotations. ${ }^{34}$ Although numerous strategies and models have been developed to account for skin motion artefacts, the objective of reliable estimation of skeletal kinematics using skin markers has not yet been achieved. ${ }^{36}$

### 1.2.2 Intracortical Pin Fixation

Direct measurement of the underlying boney structures is preferred when accuracy is a necessity. One technique that directly measures skeletal motion involves the use of intracortical pins implanted directly into skeletal structures. ${ }^{37}$ Novel six DOF spatial
localizer instruments, ${ }^{37}$ and retro-reflective markers imaged by infrared sensitive cameras, ${ }^{38}$ have been employed to measure motion. Since these instruments are rigidly attached to the skeletal structure via the intracortical pin, the skeletal kinematics derived from their measured motion provides an accurate representation of the actual bone kinematics. Ishii et al. ${ }^{37}$ reported the measurement accuracy of their 6DOF spatial localizer instrument to be within 0.5 mm for translations and $0.5^{\circ}$ for rotations. Similar accuracies have been reported with the use of optical measurement equipment. ${ }^{39}$ This technique has been utilized in vivo to study both normal ${ }^{37}$ and pathological knee kinematics, the latter arising due to anterior cruciate ligament deficiency. ${ }^{38}$

Advantages of this measurement technique include its ability to accurately measure skeletal kinematics. Despite the accuracy of the technique, the high degree of invasiveness associated with the procedure reduces its application in practice. For this procedure, subjects are required to undergo surgery to have the pins implanted into their bones. Additionally, significant pain was reportedly associated with the procedure, as the pins can unnaturally restrict the movement of soft tissue surrounding the insertion site. ${ }^{30}$ This pain can be more pronounced during weight-bearing activities and as a result subjects may be limited to performing non weight-bearing activities. ${ }^{39}$ Other methodological concerns for the use of intracortical pins include reports of pin deformation ${ }^{39}$ and pin loosening ${ }^{40}$ during dynamic activities.

### 1.2.3 Magnetic Resonance Imaging

Magnetic resonance imaging has been widely used to noninvasively measure 3D joint kinematics. Several studies have employed MRI to examine joint kinematics during
static weight-bearing, and non-weight-bearing activities. Sequential volumes of the joint are acquired in multiple static positions. ${ }^{41-43}$ The observed motion between different positions can be calculated by using one of two analysis techniques. The first method involves manual identification of anatomical landmarks within each volume, ${ }^{43}$ followed by point-based registration to calculate the rigid-body motion between the anatomical landmarks amongst sequential volumes, while the latter involves surface models segmented from the high-quality MRI volumes. ${ }^{41,44}$ These surface models can then be registered to bone contours, identified within sequentially acquired, lower-quality volumes, using surface registration techniques to calculate motion between different multiple joint positions. The measurement accuracy of estimating 3D joint kinematics using these techniques has been reported in the range of 0.88 mm to 1.8 mm for translations, and $1.75^{\circ}$ to $3^{\circ}$ for rotations. ${ }^{41,42}$

MRI has also been used extensively to examine 3D joint kinematics during dynamic activities. The acquisition techniques used have been described by various names including kinematic MRI, ${ }^{45,46}$ cine phase contrast MRI, ${ }^{47,48}$ fast phase contrast MRI, ${ }^{49}$ and motion-triggered cine MRI. ${ }^{50}$ These techniques involve acquisition of MR images as a subject performs a periodic motion activity. Each MR image is acquired at a unique phase of the motion cycle. Thus, a single motion cycle can be represented using MR images acquired during multiple repetitions of the motion. Validation studies have reported accuracy of motion measurements within the range of 1 to $3 \mathrm{~mm} .^{47,48}$

There are several advantages to utilizing MRI to measure 3D joint kinematics: it is noninvasive, does not expose subjects to ionizing radiation, and has the added bonus of providing information about the soft tissues surrounding the joint. However, one of the
major limitations is the small operating volume, which is limited by the bore size of the MRI unit. As a result, activities performed inside the magnet are limited to a small range of motion, and only a single joint can be scanned at one time. Additionally, longer scan times, reported between $40 \mathrm{sec}^{42}$ and $5 \mathrm{~min},{ }^{49}$ can make it challenging for subjects to perform weight-bearing activities, or repeatedly execute a cyclic movement.

### 1.2.4 Computed Tomography

Computed tomography is another medical imaging modality that has been used to noninvasively measure joint kinematics. ${ }^{51-53}$ Skeletal kinematics can be derived from volumetric CT images using rigid-registration techniques. Commonly, rigid registration is performed between like groups of anatomical landmarks, or surface contours identified in sequential volumes. Several studies have employed CT to examine the kinematics of the patellofemoral joint as a means to investigate causes of anterior knee pain, ${ }^{54-56}$ and validated the accuracy of measuring skeletal kinematics from CT volumes in the range of 0.5 mm to 3 mm for translations, and $0.7^{\circ}$ to $3^{\circ}$ for rotations. ${ }^{57}$

The major limitation of using CT to measure joint kinematics is the exposure of the subject to relatively large amounts of ionizing radiation. Other limitations include the restrictive working volume of the CT bore that limits examination of a single joint at one time, and poor soft tissue contrast in CT images, which does not provide information about the soft tissues surrounding the joint. However, CT does provide excellent delineation of boney structures, making it ideal for extracting surface features and landmarks for registration and modeling purposes.

### 1.2.5 Radiostereometric Analysis

Radiostereometric analysis (RSA) is a technique to obtain accurate 3D spatial measurements from radiographs. ${ }^{58}$ RSA was first introduced in 1974 by Göran Selvik as a means of studying the skeletal system in vivo. ${ }^{59}$ Since its inception, the technique has been refined through numerous scientific contributions, ${ }^{60-63}$ and seen significant advances due to the growth of digital technologies and computing power. ${ }^{64-66}$ RSA is an effective clinical tool that has been utilized for numerous clinical applications in orthopaedics, ${ }^{67-71}$ pediatrics, ${ }^{72,73}$ odontology and plastic surgery, ${ }^{74}$ rheumatology, ${ }^{75,76}$ and neurology. ${ }^{77-79}$ RSA has also been used extensively to study skeletal kinematics. ${ }^{80-84}$

RSA requires the implantation of at least 3 non-colinear markers, introduced into the skeletal segment under clinical examination to enable its localization it in 3D space. Studies have suggested that 6 to 9 markers be utilized in vivo to ensure localization with a high accuracy. ${ }^{63}$ Spherical tantalum markers, 0.8 mm or 1.0 mm in diameter, are commonly used in clinical studies, since tantalum possesses a high biocompatibility, ${ }^{85}$ and is also fairly radio-opaque, resulting in high contrast within radiographs. The technique generates a 3D spatial model of the markers using stereographic x-ray sources that produce stereo projection images of the skeletal segment (implanted with markers) during a simultaneous radiographic exposure. A calibration cage is present during the image acquisition and allows the photogrammetric projective parameters of the x -ray systems to be determined (section §1.3.4). A 3D spatial model of the markers implanted into the skeletal segment can be calculated through the intersection of the rays cast between the image of each marker within the stereo projection images and their respective x -ray foci (Figure 1-3).


Figure 1-3: Spatial reconstruction of 3D position of tantalum markers implanted into the skeleton using radiostereometric analysis (RSA). The 3D reconstructed position of each marker ( $m_{i}$ ) is determined by the intersection of the rays cast between the projections of each marker in the pair of stereo images ( $c_{i}$ ) and its respective $x$-ray focus.

To measure joint kinematics, successive RSA examinations of the joint under investigation must be performed. The observed motion between successive examinations can be quantified by performing a rigid point-based registration between the 3D spatial models of the markers derived from each RSA examination. ${ }^{86}$ In RSA motion is described in both absolute and relative terms. Absolute motion describes the movement of a single rigid-body segment during a finite time interval, while relative motion describes the movement between two rigid-body segments during a finite time interval (Figure 1-4). A detailed methodology of calculating absolute and relative motion using point-based registration has previously been described. ${ }^{86,87}$ Motion is commonly presented in terms of translations and Euler angular-rotations, using six DOF. ${ }^{63}$ The accuracy of localizing a
rigid body in 3D space using RSA has been reported in the range of 0.01 to 0.25 mm and 0.03 to $0.6^{\circ} .^{58,88}$

Time 1


Figure 1-4: The computation of absolute motion and relative motion of rigid body 2 to rigid body 1 . Absolute motion of rigid body 1 is calculated by finding the transformation $\Re_{a}\left(x_{i}\right)=x_{i}{ }^{\prime}=\left[R_{a}\right]^{T} x_{i}+d_{a}$, which describes the motion of rigid body 1 between times 1 and 2 . The inverse of this movement is then used to transform the points in rigid body 2 at time 2 from the positions $v_{i}$ to positions $\mathfrak{J}_{a}^{-I}\left(v_{i}\right)=v_{i}{ }^{\prime}=[R]_{a}^{T} v_{i}-[R]_{a}^{T} d_{a}$. Finally, the relative motion between the two rigid bodies can be computed such that $\mathfrak{Y}_{r}\left(u_{i}\right)=v_{i}$. Adapted from Söderkvist et al. ${ }^{86}$

RSA is accepted as the de-facto gold standard for obtaining accurate 3D measurement of the skeletal system. The high measurement accuracy is the main advantage of utilizing RSA to measure joint kinematics. Disadvantages of RSA include exposure to ionizing radiation, the requirement that markers be implanted in the skeleton, and the small operating volume, which is defined by the intersection of the two $x$-ray beams. Because RSA relies on markers implanted into the skeleton, it is typically limited to examining subjects who have undergone corrective surgery. Implantation of skeletal markers may easily be incorporated into a preexisting surgical plan by means of a simple bead insertion instrument. ${ }^{89}$ The small operation volume of RSA limits the type of activities that can be performed, and only allows for examination of a single joint at one
time. Additionally, a conventional RSA setup employs film cassettes that must be manually interchanged between examinations, preventing dynamic studies from being performed using a conventional RSA system. Although several dynamic joint studies have been performed using a specialized film exchanger apparatus that enabled frame rates of up to 4 frames per second, ${ }^{82,83,90}$ this device is one-of-a-kind and therefore is not widely available.

### 1.2.6 Biplane Radiography

Because of the static nature of conventional, film-based RSA, the technique has been extended to digital radiography systems capable of real-time image acquisition. Several studies have utilized image intensifier-based, biplane radiography systems to measure joint kinematics during dynamic activities. ${ }^{91-94}$ Marker-based techniques for measuring joint kinematics with biplane radiography are based on the same principles as conventional RSA (section §1.2.5). The accuracy of measuring joint kinematics using marker-based techniques with an intensifier-based radiography system has been reported in the range of 0.08 mm to 0.2 mm for translations, and $0.3^{\circ}$ to $1.6^{\circ}$ for rotations. ${ }^{92}$

To overcome the requirement of implanting markers into the skeleton, several model-based techniques have been developed and implemented using biplane radiography systems. ${ }^{91,95,96}$ The main assumption of model-based techniques is that a properly orientated projection through a 3 D volumetric model will produce an image similar to the obtained radiograph. ${ }^{91}$ Therefore, model-based techniques to measure joint kinematics rely on a subject specific model of the joint under examination. This model is typically obtained by acquiring a CT scan of the joint. By reconstructing the projective
geometry of the biplane radiography system, digitally reconstructed radiographs (DRRs) can be rendered by ray-casting through the subject specific model (Figure 1-5), ${ }^{93,95}$ or 3D texture mapped volume rendering. ${ }^{91}$ In either case, the 3D pose of a joint is determined from a set of acquired stereo radiographs using an iterative search that modifies the pose of the subject specific model to optimize matching between the DRRs and the stereo radiographs. Motion is quantified by the change in the 3D pose of the model determined from subsequent pairs of stereo radiographs. Validation studies have reported the accuracy of this technique in the range of 0.4 mm to 0.8 mm for translations, and $0.8^{\circ}$ to $2.5^{\circ}$ for rotations. ${ }^{91,96}$


Figure 1-5: Model-based measurement of kinematics using biplane radiography. Digitally reconstructed radiographs (DRRs) are rendered using ray-casting techniques. The intensity values of the pixels, $I_{1}$ and $I_{2}$, are determined by summation of the attenuation coefficients of the voxels within model along the ray path bewteen pixels, $I_{I}$ and $I_{2}$, and their corresponding x-ray focus.

An advantage of using biplane radiography to measure joint kinematics is the ability to acquire images in real-time, enabling dynamic analysis. In addition, both marker-based and model-based techniques can measure joint kinematics with a high degree of accuracy. Model-based techniques have the added advantage of not requiring markers implanted into the skeleton to measure its motion. Disadvantages of using biplane radiography include exposure to ionizing radiation, and its small operating volume (defined by the intersection of the x-ray beams), which limits the examination to a single joint at one time. Additionally, biplane radiography systems often have a restrictive setup, limiting the type of activities a subject can perform, and can making it technically challenging to ensure the joint under examination remains within the operating volume during a dynamic activity. ${ }^{94}$

### 1.2.7 Single-plane Radiography

Single-plane radiography is a long-standing medical imaging modality that is widely available, and employed for numerous diagnostic, therapeutic, and interventional purposes. Because of its wide availability, single-plane radiography systems have been utilized in numerous studies to examine and measure joint kinematics. ${ }^{97-100}$ As with biplane radiography, there are two main distinctions in the techniques used to measure joint kinematics using single-plane radiography: marker-based techniques, similar to RSA (section §1.2.5), rely on radio-opaque markers implanted into the skeleton, and model-based techniques (section §1.2.6) rely on a subject specific volumetric model of the joint under examination.

Several marker-based techniques for measuring joint kinematics have been implemented using single-plane radiography, most notably on intensifier-based C -arm radiography systems. To compensate for the limited amount of information available from a single perspective view, the 3D spatial distribution or geometry of the implanted markers must be known a priori. The 3D pose of the rigid-body implanted with markers is determined by performing 3D-to-2D registration between the known 3D geometry of markers and their corresponding projections in 2D radiographs (Figure 1-6). Motion between subsequent 3D poses of the rigid-body containing the markers is calculated using similar point-based registration methods employed in RSA (section §1.2.5).

Validation studies have been performed to assess the accuracy of single-plane, marker-based localization, all of which found that translations occurring orthogonal to the image plane (out-of-plane) were measured with a lower accuracy than those that occurred parallel to the image plane (in-plane). The accuracy of measuring translation has been reported in the range of 0.1 mm to 1 mm in-plane, and 0.7 mm to 2.1 mm out-of-plane, while rotational accuracy was reported in the range of $0.3^{\circ}$ to $1.7^{\circ}$ about all axes. ${ }^{101-104}$


Figure 1-6: Technique to estimate 3D pose of joint implanted with markers from a single-persepective projection. Makers implanted into the skeleton, $m_{i}$, are fit to the projection lines cast between the marker projections, $c_{i}$, and the x-ray focus using a 3D-to-2D registration algorithm.

Model-based techniques allow joint kinematics to be measured without the need for markers implanted into the skeleton. However, there is the requirement of a patient specific model of the joint. This model can be obtained from a CT scan, or if the subject has a joint replacement, from the CAD geometry of the implant. Several studies have implemented this technique using intensifier-based C-arm radiography systems to study joint kinematics. ${ }^{97,102,105-107}$ Similar, ray-casting ${ }^{102,108,109}$ or graphics rending algorithms ${ }^{110}$ are used to render DRRs (section §1.2.6). Often, only the surface geometry of the joint or joint replacement is extracted from the CT volume, or CAD design, ${ }^{105,106,108}$ limiting the rendering of DRRs to contours or silhouettes of the surface geometry (Figure 1-7). The 3D pose of the model obtained from CT or CAD geometry is modified such that a matching criterion between the DRR and the acquired single-perspective radiographs is optimized. Motion of a joint can be quantified by tracking the change in the 3D pose of the model as it is matched to a sequence of radiographs. As with the marker-based techniques, the accuracy of measuring translations in the out-of-plane direction was found
to be significantly lower than those measured in-plane. Validation studies have reported the accuracy of single-plane, model-based techniques in the range of 0.3 mm to 1.5 mm , and 1.5 mm to 5.6 mm for measuring translations in-plane and out-of-plane respectively, and in the range of $0.4^{\circ}$ to $2.0^{\circ}$ for measuring rotations. ${ }^{105,108-111}$


Figure 1-7: Perspective projection of CAD surface geometry on single-plane radiography system. A digitally reconstructed radiography (DRR) is rendered using ray-casting techniques.

The wide availability of single-plane radiography systems enables the measurement of joint kinematics in the typical hospital or research environment. In addition, the working volume spans the entire field of view of the radiography system. This volume is typically much larger than spatial region of intersection between stereoscopic x-ray sources used in RSA and biplane radiography, resulting in the ability to easily capture and measure numerous dynamic activities. The main drawback of single-plane techniques is the lower accuracy of pose estimation in the direction orthogonal to the imaging plane, compared to estimations of pose in the in-plane directions. Additionally, as with all radiology-based techniques of measuring joint kinematics, subjects are exposed to ionizing radiation.

### 1.3 Digital Radiography and Perspective X-ray Systems

With current trends towards all-digital environments, digital radiography systems are commonplace in modern hospitals. The transition to an all-digital radiology department is spurred by several advantages that digital radiography systems offer over conventional film-based radiography, including: higher patient throughput, immediate image viewing, computer aided diagnoses and intervention, and convenient storage of images on computer disks rather than in archaic film stacks. ${ }^{112}$ X-ray image intensifiers (XRII) have long been a staple of digital radiography. However, with the recent widespread implementation of flat-panel (FP) detectors they are poised to eventually replace the use of XRIIs altogether. ${ }^{113}$ The following section reviews the imaging chain of both image intensifiers (IIs) and FP detectors, and lists some of the advantages and limitations associated with these detector technologies. Additionally, the geometry of a typical perspective x-ray system is visited, and a common method to determining the photogrammetric projective parameters of perspective x-ray systems is briefly reviewed.

### 1.3.1 X-ray Image Intensifiers

Since their introduction in the mid 1950's XRII have seen significant technological advances in their design. Now, digital image technology is intrinsic to most modern XRII radiography systems. The imaging chain of a typical XRII radiography system, which converts incident x-rays into a digital image, is shown in Figure 1-8a. The II consists of four main components (Figure 1-8b): (a) a vacuum bottle that keeps air out, (b) an input layer that converts the incident $x$-ray signal to electrons, (c) electronic
lenses that focus the electrons, and (d) an output phosphor that converts the accelerated electrons into visible light. ${ }^{113}$

The input screen of the II is made up of several layers (Figure 1-8c), the first being the vacuum window, typically a thin 1 mm aluminum barrier that is part of the vacuum bottle, designed to minimize $x$-ray absorption and for mechanical strength under atmospheric pressure. After passing through the input window, $x$-rays are incident upon the input phosphor, which absorbs incident x-rays and converts their energy into visible light. This phosphor must be sufficiently thick to absorb the majority of incident x-rays, but thin enough to not significantly degrade spatial resolution. Therefore, virtually all modern IIs use cesium iodide (CsI) for the input phosphor. Cesium iodide has the property of forming long, needle-like crystals, which act as light pipes channeling the visible light toward the photocathode with minimal lateral diffusion. ${ }^{113}$ The photocathode is a thin layer of antimony and alkali metals that emit electrons when struck by visible light.

Once x-rays have been converted to electrons within the input screen, the latter are accelerated across a high-strength electric field created between the photocathode and anode. The accelerated electrons are focused down to the size of the output phosphor by a series of electrostatic focusing electrodes. After penetrating the thin anode, the highenergy electrons strike the output phosphor causing the emission of a burst of light. The output phosphor is typically made of 4 to $8 \mu \mathrm{~m}$ of zinc cadmium sulfide doped with silver, deposited directly on the output window of the II. ${ }^{113}$ Each electron that strikes the output phosphor causes the emission of approximately 1000 light photons.

(a)
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Figure 1-8: (a) Imaging chain of a digital image intensifier radiography system; (b) internal structure of an image intensifier; (c) input screen of an image intensifier. Adapted from Bushberg et al. ${ }^{113}$

The small analog image is focused onto a digital camera assembly to produce a digital output image. The optic assembly consists of two lenses and a variable aperture. The lenses act to focus the incoming light onto a charged coupled device (CCD) chip. The variable aperture controls the amount of light that passes through the lens assembly, similar to the iris of a human eye. Adjustment of the aperture has an important effect on the performance of the radiography system. Constricting the iris of the aperture lowers the amount of light passing through it, resulting in a higher x-ray exposure to maintain the exposure of light at the CCD , which in turn reduces noise in the digital image. Dilating the iris of the aperture allows more light to pass through, allowing a lower x-ray exposure
to maintain the light exposure at the CCD. This results in a lower dose, but also reduced image quality.

The primary feature of $C C D$ detectors is that the CCD chip itself is an integrated circuit, with discrete pixel electronics etched into its surface. ${ }^{113}$ The surface of a CDD is photosensitive; therefore as light falls on each pixel, electrons are liberated and accumulate charge within the pixel. Electron emission is proportional to the intensity of incident light. The pixel values of a digital image produced from a CCD are the quantized and encoded form of the magnitude of charge built up within each pixel of the CCD chip following exposure to light.

XRIIs have several advantages inherent to their design. First, the collection and focusing of electrons by the electrostatic field is a very efficient process and overcomes any inefficiencies of the photocathode. ${ }^{114}$ Additionally, the acceleration of electrons within the II, and the minification of the image from the input phosphor to the output phosphor produce large gains, and allows for coupling of an II to external optics and electronics.

However, the bulky nature of IIs can often impede the clinician by limiting access to patient and preventing acquisition of important radiographic views. ${ }^{114}$ Moreover, image contrast losses occur due to the scattering of light and x-rays within the II, also referred to as veiling glare. ${ }^{112}$ Finally, XRIIs are susceptible to a number of magnetic and electric field-dependant defects. Geometric distortion of images occur due to the mapping of electrons from a concave photocathode onto a planar output screen curvature of the input phosphor, producing pincushion distortions. ${ }^{115}$ In addition, the curvature of the input
screen also produces a non-uniform distribution of brightness across the image, referred to as vignetting. Also, IIs are subject to a second form of geometric distortion, known as ' $S$ ' distortion, due to the influence of extraneous magnetic field on the electrostatic field within the II. ${ }^{113}$ The impact of ' $S$ ' distortion is compounded by the fact that it varies with change in orientation of the II.

### 1.3.2 Flat Panel Detectors

In recent years there has been significant research and development in the area of active-matrix arrays, which allows the deposition of semiconductors across large-area substrates in a well-controlled fashion. ${ }^{112}$ The coupling of traditional $x$-ray detection media, such as phosphors or photoconductors, with large-area active-matrix structures (Figure 1-9c) forms the basis of FP x-ray detectors. There is currently a distinction between two types of FP detectors: indirect and direct detectors. Indirect FP detectors incorporate a phosphor layer that produces visible light upon detection of x-rays, whereas direct FP detectors incorporate a photoconductor that produces electrical charges upon detection of an x-ray.

In the indirect method of x-ray detection a phosphor layer is placed in close contact with an active-matrix array (Figure 1-9a). Common phosphors used in FP detectors include terbium-doped gadolinium oxysulfide $\left(\mathrm{Gd}_{2} \mathrm{O}_{2} \mathrm{~S}: \mathrm{Tb}\right)$ and thallium-doped cesium iodide (CsI:Tl). ${ }^{112}$ The intensity of light emitted from the phosphor layer is directly proportional to the intensity of the x-ray beam incident upon its surface. Each pixel on the active-matrix array contains a photosensitive element that generates electrical charge whose magnitude is proportional to the intensity of light incident upon its surface.

This charge is stored within the pixel until the active-matrix is read out. The pixels of the resulting digital image contain the quantized and encoded magnitudes of the charges stored within the pixels of the active-matrix array. Since the x-rays are converted first to visible light and then finally to electrical charge (from which the image information is derived), the detection process is termed indirect.

In the direct detection scheme, x-rays are detected with a thick layer of photoconductor material (such as selenium) ${ }^{113}$ deposited on top of the active-matrix array (Figure 1-9b). A negative voltage is applied to a thin electrode on the front surface of the photoconductive layer, producing an electric field across the photoconductor. Incident x-rays interact with the photoconductor liberating electrons, which migrate towards the pixels of the active-matrix array under the influence of the electric field, to create a charge at each element. Each pixel on the active-matrix array contains a capacitive storage element that accumulates the electrons incident upon its surface until the activematrix is read out and the charge transferred to an $A / D$ converter. The detection process is termed direct since x-ray photons are converted directly to an electrical charge, from which the digital image is formed, without any intermediary stage.


Figure 1-9: (a) Cross-section of indirect detection flat panel; (b) cross-section of direct detection flat panel; (c) schematic diagram of an active-matrix array and electronics used to control readout. Each pixel element within the active-matrix consists of either a discrete photosensitive or capacitve detector, and a switch, usually a thin field transistor (TFT) or diode. Adapted from Bushberg et al. ${ }^{113}$ and Beutel et al. ${ }^{112}$

Flat-panel detectors overcome several of the limitations associated with XRIIs.
FP detectors are significantly more compact, allowing better access to a patient. Their flat geometry frees them from veiling glare, vignetting, and geometric distortion, ${ }^{112}$ which greatly facilitates quantitative image analysis, registration, and 3D reconstruction. ${ }^{114}$ Additionally, unlike XRIIs, FP detectors are immune to magnetic fields, and therefore can be used within magnetic environments such as MRI suites. FP detectors however, are not flawless. They can often suffer from lag and ghosting effects (i.e. production of a spurious frozen pattern that mirrors image content produced by preceding x-ray exposures, and reflects a non-uniform variation in a detector response depending upon its
exposure history). ${ }^{115}$ Lag quantifies the ability of a detector to accurately record timevarying changes, and results from the carry-over of the measured signal into succeeding frames. Most flat-panel detectors incorporate measures to minimize these effects.

### 1.3.3 Geometry of the Perspective Radiography System

Photogrammetry is concerned with obtaining 3D measurements from information contained in 2D images. ${ }^{116}$ Performing photogrammetric measurements with an x-ray system requires knowledge of the projective parameters that define the geometry of the imaging system. A photogrammetric camera system consists of an imaging plane and a perspective centre. ${ }^{117}$ In the radiographic context, the x-ray focus is synonymous with the perspective centre, and the image plane, the detector. A perspective projection defines the transformation of a 3D point in object space onto the 2D image plane (Figure 1-10). Additional parameters that describe the geometry of a perspective camera system include the principle distance and principle point. The principle point is the point on the image plane given by the intersection of the perspective centre and a line orthogonal to the image plane. ${ }^{117}$ The distance between the principle point and perspective centre is termed the principle distance. Often in radiography, this distance is referred to as the source-todetector distance.


Figure 1-10: Central perspective projeciton of object point, $P(x, y, z)$, onto imaging plane, $\operatorname{im}(i, j)$. The geometry of a radiography system can be described by the perspective centre (x-ray focus), the principle distance (source-to-detector distance), and the principle point, ( $i_{o}, j_{o}$ ), on the imaging plane (detector). Adapted from Mikhail et al. ${ }^{117}$

### 1.3.4 Determination of Projective Parameters

Determination of the perspective parameters of a radiography system often consists of acquiring radiographic projections of a calibration cage, an enclosure often comprising of two parallel, radio-translucent plates (referred to as the fiducial plane and the control plane) embedded with radio-opaque markers (Figure 1-11). The position of the radioopaque markers must be well characterized in relation to the origin of the enclosure. The calibration process consists of two steps: the first determines the mathematical relationship between the 2 D coordinate system of the imaging plane and the 3 D coordinate system of the calibration cage, which defines the object coordinate system, while the second involves the calculation of the 3D position of the $x$-ray focus with respect to the calibration cage coordinate system.


Figure 1-11: A calibration cage is used to determine the photogrammetric projective paramaters of a persepctive x-ray system. Calibration cages usually contain two radio-transulent plates embedded with radio-opaque markers. The fiducial plane is used to determine the direct linear transformation (DLT), which transforms 2D image points into the 3D object coordinate system. The control plane is used to determine the position of the $x$-ray focus.

The relationship between the image plane and the 3D coordinate system of the calibration cage can be described mathematically by a projective transformation, ${ }^{59}$ also referred to as the direct linear transformation (DLT). The DLT describes the mapping between points within the image plane and the fiducial plane of the calibration cage within the 3D object coordinate system, and is just one way to describe the projective transformation between the image and object coordinate systems. Other mathematical formulations that describe this projective transformation have been proposed and validated, but have shown no distinct advantages over the original solution. ${ }^{118,119}$

To compute the 3D position of the x-ray focus with respect to the calibration cage, points lying on the control plane of the calibration cage are identified within the projection radiograph and mapped to the fiducial plane using the DLT. Theoretically, the x-ray focus is the intersection of the lines connecting the points on the control plane, and their projections mapped onto the fiducial plane. Realistically, these lines may not intersect, since the focus of a radiography system is of a finite size, and there are
measurement errors associated with localizing the marker projections within a radiograph. Therefore, the focus position is determined as the point with the least sum squared distance between the lines connecting the points on the control plane and their corresponding projections. ${ }^{59}$

### 1.4 Thesis Proposal

This thesis focuses on two distinct medical applications, mainly tracking for imageguided interventions and measurement of joint kinematics, using radiographic imaging and registration techniques. Previous work in these areas has laid the foundation for localizing objects in 3D space from single-perspective radiographic projections, ${ }^{101,120,121}$ and optimizing radiographic acquisition parameters towards this task. ${ }^{121}$ With the widespread implementation of digital radiography systems, and the recent implementation of FP detector technology, the potential to apply these techniques towards dynamics tasks, such as object tracking and measurement of joint kinematics, is well posed and highly realizable. The overall objective of this study can be subdivided into the following specific aims.

1) Design, test and validate a technique to track objects in 3D space from a dynamic sequence of single-perspective projections.
2) Quantitatively compare two generations of digital radiography systems, specifically an intensifier-based and flat panel radiography system, towards the tracking application.
3) Validate a technique to dynamically measure joint kinematics from singleperspective projections.
4) Determine the effective dose of ionizing radiation imparted to a human subject during a radiographic examination performed to measure joint kinematics.

### 1.5 Thesis Outline

The achievement of the above thesis objectives is presented in the following two chapters, which are intended for publication in peer-reviewed journals. These two chapters form the body of the thesis, followed by a summary chapter, which presents the main findings of this thesis, and isolates key areas of research for future work.

Chapter 2 consists of a study that addresses the first two aims listed above. In this chapter a description of the software implementation, that performs the automated image measurements and the registration enabling the tracking of objects in 3D space from single-perspective projections, is provided. Subsequently, testing and validation of the technique were performed via a series of in vitro experiments. These experiments were performed on two clinically available digital radiography systems, to provide a quantitative comparison of the two digital detector technologies that could be utilized for application of the technique.

Chapter 3 describes the methods used to address the final two aims listed above. A quick overview of the techniques utilized to measure the joint kinematics from singleperspective projection is provided (this is based upon the software implementation presented in Chapter 2, and previous work). Validation of the technique was performed through a series of in vitro experiments that utilized an anatomically relevant joint phantom. An additional in vitro experiment was performed to estimate the effective dose of ionizing radiation that would be associated with the measurement procedure.
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## 2 Tracking of Sparse Objects from Single-perspective Projections towards Image-guided Applications

### 2.1 Introduction

The role of medical imaging and image guidance is rapidly increasing in all aspects of surgery and therapy, including treatment planning and follow-up of many interventions. ${ }^{1-3}$ Fluoroscopy and x-ray images are utilized intra-operatively to provide guidance and target localization during many procedures, ${ }^{1,3,4}$ however these imaging modalities are typically limited to a 2D context. The quality of image guidance could be greatly improved if surgical targets and tools were given a 3D context. ${ }^{2,5-7}$ To overcome the limited information provided by 2D x-ray imaging, numerous technologies have been considered, including optical or magnetic tracking systems, ${ }^{8,9}$ and even more complex x -ray imaging systems such as biplane x -ray or dual-source, single-detector x -ray. ${ }^{10-12}$ However, these systems are accompanied by their own set of limitations.

Although, optical tracking systems are typically employed within computer-aided surgery suites, because of their robustness, reliability and accuracy, they require uninterrupted line-of-sight, which may not be practical during many intra-operative or dynamic procedures. Magnetic tracking systems do not require line-of-sight, but are
susceptible to magnetic field disturbances, caused by the presence of ferromagnetic materials and electrical equipment, which negatively affects their reliability. ${ }^{13-15}$ Biplane x-ray systems and stereoscopic imaging techniques can be used to calculate 3D information ${ }^{16-18}$ and have been utilized for numerous applications. However, many applications - such as measurement of joint kinematics, gait analysis, and cardiac imaging ${ }^{19-21}$ - are limited to, or benefit from, image acquisition with a single $x$-ray projection plane. Benefits of single-plane acquisition are particularly apparent in the operating room, where two large C -arms can significantly restrict access to the patient. While single-plane stereo x-ray systems can provide 3D image guidance, provided that the imaging system geometry is known and fixed, ${ }^{11,12}$ their use is limited by availability, restrictive mechanical setup, and need for re-calibration subsequent to any change in imaging parameters. A single-plane, single-source x-ray system capable of providing 3D localization would not be limited by these restrictions.

3D localization using a single-plane, single-source $x$-ray system is possible, provided that the tracked object is constructed with rigidly affixed, radio-opaque markers, whose relative dimensions are known. ${ }^{22}$ Several 3D-to-2D registration methods have been developed to provide 3D localization from single-perspective, 2D projections. These registration methods can be grouped into basic linear solvers or iteratively refined algorithms. ${ }^{19,22-25}$ An iterative, single x-ray source approach to 3D localization has been described by Hoffmann et al., ${ }^{22}$ and further expanded upon by Habets et al. ${ }^{25}$ The iterative 3D-to-2D registration finds an optimized solution to the projection-Procrustes problem, which allows for the 3D position and orientation of a sparse object, with a known configuration of radio-opaque markers, to be determined from the projected locations of
these markers as registered on x-ray film. For intra-operative or dynamic applications, the use of an x-ray image intensifier (XRII) or a digital flat-panel (FP) detector required. A key component of localizing a sparse object in 3D from a single perspective projection is the measurement of the projected marker locations from the 2 D projection images. A fully automated algorithm capable of identifying and localizing the position of each projected marker from projection images is therefore necessary for dynamic or real-time tracking applications.

The following study investigates the feasibility of applying the projection-Procrustes registration to track objects in 3D space during an interventional procedure. The design and implementation of the software, which performs the 3D localization and tracking of sparse objects from a sequence of projection images, is presented. The implementation includes automated means of identifying and measuring the locations of the markers of the sparse object as they appear on 2D projections, and 3D-to-2D registration by solution of the projection-Procrustes problem. Validation and testing of the technique are performed through means of in vitro experiments to determine the accuracy of both localizing and tracking a sparse pointer tool from single-perspective projections. The terminology recommended by the International Standards Organization (ISO) was followed in describing the accuracy of a measurement in terms of its 'trueness', sometimes referred to as bias, and its 'precision' relating to the repeatability or reproducibility of measurement. ${ }^{26}$ In addition, two x-ray C -arm imaging systems are utilized for image acquisition: one equipped with an XRII, and another with a FP detector, to explore the strengths and limitations of both detector technologies with regard to the task at hand.

### 2.2 Methods

### 2.2.1 Overview of the projection-Procrustes Registration

The generalized solution of the orthogonal Procrustes registration problem is well established, ${ }^{27}$ and defines the optimal transformation that aligns two corresponding 3D point sets in a least-square sense. Projection-Procrutes registration couples projection equations, derived from the perspective geometry of a single-plane radiography system, with Procrustes registration techniques to determine the 3 D pose (i.e. position, and orientation) of a sparse object from a single projection view. ${ }^{22}$ A sparse object is any object containing a sparse, and rigidly affixed configuration of markers. For purposes of radiography, it is important that these markers be radio-opaque in nature such that their projections have a significant amount of contrast within the radiograph (i.e. radio-opaque objects have high electron densities, which results in higher x-ray attenuation and therefore contrast within the radiograph).

The projection-Procrustes registration process differentiates between three separate coordinate systems (Figure 2-1): a 2D image coordinate system, $u v$, a 3D world coordinate system, $x y z$, and a 3D local object coordinate system, $x^{\prime} y^{\prime} z^{\prime}$. The world coordinate system can be arbitrarily placed within the space of the imaging system. The world coordinate system is the common reference from which all others will be mapped, and is also the coordinate system in which the perspective geometry of the radiography system is defined. The local object coordinate system is relative to the sparse object itself, and describes the relative 3D locations of each marker contained within the object. The image coordinates $\left(u_{i}, v_{i}\right)$, of a marker projection upon the image plane, are directly
related to 3D position of the marker, $P_{i}\left(x_{i}, y_{i}, z_{i}\right)$, within the 3 D world coordinate system by the following relationship:

$$
\begin{equation*}
u_{i}=\left(x_{i}\right) * D /\left(z_{i}\right) \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
v_{i}=\left(y_{i}\right) * D /\left(z_{i}\right) \tag{2}
\end{equation*}
$$

where $D$ is the focal length of the radiography system. While this relationship would be the case in an ideal imaging system (i.e. no noise or image distortion, infinitely small focal spot, etc.), in practical applications measurements of the image coordinates ( $u_{i}, v_{i}$ ) of the marker projections will contain errors that arise from image noise and geometric distortion in the detector.


Figure 2-1: Coordinate systems defined in projection-Procrustes registration problem. The world coordinate system, $x y z$, in which the perspective geometry is defined, the image coordinate system, $u v$, describes the image space, and the object coordinate system, $x^{\prime} y^{\prime} z^{\prime}$, describes the relative positions of each marker within the sparse object.

The projection-Procrutes registration technique maps the local object coordinate system into the world coordinate system by utilizing the 2 D information derived from the projection image to constrain the registration problem. The position of a sparse object marker within the object coordinate system, $P_{i}^{\prime}$, is related to its position within the imaging coordinate system, $P_{i}$, by the following transformation.

$$
\begin{equation*}
P_{i}=[R]^{T} P_{i}^{\prime}+t \tag{3}
\end{equation*}
$$

Where $[R]^{T}$ is the transpose of the rotation matrix, and $t$ is the translation that relates the origins of both coordinate systems. Ideally, the registration should result in a transformation that aligns the centre of each marker of the sparse object with its corresponding projection line (i.e. the line running from the centre of the marker projection within the 2D image to the focal spot of the x-ray system - Figure 2-2). Realistically, the markers will not align perfectly with their corresponding projection line due to errors that arise during the measurement process. Therefore, an optimization problem must be solved that finds the transformation that minimizes the alignment errors about all points used in the registration (i.e. marker centres).


Figure 2-2: Optimal alignment of sparse object marker with their corresponding projection lines. In an ideal situation, where no noise or geometric distortion is present and the locations of the marker projections upon the image can be measured without error, the minimal distance between each marker and its corresponding projection line is zero. $\left.\mathfrak{J \{ P _ { i } \}}\right\}=[R]^{T} P_{i}^{\prime}+t$, is the transformation that relates the postion of the markers within the local object coordinate system, $x^{\prime} y^{\prime} z^{\prime}$, to their position within the three-dimensional world coordinate system, $x y z$, after optimal alignment.

### 2.2.2 Algorithm Overview

The structure of the algorithm that tracks sparse objects in 3D space from their projections in 2D digital radiographs is presented in Figure 2-3. The following sections summarize the function of each module, and describe the techniques used to provide functionality. The algorithm requires several inputs: a sequence of digital radiographs, parameters describing the geometry of the perspective radiography system used to acquire the digital radiographs, and the rigid-body coordinate file describing the relative 3D locations of the markers comprising the sparse object within a local coordinate system. All software was developed in $\mathrm{C}++$ and ran on a personal computer equipped with a
2.0 GHz processor and 1 GB of memory.


Figure 2-3: Flow chart of algorithm for 3D tracking of sparse objects from 2D digital radiographs

## Initialization Module

The initialization module provides three functions: the first is to initialize the location of marker projections as they appear in the image frame; the second establishes correspondence between each marker described by the rigid body model and their projections within the image frame; and the third is to acquire parameters that describe the size of each marker. All of this is accomplished through user interaction. The image
frame input into the initialization module is loaded onto an interactive display (i.e. computer display and mouse). The software prompts the user to select the image location of each marker projection in the order corresponding to the list of 3D coordinates of the markers described in the rigid body file. This initializes the location of each marker projection as well as establishing correspondence between the markers in the 3D rigid body file and their respective projection within the image. The software additionally prompts the user to enter the radius of each marker. It is assumed that all markers within the sparse object are spherical in shape, and therefore a single parameter (i.e. the radius) is sufficient to describe the size of the marker. This parameter will be used in the marker identification and measurement module to aid in positive marker identification. Note, that initialization is only required for the first frame of a multi-frame image sequence, or if tracking failure is detected, in which case the algorithm has failed and must re-initialize beginning at the frame where tracking failure occurred.

## Marker Position Prediction Module

The marker position prediction module serves an important function: predicting the location of each marker projection within the next frame of the image sequence from their locations in previous frames. This function is important for two reasons: it helps maintain correspondence between the 3D rigid body file and the marker projections throughout an image sequence, and it substantially reduces the search region of the marker identification and measurement module, which leads to significant savings in processing time. Even a highly optimized detection algorithm requires a significant amount of CPU time to search an entire image frame. ${ }^{28}$ By using the predicted locations determined within the marker position prediction module, only a local region surrounding
the predicted location is searched in order to identify and measure the location of marker projection within the image frame.

Predicting the location of marker projections in new frames is accomplished by linearly extrapolating the 3D positions of markers determined from previous imaging frames. Linear extrapolation uses the two most recent samples to find the sparse object velocity, and predicts that it will maintain a constant velocity until the next frame. ${ }^{29}$ The predicted 3D location of the markers in the world coordinate system is given by the following formula,

$$
\begin{equation*}
x_{f}=2 x_{f-1}-x_{f-2} \tag{4}
\end{equation*}
$$

where $x_{f-1}$ is the 3D position of markers within the world coordinate system determined from the previous image frame, and $x_{f-2}$ is the 3D position of markers within the world coordinate determined from second past image frame. The predicted 3D location of the markers, $x_{f}$, must then be projected onto the imaging plane using a perspective projection, based upon the known geometry of the perspective radiography system.

Although there are numerous techniques to predict motion, ${ }^{29}$ linear extrapolation was chosen due its simple implementation, and some assumptions made regarding the imaging modality and the intended applications. It was assumed that a high temporal resolution (i.e. 15 or 30 fps ) would be employed during acquisition of the images, and that although the velocity of the sparse object may not be constant throughout the entire acquisition, its acceleration during a small time interval (encompassing several imaging frames) would be minimal. The assumption of constant velocity was therefore deemed to be adequate for providing a robust prediction result.

## Marker Identification and Measurement Module

The marker identification and measurement module finds all possible marker projections within each local search region, identifies that corresponding to the actual marker projection, and measures its location within the image frame. The structure of the module is presented in Figure 2-4. A square search window of size $s \times s$ pixels, where $s$ is set empirically, is centered at the predicted maker position determined in the previous module. In the case where the previous module was the initialization module, each search window is center about the locations selected by the user.

The search window is convolved with an inverted Laplacian of a Gaussian (LoG) convolution kernel, also referred to as a Mexican hat convolution kernel, that performs both edge enhancement and image smoothing when convolved with an image. The implementation of the inverted LoG kernel is based upon the implementation of the LoG within Matlab (The Mathworks Inc., MA, USA). The implementation of the LoG kernel in Matlab is described by the following function,

$$
\begin{align*}
& h_{g}(i, j)=e^{-\left(i^{2}+j^{2}\right) /\left(2 \sigma^{2}\right)}  \tag{5}\\
& h(i, j)=\frac{\left(i^{2}+j^{2}-2 \sigma^{2}\right) h_{g}(i, j)}{2 \pi \sigma^{6} \sum_{i} \sum_{j} h_{g}} \tag{6}
\end{align*}
$$

and produces a normalized LoG convolution kernel (i.e. the summation of all elements within the kernel is equal to one). The variables $i$ and $j$ refer to the rows and columns of the convolution kernel respectively. The variable $\sigma$ is the Gaussian standard deviation.

The dimensions of the inverted LoG kernel are set to be proportionate to the radius of the marker to be identified within the search window, and value for $\sigma$ is set empirically.


Figure 2-4: Flow chart of marker identification and measurement module, and example images processed.

After LoG convolution, the search window is binarized using a threshold calculated from the intensity values of the convolved search window. The maximum gray level $\left(g l_{\max }\right)$ within the search window is located. The pixels in an area approximately equal to the magnified cross sectional area of the sparse object markers, and centered about the $g l_{\max }$, are visited to find a local minimum gray level $\left(g l_{\min }\right)$. A threshold for the search window is calculated as follows

$$
\begin{equation*}
\text { thres }=g l_{\min }+\gamma\left(g l_{\max }-g l_{\min }\right) \tag{7}
\end{equation*}
$$

where the parameter $\gamma$ is set empirically. Pixels within the search window that have an intensity higher than the threshold are set to the foreground, while those with lower intensities are assigned to the background level. It is assumed that the markers of the sparse object will be made from a radio-opaque material; therefore their projections within a digital radiograph will be bright.

The foreground pixels of the resulting binarized search window are partitioned into connected components using an efficient connected components labeling algorithm. ${ }^{30}$ The algorithm differs from the classical approach by handling equivalences during the first scan through the image (or in our case the search window) by merging equivalent classes as soon as a new equivalence is found. The connected components labeling algorithm implemented within the marker identification and measurement module uses 4-connectivity. Further details regarding the connected components labeling algorithm can be found in Di Stefano et al. ${ }^{30}$

Each component labeled within the search window is considered as a possible marker projection. Several parameters describing each component are gathered including
its area in pixels, the outermost $i$ and $j$ dimensions of the component, and several intensity-based parameters. The intensity-weighted centroid of each component is calculated using the pixel intensities of the original image as follows: ${ }^{31}$

$$
\begin{align*}
& i_{c}=\frac{\sum_{i, j} i \times I_{i, j}}{\sum_{i, j} I_{i, j}}  \tag{8}\\
& j_{c}=\frac{\sum_{i, j} j \times I_{i, j}}{\sum_{i, j} I_{i, j}} \tag{9}
\end{align*}
$$

The intensity-weighted centroid is calculated over all pixels within a component, where $i$ and $j$ are the coordinates of the pixels in the component, and $I_{i, j}$ is the intensity of pixel $i, j$.

Once the parameters describing each labeled component within the search window have been gathered, each possible marker projection (i.e. labeled component) is subject to area and shape criteria. The area criterion is based upon the known cross-sectional area of the marker (calculated from the radius or each marker input during initialization), the pixel spacing of the image, and the approximated geometric magnification. If the area occupied by a component is outside a specified range, then it is discarded as a possible marker projection. The shape criterion is based upon the known spherical shaped of each marker and its radius. The distance from the calculated intensity-based centroid to the outermost pixels of the component is determined and compared to the magnified radius of the marker. If any of these distances is greater than the magnified radius, then that component is discarded as a possible marker projection.

The remaining components that have satisfied both the area and shape criterion are subjected to a weighted-ranking to determine which has the highest probability of being the actual marker projection. ${ }^{28}$

$$
\begin{equation*}
r n k_{\text {tot }}=w_{\text {dist }} r n k_{\text {dist }}+w_{I} r n k_{I}+w_{\text {area }} r n k_{\text {area }} \tag{10}
\end{equation*}
$$

The total rank, $r n k_{\text {tol }}$, of a possible marker projection is based upon its several subrankings. These sub-rankings are calculated as follows.
i) Distance rank - rnk dist: is based on the distance of each component to the predicted marker location (determined in the marker position prediction module). The component that is closest the predicted location receives the highest distance ranking.
ii) Intensity similarity rank - $r n k_{l}$ : is based on the closeness in average intensity between a possible marker projection and the corresponding marker projection successfully identified in the previous image frame. The component with the average intensity closest to the corresponding maker successfully identified in the previous frame, receives the highest similarity ranking.
iii) Area similarity rank $-r n k_{\text {area }}$ : is based on the closeness in area (i.e. number of pixels) between a possible marker projection and the corresponding marker projection successfully identified in the previous image frame. The components with an area closest to the corresponding maker successfully identified in the previous frame, receives the highest area similarity ranking.

The variables $w_{\text {dist }}, w_{I}$, and $w_{\text {area }}$ are the weighting factors assigned to each respective sub-ranking. The weighing factors are assigned empirically such that their sum is equal
to one. The component within the search window that has the highest total rank, $r n k_{t o t}$, is identified as the actual marker projection belonging to its corresponding marker within the 3D rigid body model. Its intensity-based centroid and other parameters collected during the module are retained for future use.

## Initial Alignment Module

This module automatically provides an initial estimate of the six degree-offreedom (DOF) pose of the sparse object for the first frame of an image sequence, as a starting point for the 3D-to-2D registration. Translations occurring parallel to the image plane (i.e. in-plane, $x$ - $y$-direction) are initialized using the mean position of the measured centres of the marker projections (intensity-weighted centroids determine in previous module). The translation orthogonal to the image plane (i.e. out-of-plane, z-direction) is determined by estimating the magnification of the sparse object from the image. Rotations are initialized by iteratively rotating the rigid body model of the sparse object in $90^{\circ}$ increments to find the orientation that minimizes the distance between the measured centres of the marker projections, and position of the points of rigid body model projected onto the imaging plane after the applied transformation. Note, that the initial alignment module is only executed for the very first image in a sequence. The starting point for all subsequence image frames is set using the final six DOF pose determined from the 3D-to-2D registration performed upon the previous image frame in the sequence.

## 3D-to-2D Registration Module

The 3D-to-2D registration module is an iterative and optimized solution to the projection-Procrustes registration problem. The implementation of the registration
algorithm has previously been described by Hoffmann et al., ${ }^{22}$ and Habets et al. ${ }^{25}$ The algorithm requires three sets of points: the rigid body file that describes the 3D location of each marker within its local coordinate system, the corresponding locations of the 2D marker projection centroids mapped into the 3D world coordinate system, and the 3D position of the x-ray focal spot within the 3D world coordinate system. Projection lines are defined between each of the 2D marker projection centroids and the 3D x-ray focus. The 3D pose of the rigid body points is iteratively modified until an optimized alignment between each point and its corresponding projection line is achieved. The criterion used to optimize the alignment is the minimization of the perpendicular distance between each marker and its corresponding projection line. This distance is defined as

$$
\begin{equation*}
d_{i}=\left|P_{i}-\left(P_{i}\right)_{p}\right| \tag{11}
\end{equation*}
$$

where $\left(\mathrm{P}_{i}\right)_{p}$ is the projection of the $i$ th point of rigid body, $\mathrm{P}_{i}$, onto its corresponding projection line. This projection is given by

$$
\begin{equation*}
\left(P_{i}\right)_{p}=\left[P_{i} \bullet \hat{l}_{i}\right] \hat{l}_{i} \tag{12}
\end{equation*}
$$

where $\hat{l}_{i}$ is the unit vector that defines the direction from the $i$ th 2 D centroid to the x-ray focus. Best fit is achieved when the difference between the 3D poses of subsequent iterations is below a predefined threshold, or a maximum number of iterations is performed. Further details regarding the projection-Procrustes registration algorithm can be found in Hoffmann et al., ${ }^{22}$ and Habets et al. ${ }^{25}$

## Tracking Failure Detection Module

This module detects whether a tracking failure has occurred, and if so it notifies the user, and re-initiates the tracking process beginning at the failed image frame. If any one of the following conditions is not meet, then it is deemed that tracking failure has occurred.
i) The number of marker projections successfully identified must be greater than or equal to four. If less than four marker projections are successfully identified then it is not possible to find a unique solution to the 3D-to-2D registration problem.
ii) The registration error, resulting from the 3D-to-2D registration, must be less then a predefined threshold. The registration error is calculated as the difference between the 3D points of the rigid body file, re-projected onto the image plane after the iterative registration process, and the measured centres of the marker projections within the image. If the registration error is unreasonable large (i.e. above the threshold) then registration process achieved sub-optimal results.
iii) The absolute motion of the sparse object between subsequent frames must be less than a calculated threshold. Since, the temporal resolution of the image acquisition is known, and the velocity of the sparse object can be approximated, it is possible to estimate the extent of movement of the sparse object between subsequent frames. If the absolute motion of the sparse object between subsequent frames is above the calculated threshold, then this is an indication that the registration results are erroneous.

### 2.2.3 Phantoms

The validation and testing of the above-presented tracking technique was performed through a series of in vitro experiments. Two phantoms were fabricated for the in vitro experiments: an acrylic plate containing a regularly spaced grid of hemispherical divots on its surface, and a stylus-like phantom used to mimic the function of a pointer tool (Figure 2-5). The divots on the grid phantom, machined on a numerical mill with a ball-end cutter, have a diameter 3.18 mm and are spaced at $20 \pm 0.050 \mathrm{~mm}$ intervals. The stylus phantom is a sparse object comprising of two rigidly attached components: an acrylic cube with five implanted tungsten-carbide (TC) ball bearings (BB), each with a diameter of 1.59 mm ; and an acrylic pointer, 85 mm in length with a 3.18 mm in diameter, stainless steel BB rigidly attached to its end, which acts as a tool tip. The BB's in the acrylic cube are arranged in a known manner. Four of the BB's are situated at the lower vertices of the $20 \times 20 \times 20 \mathrm{~mm}^{3}$ cube and the fifth is offset 10 mm from one vertex. TC BB's were used within the phantom to maximize the contrast between the markers and the background, while being compact and symmetric to maintain x-ray flux independent of marker orientation relative to the x-ray source. The stylus phantom was scanned on a GE Explore Locus Ultra micro-CT scanner at 120 kVp , 20 mA , and an isotropic voxel spacing of $150 \mu \mathrm{~m}$ to geometrically characterize the locations of each BB (i.e. to generate the rigid-body file required for algorithm input). The centroid of each BB was determined to sub-voxel accuracy using the semi-automatic centroiding algorithm available in the GE MicroView software package.


Figure 2-5: Phantoms manufactured for in vitro experiments: a) Grid phantom, manufactured from an acrylic plate, contains hemispherical divots; b) Stylus phantom, made to mimic function of a pointer tool.

### 2.2.5 Assessment of Accuracy and Precision

In image-guided procedures, it is important to measure the accuracy and precision of localizing point targets in 3D space. ${ }^{32,33}$ The procedure used to assess the accuracy and precision of localizing targets, using the stylus phantom and single-perspective projections, is similar to that described by West et al., ${ }^{33}$ who applied it to optically tracked tools. A subset of divots (i.e. targets) within the acrylic grid phantom was selected for the assessment. The tool tip of the stylus phantom was placed at a random orientation in each of the selected divots, the grid phantom being kept stationary throughout the experiment. At each divot location a series of 30 measurements of the 3 D location of the tool tip was obtained. Accuracy was assessed using the root-mean-square (RMS) target registration error (TRE) obtained from registering the measured tool tip locations to the known geometry of the grid phantom, which was provided by its CAD model. The registration between the measured tip locations and the CAD model of the grid phantom was performed five times using measurements selected randomly out of the thirty acquired at each divot locations. The mean result of the RMS TRE across the five trials was used to
quantify accuracy. Precision was assessed as the mean of the standard deviation (SD) of the 30 repeated measurements of the tool tip location obtained at each divot location.

This procedure was performed on both an XRII-based radiography system, and a radiography system equipped with a FP detector for comparative purposes (see sections $\S 1.3 .1 \& \S 1.3 .2$ ). The image acquisition, measurement, and registration procedure was performed twice upon each radiography system: first with images acquired in the anterior-posterior (AP) view, and again with images acquired in the left-anterior-oblique (LAO) view. A Siemens Multistar x-ray C-arm unit, equipped with an x-ray image intensifier (XRII), and a GE Innova 4100 x-ray C-arm unit, equipped with a flat-panel (FP) detector, were the two radiography systems utilized for image acquisition purposes. The perspective geometry of the Siemens Multistar had been well characterized in previous studies that utilized this specific radiography system for computed tomography acquisitions. ${ }^{34,35}$ This previous knowledge was utilized to establish the relationship between the image plane and the world coordinate system, and establish the 3D location of the x-ray focus. A $3 \times 3$ subset of divots was selected for the assessment performed with the Multistar. Projections were acquired on the Multistar (equipped with an XRII) using a 280 mm field of view (FOV), a potential of 90 kVp , and exposure of 1 mAs (Figure 2-6a,b). These acquired projection have a matrix size of $440 \times 440$, an isotropic pixel spacing of 0.54 mm , and a pixel depth of 10 bits. Bright-field correction and geometric distortion correction were applied to all images acquired on the Multistar to correct for the non-uniformities of the XRII. ${ }^{34,36}$

The perspective geometry of the GE Innova 4100 was reconstructed by acquiring images of a commercial Radiostereometric Analysis (RSA) calibration cage (Lund Knee

Box, RSA Biomedical, Umea, Sweden). These images were processed using commercial RSA software (UmRSA, RSA Biomedical, Umea, Sweden) to establish the transformation between the image and world coordinate systems, and to determine the 3 D position of the x-ray focus (see section §1.4.4). A $4 \times 4$ subset of divots was selected for the assessment performed with the Innova 4100. Projections were acquired on the Innova 4100 (FP detector) using a 200 mm FOV, a potential of 50 kVp , and an exposure of 3 mAs (Figure 2-6c,d). These acquired projections have a matrix size of $1000 \times 1000$, an isotropic pixel spacing of 0.2 mm , and a pixel depth of 12 bits.


Figure 2-6: Experimetal setup for assessment of accuracy and precision: a) Siemens Multistar C-arm equipped with x-ray image intensifier (XRII) with phantoms inside field of view (FOV). b) Close-up of phantom setup within FOV of XRII. c) GE Innova 4100 C -arm with flat-panel (FP) detector with phantoms inside the FOV. d) Close-up of phantom setup within FOV of the FP detector.

In addition to the assessments performed upon the radiography systems, an additional assessment was performed using an optical tracking system (OTS) (Polaris Vicra, Northern Digital Inc., Waterloo) to provide a standard of comparison. OTS are very robust, and are typically the preferred tracking system for computer-aided surgery suites. The Vicra has a manufacturers stated accuracy of 0.25 mm . A passive optical tracking frame was manufactured, characterized, and rigidly attached to the stylus phantom (Figure 2-7a). A $4 \times 4$ subset of divots upon the grid phantom was used for the assessment, and 30 measurements of the tool tip were obtained at each divot location using the optical tracking system (Figure 2-7b). Accuracy and precision were quantified in the same manner as outlined above. To compare the results of the assessments performed using the radiography systems (XRII and FP), with those performed using the OTS, statistical analysis was conducted using a statistics software package (Prism 4, GraphPad Software Inc., CA, USA). A one-way analysis of variance (ANOVA) followed by a Tukey post-hoc test was performed to identify any statistically significant differences.


Figure 2-7: Assessment of accuracy and precision using an optical tracking system: a) Passive optical tracking frame rigidly attached to stylus phantom. b) Stylus phantom secured in a divot of the grid phantom. The location of the stylus is measured by the optical tracking system via the passive optical tracking frame attached to the stylus.

### 2.2.6 Dynamic Tracking Assessment

To provide a proof-of-principle demonstration of the technique and its ability to track sparse objects from single-perspective projections, a dynamic tracking assessment was performed. For the dynamic tracking experiment an anatomical skull phantom was implanted with six tantalum BB s, each 1 mm in diameter. A CT scan of this phantom was acquired on a 64 slice clinical CT scanner at $120 \mathrm{kVp}, 400 \mathrm{~mA}$, and a voxel spacing of $0.488 \times 0.488 \times 0.625 \mathrm{~mm}$, from which the locations of the BBs were determined to sub-voxel accuracy. During the tracking experiment, several point targets within the skull phantom were localized sequentially with the tool tip of the stylus phantom while it was simultaneously tracked using single-perspective projections, acquired at a rate of 15 fps using the FP radiography system (GE Innova 4100), as well an OTS (NDI Polaris Vicra) that recorded the position a rigidly attached passive optical tracking frame at a frequency of 20 Hz (Figure 2-8). The perspective projections were acquired using a cine acquisition ( 15 fps ), a 200 mm FOV, an x-ray potential of 65 kVp , and a low exposure of 0.1 mAs , which was used to mimic the low dose levels of a fluoroscopic acquisition. The acquired projections have a matrix size of $1000 \times 1000$, an isotropic pixel spacing of 0.2 mm , and a pixel depth of 8 bits. The perspective geometry of the radiography system was reconstructed through use of a RSA calibration cage, as previously discussed.


Figure 2-8: Setup of dynamic tracking experiment: a) localization of point targets within the skull phantom with tool tip of stylus phantom. b) Stylus phantom with rigidily attached passive optical tracking frame. Stylus was simultaneously tracked using the single-perspective projections, and optical tracking system.

In order to use the measurements made by the OTS to validate the tracking by means of single-perspective projections, it was necessary to map the 3 D measurements made from both the single-perspective projections, and the OTS into a common coordinate system. To do this, the stylus was placed at five locations within the volume detined by the overlap between the FOV and tracking volume of the FP C-arm and OTS, respectively. At each location, 30 measurements of the 3 D position of the tool tip of the stylus were made using both the OTS, and single perspective projections acquired on the FP radiography system. These projections were acquired using a 200 mm FOV, an x-ray potential of 50 kVp , and an exposure of 3 mAs . The mean position of the measurements obtained at each location was used to generate two point sets: one within the coordinate system of the OTS, and the other in the radiography system's frame of reference. A rigid, 3D-to-3D, point-based registration was performed between the two corresponding point sets to determine the transformation that aligned the coordinate system of the OTS to the
coordinate system of the radiography unit. ${ }^{27}$ This transformation was applied to all subsequent measurements made by the OTS.

After the measurements made by the OTS systems were transformed into the coordinate system of the radiography unit, an additional processing step was performed to directly compare the two measurement sets. Because the acquisition from the radiography system was not synchronized to the measurement acquisition of the OTS, and because each system acquired data at different frequencies, it was necessary to resample each measurement set to a higher sampling frequency, and to synchronize them to common start points. To resample, and synchronize the two measurement sets, a linear interpolant was fit to each using curve fitting software (Matlab curve fitting toolbox, Mathworks Inc., MA, USA). The resulting piecewise curves were each resampled to a frequency of 60 Hz , and the time shift required to synchronize them was found by minimizing the distance between common points identified in each curve. The resampled and synchronized data were used to validate the position of the tool tip of the stylus throughout the tracking experiment, from which the RMS difference between the tracked positions of the tool tip of the stylus as measured by the OTS, and from the acquired single-perspective projections was determined.

### 2.2.7 Visualization

Visualization plays a very important role in image-guided procedures, as it is one of the primary interfaces between a patient and the interventionalist. ${ }^{37}$ The purpose of visualization is to provide a realistic representation of the patient and interventional environment, and to accurately guide the interventionalist to the treatment target. ${ }^{37}$ To
achieve this, visualization environments often incorporate both preprocedural and intraprocedural imaging modalities, along with tracking information. To visualize the localization of the targets within the skull phantom by the stylus during the dynamic tracking experiment, a 3D virtual environment was created to incorporate the cine projections acquired during the experiment, virtual models of the skull and stylus phantoms, and the 3D tracking data measured from the perspective projections.

The virtual environment was created using custom $\mathrm{C}++$ scripts developed from open-source visualization classes ${ }^{38}$ (Visualization ToolKit, Kitware Inc., NY, USA). The virtual models of the skull and stylus phantom were obtained from the CT scans that were acquired of each phantom. CT analysis software (GE MicroView) was used to extract surface models of the skull and stylus that could be uploaded into the virtual environment. The locations of the imaging plane and the $x$-ray source were reconstructed within the virtual environment using the data obtained from the reconstruction of the perspective geometry of the x-ray system through use of the RSA calibration cage. Because the skull phantom was implanted with tantalum BBs, its 3D pose within the world frame of reference could be determined from the acquired projection images using the abovepresented algorithm (see section §2.2.2). This information was in turn used to register the surface model of the skull into the virtual environment. The surface model of the stylus phantom was registered this space using the tracking data obtained from the cine projections acquired during the dynamic tracking experiment. All of this information was combined to virtually represent the environment of the dynamic tracking experiment, and reconstruct the motion of the stylus phantom as it dynamically localized targets within the skull phantom.

### 2.3 Results

### 2.3.1 Accuracy and Precision Assessment

A summary of the results from the assessment of accuracy and precision are shown in Figure 2-9. Accuracy was quantified using the RMS TRE of the registrations between the measured target locations and known geometry (CAD model) of the divots upon the grid phantom. The RMS TRE associated with target measurement procedure performed using the OTS, and the XRII and FP radiography systems were better than $0.22 \mathrm{~mm}, 2.3 \mathrm{~mm}$ and 1.1 mm , respectively (Figure 2-9a). Precision was quantified using the standard deviation of repeated measures made on the 3D position of the tool tip. The precision of measurements made using the OTS, the XRII and FP radiography system were better than $0.04 \mathrm{~mm}, 0.68 \mathrm{~mm}$ and 0.16 mm , respectively (Figure 2-9b). Both the RMS TRE and the precision are plotted in terms of in-plane (i.e. measurements made parallel to the imaging plane), and out-of-plane (i.e. measurements made orthogonal to the imaging plane, in the direction joining the x -ray focal spot and detector plane).


Figure 2-9: Summary of accuracy and precision assessment performed with the optical tracking system (OTS), and single-plane tracking using x-ray image-intensifier (XRII) and flat panel (FP), with image acquisition performed in both anterior-posterior (AP) and left anterior oblique (LAO) views. The results are reported in terms of measurements made inplane and out-of-plane. a) The root-mean-square (RMS) target registration error (TRE) of the registration between the measured tool tip locations and the known geometry of divots upon the grid phantom. b) The precision of repeeated measurements made using each system. The precision was quantified using the standard deviation of repeated measurements of the location of the tool tip of the stylus.

A more detailed review of the results of the accuracy assessment is presented in
Figure 2-10, which show the results of the statistical analysis performed to identify statistically significant differences $(p<0.05)$ between the accuracy of measurements performed using the radiography systems (XRII and FP), with those performed using the OTS. The mean and standard deviation (error bars) of the TRE associated with each assessment are plotted in the in-plane (Figure 2-10a) and out-of-plane (Figure 2-10b) directions.


Figure 2-10: Statistical analysis of accuracy assessment performed on the optical tracking system (OTS), and single-plane tracking using x-ray image-intensifier (XRII) and flat panel (FP), with image acquisition performed in both anterior-posterior (AP) and left-anterior-oblique (LAO) views. Accuracy was quantified using the target registration error (TRE) of the registration between the measured tool tip locations and the known geometry of divots upon the grid phantom. a) Inplane target registration error (TRE); b) Out-ofplane TRE. * represents a statistically significant difference ( $p<0.05$ ) when compared to the OTS.

A more detailed review of the results of the precision assessment is presented in
Figure 2-11, which show the results of the statistical analysis performed to identify statistically significant differences ( $\mathrm{p}<0.05$ ) between the precision of measurements performed using the radiography systems (XRII and FP), with those performed using the OTS. The mean and standard error (error bars) of the precision associated with each assessment are plotted in the in-plane (Figure 2-11a) and out-of-plane (Figure 2-11b) directions.



Figure 2-11: Statistical analysis of precision assessment performed on the optical tracking system (OTS), and single-plane tracking using x-ray image-intensifier (XRII) and flat panel (FP), with image acquisition performed in both anterior-posterior (AP) and left-anterior-oblique (LAO) views. Precision was quantified using the standard deviation of repeated measurements of the location of the tool tip of the stylus. a) Inplane precision; b) Out-of-plane preicision. * represents a statistically significant difference ( $\mathrm{p}<0.05$ ) when compared to the OTS.

### 2.3.2 Dynamic Tracking Assessment

The results of the dynamic tracking assessment found that the RMS tracking error, determined by comparing the trajectories of the tool tip of the stylus phantom as measured from the single-perspective projections acquired with the FP radiography system, and by the OTS (standard reference), was 2.1 mm . The trajectory of the tool tip of the stylus, as measured by both the OTS and single-plane tracking using the FP detector, is plotted as the $x$-translation (Figure 2-12a), y-translation (Figure 2-12b), and the z-translation (Figure 2-12c). The RMS error is reported for each trajectory, and was quantified using the difference between the two curves calculated at every frame.

### 2.3.3 Algorithm Performance

During the dynamic tracking experiment an image sequence, comprising approximately 450 projections, was acquired. These 2D projections were processed using the above presented algorithm (see section §2.2.2) to track the position of both the stylus and skull phantom in 3D space. The algorithm experienced a failure rate of approximately $4 \%$ (i.e. image frames in which tracking failed - see section §2.2.2) while tracking the stylus phantom from the acquired projections. A failure rate of $0 \%$ was experienced while tracking the skull phantom (which was stationary throughout). The values of the empirically set variables, as listed within the equations in section §2.2.2, employed to achieve these rates are listed in Table 2-1. Automatic identification of marker projections and measurement of their 2D centroids by the marker identification and measurement module required approximately 100 ms per frame. Calculation of the 3D pose of each phantom by the $3 D-$ to- 2 D registration module required approximately

50 ms per image frame, initialization by the users required approximately 10 seconds, and determining an initial pose of the sparse object for the first image frame by the initial alignment module required less than 5 seconds.

Table 2-1: Employed values of empirically set variables listed within the equations of section $\S 2.2 .2$

| Variable | Value | Description | Equation No. |
| ---: | :---: | :--- | :---: |
| $\boldsymbol{\sigma}$ | 2.2 | Gaussian standard deviation of inverted Laplacian <br> of a Gaussian convolution kernel | $5 \& 6$ |
| $\boldsymbol{\gamma}$ | 0.5 | Scale factor $(0-1)$ of gray level threshold | 7 |
| $\boldsymbol{w}_{\text {dist }}$ | 0.6 | Weighting factor of distance ranking | 10 |
| $\boldsymbol{w}_{I}$ | 0.2 | Weighting factor of intensity similarity ranking | 10 |
| $\boldsymbol{w}_{\text {area }}$ | 0.2 | Weighting factor of area similarity ranking | 10 |

### 2.3.4 Visualization

Snapshots of the visualization of the dynamic tracking experiment are presented in
Figure 2-13 and Figure 2-14. Figure 2-13 shows the reconstruction of the intraprocedural setup (i.e. projection geometry of the radiography system and location of the skull phantom) of the dynamic tracking experiment within the 3D virtual environment. The geometry of the perspective x -ray imaging system was reconstructed to include the 3D position of the 2D imaging plane, and x-ray source. The skull phantom was reconstructed using a surface model extracted from an acquired CT volume of the phantom, and its position from the tracking data determined from the single-perspective projections. Figure 2-14 shows the localization of each of the targets within the skull phantom with the tool tip of the stylus. Frames from the acquired sequence of 2 D projection images are shown within the first row of the figure, and the corresponding 3D reconstructions within the virtual environment are shown below.


Figure 2-12: Assessment of dynamic tracking using optical tracking system (OTS) as standard reference to validate single-plane tracking using the flat panel ( FP ) detector. Comparsion of the tool tip trajectory during the localization of targets within the skull phantom with the tool tip of stylus in: a) X translation, b) Y translation, c) Z translation. The root-mean-square (RMS) error is reported for each translational component. The RMS error was calculated using the differences between each curve at every frame.


Figure 2-13: Snapshots of the 3D virtual environment at various camera angles, showing the projective geometry of the perspective $x$-ray system. respective positions of imaging plane and $x$-ray source, and position of skull phantom within the $x$-ray field of view. Several close-up views of the surface model of the skull phantom are also presented.


Figure 2-14: Two-dimensional projections acquired during dynamic tracking experiment (first row), and corresponding snapshots of the 3D virtual environment (second and third rows) during target localization.

### 2.4 Discussion

The results of the accuracy and precision assessment show several general trends. Firstly, both the accuracy and precision of target localization using single-perspective projections are significantly better in the in-plane directions compared to the out-of-plane direction (Figure 2-9). The decrease in accuracy and precision in the out-of-plane direction can be attributed to the perspective geometry of the imaging system, where the greatest localization uncertainty lies in out-of-plane direction. A relatively large translation (i.e. several mm ) of the sparse object in the out-of-plane direction only has a small impact on the resulting change in geometry magnification within the acquired 2D perspective projections. However in the in-plane directions, translations can be measured more accurately due to the resolution of the acquired projections. All of the 2D projections acquired during the experiment had sub-millimeter pixel spacing; therefore it is intuitive to be able to localize our sparse object markers with a sub-pixel accuracy and precision in the in-plane directions, which is reflected in the results. This decreased accuracy and precision of localization in the out-of-plane direction has been noted in other studies that have utilized single-perspective projections for measurement and registration purposes. ${ }^{19,22,25,39,40}$

The second trend evident within the results of the accuracy assessment is that the TRE is significantly affected by the acquisition view; most notably with the accuracy assessment performed using the XRII (Figure 2-10). In general, the accuracy was significantly better when acquiring images in the AP view. This can be attributed to the anisotropic distribution of the markers of the sparse object, which causes the localization
accuracy to be dependant on the orientation of the sparse object with respect to the imaging plane. Due to the experimental setup, the sparse object was in a more favorable orientation (i.e. long axis of stylus aligned orthogonal to the image plane) during the assessments performed utilizing the AP views, which lead to a significantly better TRE.

This trend of accuracy being dependant on the sparse object orientation was not as prevalent within the results of the precision assessment (Figure 2-11). The measurements made using the FP detector did not show any significant difference in precision between the two viewing angles. Although there was a significant difference noted in the precision of measurements made with the XRII between the two viewing angles, the difference was less than several hundred microns, and therefore negligible. The independence of the precision of measurements and the orientation of the tool is expected and can be explained by the main factor limiting the precision. The main source of variation (or imprecision) between the repeated measurements made during the precision assessments was the noise present within the acquired projection images. Since the projections acquired in both the AP and LAO views were acquired with the same imaging parameters, it is expected that the noise levels within those images would be similar, and therefore the precision of the measurements to be consistent, irrespective of the projection view.

Also, the results show that the accuracy and precision of measurements performed using the FP detector were significantly better than those performed using the XRII (Figure 2-9). Although the differences in the accuracy and precision of measurements made in-plane (Figure 2-10a \& Figure 2-11a) were negligible, the differences are clearly evident, and significant when comparing the accuracy and precision of measurements
made in the out-of-plane direction (Figure 2-10b \& Figure 2-11b). The improved performance when utilizing the FP detector for image acquisition can be attributed to a number of advantageous characteristics associated with a FP detector when compared to the XRII (see section §1.4). The main advantage of the FP detector is that it is inherently free of any geometric distortions, and although the images acquired using the XRII were corrected for geometric distortions and non-uniformities, the correction is imperfect, and residual errors within the corrected images remain. ${ }^{34,36}$ These residual errors degrade the accuracy and precision of single-plane tracking. Additionally, the FP detector has a higher resolution (i.e. finer pixel spacing) than the XRII. This higher resolution allows the centroids of the 2 D marker projections to be measured with a higher precision, leading to an improved accuracy and precision when localizing the sparse object from a single-perspective projection.

Finally, the results verified an expected outcome: the accuracy and precision of measurement made with the OTS, the gold standard, were higher than those made using the single-perspective projections (Figure 2-9). Although there was no significant, or relevant, difference in the accuracy and precision of the measurements made in-plane (Figure 2-10a \& Figure 2-11a), the accuracy and precision of measurements made in the out-of-plane directions were significantly higher with the OTS compared to the other methods (Figure 2-10b \& Figure 2-11b). This reflects that the fact that the OTS localizes its optical fiducials through triangulation from two views, whereas the singleplane tracking only has one. This second view supplements the lack, or insensitivity, of information available in the out-of-plane direction thereby improving the accuracy and precision of measurements made in this direction.

The results of the dynamic tracking assessment reflect the trend previously noted from the assessment of accuracy and precision. The tracking accuracy in the in-plane directions (Figure 2-12a,b) is significantly better than that in the out-of-plane direction (Figure 2-12c). Since the results of the assessment of accuracy show that there was no significant difference in the accuracy of measurements made inplane between the OTS and single-perspective projection acquired using the FP detector (Figure 2-10a), the inplane RMS tracking error (Figure 2-12a,b) can be viewed as a combination of errors contributed equally from both tracking systems. The majority of the RMS tracking error in the out-of-plane direction is contributed by the single-plane tracking, as the OTS has significantly higher measurement accuracy in this direction (Figure 2-10b). The large frame-to-frame variation in the out-of-plane translation determined from the projection acquired using the FP detector (Figure 2-12c) can be partly attributed to the low exposure ( 0.1 mAs ) used during image acquisition. The low exposure resulted in higher noise levels within the acquired projections, which in turn propagate into the solution of the out-of-plane translation. It would be possible to further reduce the tracking error in the out-of-plane direction through implementation of either low pass filtering, or a moving average through the sliding window technique, which would in either case act to smooth the data of the $z$ translation by removing some of the unwanted noise from the solution.

It is important to note that both the results of the accuracy and precision assessment, and the dynamic tracking assessment, are specifically related to the design of the sparse object. Changing the number and geometric configuration of the markers within the sparse object would result in different accuracies and precision in localizing it
from a single-perspective projection. ${ }^{22,25}$ This same principle applies to the optical tracking system and to the design of the optical tracking frame. ${ }^{41}$

The algorithm performed with a sufficiently low failure rate to enable seemingly continuous tracking of both the stylus and skull phantom from the projections acquired during the dynamic tracking experiment. The tracking failures that were encountered arose mainly from the occlusion of markers by higher density areas of the boney skull phantom, which prevented the 3D-to-2D registration module from calculating a transformation (requires at least 4 non-coplanar points). Therefore, optimizing the acquisition protocol, to further increase the contrast between the markers of the sparse object and higher density anatomical structures, would further reduce the failure rate. Note, that the radiography system used for the dynamic tracking experiment was installed with preset acquisition protocols (clinical protocols), and did not allow the input of custom acquisition parameters.

The algorithm also demonstrated the ability to process image frames in subsecond time. Its current implementation, on a personal computer, achieved a throughput of approximately 4 image frames per second after the initialization process. With further optimization of the source code, and implementation on dedicated hardware, real-time processing of the acquired image frames is realizable. Several commercial tracking systems exist that process stereo camera images for real-time tracking applications (MicronTracker, Claron Technologies Inc., CA).

To fully automate the algorithm, the problem of establishing correspondence between the rigid-body model of the sparse object, and the 2D marker projections within
the image frame must be addressed. In the current implementation of the algorithm the users sets the correspondence manually. This process could be automated through a combination of careful design of the sparse object (i.e. unique marker sizes and geometry), and automated algorithms that establish correspondence using unique geometric constraints. ${ }^{42-44}$ However, this problem is outside the scope of the study and will be left to future work.

The snapshots of the visualizations and 3D virtual environment are an example of how intraoperative imaging can be augmented with preoperative data, such as CT volumes, and tracking data to provide 3D context and navigation in an interactive environment (Figure 2-13 \& Figure 2-14). The process of registering the preoperative, intraoperative, and tracking data into a common coordinate system is a crucial step in providing an accurate representation of the interventional environment. ${ }^{37}$ In our case, this registration was determined directly from the acquired intraoperative images (i.e. acquired 2D projections) by means of the 3D-to-2D registration algorithm presented above (see section $\S 2.2 .2$ ). This step inherently registers both the preoperative data and tracking data into the intraoperative imaging coordinate system in one step. The use of virtual environments to augment intraoperative imaging has been explored for numerous applications including intracardiac interventions, ${ }^{45}$ abdominal procedures, ${ }^{46}$ neurosurgery, ${ }^{47}$ and various orthopaedic procedures. ${ }^{48}$

### 2.5 Conclusions

This study has demonstrated the feasibility of tracking sparse objects in 3D space from single-perspective, 2D projections for purposes of image-guidance during interventional procedures. Better performance was achieved using the FP detector for image acquisition when compared to the XRII. The accuracy and precision of target localization was better than 1.1 mm and 0.16 mm , respectively when using the FP detector for image acquisition, while the dynamic RMS tracking error was 2.1 mm when using an OTS as a standard reference. Most of the inaccuracies and imprecision in target localization and tracking were contributed by errors in out-of-plane localization. The OTS achieved higher levels accuracy and precision, as expected. However, the accuracy achieved using single-perspective projections are relevant for numerous applications, and could potentially be used to augment - or to replace - an OTS during procedures in which line-of-sight issues arise.
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## 3 Dynamic Measurement of Joint Kinematics using Single-perspective Projections

### 3.1 Introduction

The ability to measure the kinematics of a joint during a dynamic activity in vivo, with a high degree of accuracy, has numerous orthopaedic applications. These include assessing joint function following corrective surgery, ${ }^{1}$ comparing different treatment options and therapies, ${ }^{2}$ and understanding the pathology of musculoskeletal disorders and injuries. ${ }^{3}$ For example, abnormal motion of the knee joint has been widely accepted as the cause of chondromalacia, ${ }^{4}$ and has been attributed to the cause and progression of osteoarthritis. ${ }^{5,6}$ A tool with the ability to measure the kinematics of a joint during a dynamic test of its function would be invaluable in a clinical setting, for diagnosis and for evaluating treatment options. Conventional techniques that have been employed to measure in vivo joint kinematics involve the use of optoelectronic cameras to track the motion of markers attached to the skin. ${ }^{7}$ However, the motion of these skin markers is not an accurate representation of the motion of the underlying bone structures. ${ }^{8}$

Direct measurement of the underlying bone structures is preferred when accuracy is a necessity. Numerous methods have been proposed, and used experimentally, to
directly measure the motion of bone structures of a joint. These include the use of optical tracking frames attached to the ends of intra-cortical pins implanted directly into the bone structure, ${ }^{9}$ magnetic resonance imaging (MRI), ${ }^{10-12}$ and biplane radiography. ${ }^{4,13,14}$ Although each of these techniques can measure joint kinematics with a high degree of accuracy, each is accompanied by its own set of limitations. Implanting intra-cortical pins into the bone structures of a joint is an invasive procedure that carries risk of infection for a patient. ${ }^{15}$ MRI is limited by the confines of the close-bore design, which restricts the range of motion, and require specialized apparatus to apply load to a joint. ${ }^{16}$ Biplane radiography systems are relatively limited in their availability, and are subject to the technical challenge of ensuring that the joint of interest remains within the working volume defined by the intersection of the two x-ray beams throughout a specified motion. ${ }^{14}$ For these reasons, the majority of these techniques currently remain as specialized research tools and have yet to be implemented inside the routine clinical environment.

Since single-plane radiography systems are widely available, they are not subject to these limitations, are routinely used in many clinics, and have an increased working volume compared to both MRI and biplane radiography systems. Several techniques have been proposed to measure kinematics of the joint during a dynamic motion using single-perspective projection images. ${ }^{17-20}$ Marker-based techniques, originating from roentgen stereophotogrametric analysis ${ }^{21}$ (RSA), employ 3D-to-2D registration between known models of radio-opaque markers, implanted into skeletal segments, and their corresponding projections in radiographic images to derive kinematics. This single-plane technique has been referred to by numerous names including: roentgen single-plane
photogrammetric analysis ${ }^{19}$ (RSPA), marker configuration model-based roentgen fluoroscopic analysis ${ }^{20}$ (MCM-based RFA), and hybrid RSA and fluoroscopy. ${ }^{22}$ Previous validations of this single-plane technique have made use of computer simulations, ${ }^{19,20}$ simultaneous measurements made on a static cadaver knee using both fluoroscopy and RSA, ${ }^{23}$ dynamic zero-displacement phantom measurements, ${ }^{20}$ and static micrometerbased anatomical phantoms of the hip and knee. ${ }^{22}$ However, it remains unclear whether measurements made on a static phantom provide an acceptable representation of the dynamic case. Additionally, all previous phantom studies have employed intensifierbased radiography system. ${ }^{20,22,23}$ With the recent wide-spread implementation of digital flat-panel (FP) x-ray detector technology, ${ }^{24}$ several improvements over image intensifiers are realized, including: improved image quality, no inherent geometric distortion, and reduced dose. These improvements potentially increase the accuracy of single-plane kinematic measurements, making it more viable to implement in the clinic.

The purpose of this study is to validate the technique of dynamically measuring joint kinematics using single-perspective projections. The technique is validated through in vitro experiments to assess its accuracy and feasibility. All assessments were performed on a clinically available digital flat-panel radiography system to demonstrate the suitability of using FP detector technology to measure joint kinematics. An anatomically relevant phantom was used in both static and dynamic conditions to perform these assessments. Dosimetry was performed to estimate the effective dose of ionizing radiation imparted to the subject during the measurement procedure, to ensure it is within clinically acceptable levels. Additionally, a method to register computed tomography
(CT) volumes to the measured kinematics is presented towards the applications of estimating joint contact area, biomechanics modeling, and visualization.

### 3.2 Methods

### 3.2.1 Measurement of Kinematics from Single-perspective Projections

The algorithm implemented to measure joint kinematics from single-perspective projection is based upon the solution of the projection-Procrustes registration problem. ${ }^{25,26}$ The solution of the projection-Procrustes registration problem determines the optimal 3D-to-2D registration between known sparse objects and their corresponding projections in 2 D radiographs. In the case of joint kinematic measurement, the sparse object is a joint implanted with radio-opaque markers. Both the relative location of the markers, implanted into the joint, and the geometry of the perspective radiography system, must be known a priori to solve the registration problem. Common methods used to establish a local coordinate system describing the relative 3D locations of radioopaque markers within a rigid body include RSA, ${ }^{20,22}$ and computed tomography. ${ }^{27}$ The projective geometry of a single-plane imaging system can be determined using the same procedure that is employed in RSA, which uses a calibration cage (see sections $\S 1.4 .3$ and §1.4.4). ${ }^{21}$ A more thorough review of the projection-Procrustes registration problem, and implementation of the algorithm that determines the 3D-to-2D registration enabling tracking of sparse objects from single-perspective projections are presented in the Chapter 2 (sections $\S 2.2 .1 \& \S 2.2 .2$ ). All software was developed in $\mathrm{C}++$ and ran on a personal computer equipped with a 2.0 GHz processor and 1 GB of memory.

### 3.2.2 Anatomical Model

An anatomical tibio-femoral model (Sawbones Model \#4000-3, Pacific Research Laboratories Inc., WA, USA) was employed in all in vitro experiments. The model consists of two rigid plastic segments that mimic the boney structures of the knee joint. Each segment was implanted with 8 spherical, tantalum markers, each 1 mm in diameter (Figure 3-1a). The markers were inserted into the distal femur and proximal tibia of the knee model, in a distribution that would be encountered in human subjects recruited for a RSA clinical study. The markers were inserted such that their distribution was well conditioned. ${ }^{28}$ A local coordinate system, defining the relative locations of implanted markers, was generated through a conventional RSA examination (Figure 3-1b,c) of the knee model using commercial RSA software (UmRSA, RSA Biomedical, Umea, Sweden). This local coordinate system was needed to produce the rigid-body file required as input to the registration algorithm.


Figure 3-1: a) The tibio-femoral knee model used for in vitro experiments. Eight tanatalum markers, each 1 mm in diameter, were implanted into both the distal femur and proximal tibia of the knee model. b.c) Stereo projections acquired during radiostereometric analysis (RSA) examination used to determine relative locations of the markers.

### 3.2.3 Imaging Equipment

A floor-mounted C-arm radiography system equipped with a digital flat-panel detector (Innova 4100, General Electric, WI, USA) was used throughout the study to acquire images. The viewing mode of the detector, utilized throughout the study, acquires projections of $1 \mathrm{~K} \times 1 \mathrm{~K}$ pixels in dimension, over a $20 \times 20 \mathrm{~cm}^{2}$ field-of-view (FOV). The pixel depth of the image is dependent on the frame rate of the acquisition. Frame rates of 7.5 frames per second (fps) or less; result in projections with a12-bit pixel depth. Frame rates of 15 fps or more; have an 8-bit pixel depth. Because digital flat panel detectors contain no inherent geometric distortion, unlike conventional XRIIs, it was not necessary to implement any additional distortion-correction algorithm. In previous single-plane studies, which employed intensifier-based radiography systems, correction of geometric distortion was very important to ensure accurate results. ${ }^{20,22}$ Before each experiment, the perspective geometry of the radiographic system was determined using a commercial RSA calibration cage (Lund Knee Box, RSA Biomedical, Umea, Sweden) (see section §1.4.3 \& §1.4.4).

### 3.2.4 Static Assessment of Bias and Precision

To characterize the performance of the measurement technique under optimal conditions, high-quality, single radiographic exposures of a phantom, in a static position, were acquired to assess the accuracy and precision of measuring relative motion. The static phantom was constructed using a 3-axis, micrometer-driven positioning stage (Model M4434, Parker Hannifin Corp., PA, USA) mounted upon a polymethyl methacrylate base-plate. The positioning stage has a manufacturer's reported accuracy of
$2 \mu \mathrm{~m}$. The femur of the knee model was rigidly attached to the positioning stage, and the tibia fixed to the base-plate. The static phantom was positioned inside the FOV of the radiography system (Figure 3-2a), and the femur segment of the knee model was driven to 20 different locations in $50 \mu \mathrm{~m}$ increments, in the range of $0-300 \mu \mathrm{~m}$ along each axis of the positioning stage. ${ }^{22}$ A projection of the static phantom was acquired $(50 \mathrm{kVp}$. $76 \mathrm{~mA}, 43 \mathrm{~ms}$ ) at each location (Figure 3-2b), from which the 3D pose of each joint segment was determined by processing the acquired projections with the custom developed software (see section §3.2.1). Relative motion between the femur and tibia was calculated between unique pairs of positions, ${ }^{28}$ which produced 10 independent measurements of motion in six degrees-of-freedom (DOF) (i.e. three translations, and three rotations). This displacement protocol was repeated six times, resulting in a total of 60 independent measures of relative motion.


Figure 3-2: Experimental setup during static assessment. a) Micrometer-driven positioning stage, with knee model rigidly attached. setup inside field-of-view of radiography system. b) Sample medial-lateral projection of static phantom acquired during the static assesssment.

Bias and precision were assessed using the differences between the measured and applied motion. Because the positioning stage was not capable of applying rotations, the known relative orientation between any pair of positions was assumed to be zero. The
mean value of the differences, between measured and known motion, was used to estimate the bias, and the standard deviation the precision. To provide a robust measure of accuracy, the $95 \%$ prediction interval of the differences (i.e. measurement errors) was estimated using a two-tailed t-distribution. ${ }^{22,29}$ This prediction interval was calculated using the $95 \%$ percentile constant for a $t$-distribution with 59 DOF, which is 2.001 . Statistical analysis was performed using a statistics software package (Prism 4, GraphPad Software Inc., CA, USA) to determine whether the measurement bias (mean error) was significantly different from zero, and whether the distributions of error were normal. A one-way analysis of variance (ANOVA), followed by a Tukey post-hoc test was performed to identify if the bias was significantly different from zero. A KolmogorovSmirnov normality test was performed to determine if the distributions of measurement errors were normal.

### 3.2.5 Dynamic Assessment of Bias, Precision and Repeatability

To evaluate the accuracy of measuring kinematics from single-perspective projections under more realistic conditions it was necessary to mimic the kinematics of the knee joint during a dynamic motion. In addition, it was important that the prescribed motion be highly repeatable. To fulfill these requirements a six-axis articulated robot (Model A465 Arm + C500C Controller, Thermo CRS Ltd., ON, CA), commonly used in process automation, with a manufacturer's stated precision of $\pm 0.05 \mathrm{~mm}$, was used as a component of a dynamic phantom. The anatomical knee model, which was used within the static phantom, was again used within the dynamic phantom. The femur of the knee model was rigidly attached to the end-effector of the robotic arm, and the tibia was fixed to the base of the robotic arm. The robot was programmed to apply a repeated cycle of
flexion/extension motions to the knee joint to mimic the tibio-femoral kinematics of a knee during an ascent/descent activity. The robot was positioned to ensure that the joint was within the 20 cm FOV of the digital flat-panel radiography unit, throughout its prescribed flexion/extension motion (Figure 3-3). Six dynamic acquisitions of the dynamic knee phantom were acquired ( 30 frames per second, $60 \mathrm{kVp}, 30 \mathrm{~mA}, 3 \mathrm{~ms}$ ). During each acquisition, the knee joint was moved through approximately three flexion/extension cycles, with an average speed of approximately $60^{\circ}$ per second (Figure 3-4).


Figure 3-3: Experimental setup during dynamic assessment. a) Six-axis articulated robot, with knee model rigidly attached, setup inside field-of-view of the radiography sytem. b) A sample medial-lateral projection of the dynamic phantom acquired during the dyanmic assessment.

To assess the accuracy of dynamic measurements, two rigid-body models were defined within the femur segment of the knee phantom. Four of the eight markers imbedded into the femur segment were assigned to one rigid-body, and the remaining four to the other. The 3D pose of each defined rigid-body was determined from every frame within each acquisition with the custom developed software described in section §3.2.1. Relative motion was derived between consecutive frames in each acquisition. Since there was no actual relative motion between each rigid-body (both were rigidly
attached to the femur segment of the knee phantom), any relative change in position or orientation can be attributed to measurement error. ${ }^{20}$ A total of over 1200 measurements of relative motion were obtained from all six acquisitions. Bias was estimated using the mean of the measurement errors, precision using the standard deviation. A robust measure of accuracy was determined by calculating the $95 \%$ prediction interval of the measurement errors using a two-tailed t -distribution. ${ }^{29}$ This interval was calculated using the $95 \%$ percentile constant for a $t$-distribution with over 1000 DOF, which is 1.96 . Statistical analysis was performed using a statistics software package (Prism 4) to determine whether the measurement bias (mean error) was significantly different from zero, and whether the distributions of error were normal. A one-way ANOVA, followed by a Tukey post-hoc test was performed to identify if the bias was significantly different from zero. A Kolmogorov-Smirnov normality test was performed to determine if the distribution of measurement errors were normal.

Comparison of the motion derived from each acquisition assessed the repeatability of measuring the kinematics of the femur, relative to the tibia. The 3D pose of both the tibia and femur segments was determined from every frame within each acquired sequence using the custom developed software (see section §3.2.1). All eight markers implanted into each segment were utilized during pose calculation. Relative motion was derived using the resting or neutral pose of the joint ( $\sim 0^{\circ}$ flexion) as a reference. The standard deviation was calculated at every time point for each kinematic DOF across the six trials. The mean value of the deviations was utilized to quantify repeatability. In order to achieve this, a common point within each of the six datasets was identified to synchronize them to common start and end time. ${ }^{13}$ It was necessary to perform this
synchronization because the motion of the six-axis articulated robot was not intrinsically synchronized to the acquisition timing of the imaging system. To synchronize the data, a linear interpolant was fit to each dataset using curve fitting software (Matlab curve fitting toolbox, Mathworks Inc., MA, USA). The resulting piecewise curves were resampled to a higher rate $(300 \mathrm{~Hz})$, and the time shift required to synchronize them was found by minimizing the distance between common points identified in each curve. Repeatability was assessed using the resampled and synchronized motion datasets.

While the bone segments tracked in this study each contained eight marker beads, this represents the upper bound of the number of markers expected to be visible in a clinical implementation. To investigate the effect of a smaller number of markers on measurement repeatability for dynamic motion, all acquired images were subsequently re-processed to mimic two additional cases: inclusion of only six of the eight markers, and inclusion of only four markers in each of the segments. Statistical analysis was performed using a statistics software package (Prism 4) to determine if the number of markers utilized for pose calculation significantly affected the repeatability of measurements. A one-way ANOVA followed by a Tukey post-hoc test was performed along each DOF (i.e. 3 translations, 3 rotations), to identify statistically significant differences.


Figure 3-4: Sample frames acquired during the dynamic assesssment and representative of the range of motion of one cycle of the dyanmic phantoms programmed movement.

### 3.2.6 Registration of CT Data to Kinematic Measurements

Computed tomography (CT) scans of the knee model were acquired and registered to the kinematic measurements to demonstrate the application of single-perspective kinematic measurements towards several applications, including: estimation of joint space or contact area, biomechanics modeling, and visualization. A micro-CT scan of each segment (i.e. femur and tibia) of the knee model, implanted with the tantalum markers, was acquired using a micro-CT scanner (Locus Ultra, General Electric, WI, USA). The centroid of each tantalum marker was localized within the CT volumes using CT analysis software (MicroView, General Electric, WI, USA). Using a rigid, point-based technique ${ }^{30}$ to register the marker centroids identified within the microCT volumes, and
the corresponding marker centres measured through the RSA examination, the coordinate system of the CT volume was aligned to the coordinate system of the rigid-body file used as input to the 3D-to-2D registration algorithm (i.e. solution of projection-Procrustes problem). By aligning the coordinate system of the micro-CT volume to the rigid-body file (coordinate system describing the relative location of markers), the transformations and kinematics measurements determined from the single-perspective projections were directly applicable to the CT data.

To provide a visual representation of the registration results, and motion of the knee during dynamic experiment, a surface model of each joint segment was extracted from the co-registered micro-CT volumes. Using the six DOF rigid transformations determined from the dynamic image sequences, the motion of joint was reconstructed inside a virtual environment. A custom C++ script developed using open-source visualization classes ${ }^{31}$ (Visualization ToolKit, Kitware Inc., NY, USA). The transformations were sequentially applied to each surface model to reconstruct the motion of the knee during the dynamic acquisitions.

### 3.2.7 Measurement of Effective Dose

Dose measurements were performed to estimate the effective dose a patient would receive during a typical dynamic single-plane acquisition. An ion chamber (Model 96020A, Keithley Instruments Inc., OH, USA), in combination with a digital dosimeter (Model 35614, Keithley Instruments Inc., OH, USA) was used to obtain measurements of entrance exposure, from which the effective dose was determined. The ion chamber was positioned inside the FOV of the digital flat-panel radiography unit, facing the source
(Figure 3-5). Entrance exposure was measured during approximately six seconds of irradiation ( $30 \mathrm{fps}, 60 \mathrm{kVp}, 30 \mathrm{~mA}, 3 \mathrm{~ms}$ ). Measurement of entrance exposure was repeated six times to ensure the stability and reproducibility of the measurement instruments. Absorbed dose was determined from the measured entrance exposure by using an accepted exposure-to-dose conversion coefficient ${ }^{32}$ for bone of $0.4 \mathrm{GyR}^{-1}$. Effective dose was calculated using a tissue sensitivity constant applicable to the knee of $0.9 \mu \mathrm{SvGy} \mathrm{cm}^{-2}$ derived from previous dosimetry studies, ${ }^{32}$ and estimating the irradiated tissue area to be $400 \mathrm{~cm}^{2}$.


Figure 3-5: Experimental setup during measurement of effective dose. a) Ion chamber within field-ofview (FOV) of radiography system, and digital dosimeter used to measure entrance exposure. b) Sample projection acquired during dose measurements showing knee model and ion chamber.

### 3.3 Results

### 3.3.1 Static Assessment of Accuracy and Precision

A summary of the results of the static assessment of accuracy and precision is presented in Table 3-1. Measurement errors were defined as the difference between the measured and applied motion. The accuracy of measuring translations was found to be better than 0.03 mm in-plane (i.e. parallel to the imaging plane), and 0.5 mm out-of-plane (i.e. orthogonal to the imaging plane). Rotations were measure with an accuracy of better than $0.1^{\circ}$ about all axes. The results of the statistical analysis performed (ANOVA with Tukey post-hoc) did not find any statistically significant difference between the bias in each DOF and zero ( $\mathrm{p}>0.05$ ).

Table 3-1: Results of static assessment of bias and precision. Errors are reported as the difference between the measured and applied motion in 6 degrees of freedom (i.e 3 translations, 3 rotations). Note, that translations in the $z$-direction $\left(\mathrm{t}_{z}\right)$ occured orthogonal to the imaging plane of the radiography system.

|  | Translations ( $\mu \mathrm{m}$ ) |  |  | Rotations (degrees $\times 10^{-3}$ ) |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{t}_{\mathbf{x}}$ | $\mathbf{t}_{\mathbf{y}}$ | $\mathbf{t}_{\mathbf{z}}$ | $\mathbf{R}_{\mathbf{x}}$ | $\mathbf{R}_{\mathbf{y}}$ | $\mathbf{R}_{\mathbf{z}}$ |
| Bias (Mean) | 2.4 | -4.6 | -13.2 | 0.7 | 4.1 | 0.9 |
| Precision (SD) | 10.6 | 9.1 | 224.5 | 15.9 | 12.3 | 13.8 |
| 95\% PI (2.001SD) | 21.3 | 18.2 | 449.1 | 32.0 | 24.6 | 27.6 |

The distributions of error, in each DOF, from the static assessment are presented in Figure 3-6. The box and whisker plots display the median (centre line), $25^{\text {th }}$ and $75^{\text {th }}$ percentiles (outer edges of box), and the maximum and minimum measurement errors (whiskers). The results of the Kolmogorov-Smirnov normality test showed that the distribution of error about each DOF was normal (i.e. $p>0.1$ - distributions are likely to be normal given the sample size).


Figure 3-6: Box and whisker plots representing the distribution of errors (i.e. difference between measured and applied motion) in 6 degrees-of-freedom, obtained from static assessment of accuracy and precision. Note, that translations in the $z$-direction ( $\mathrm{t}_{\mathrm{z}}$ ) occured orthogonal to the imaging plane.

### 3.3.2 Dynamic Assessment of Accuracy and Precision

A summary of the results of the dynamic assessment of accuracy and precision are presented in Table 3-2. Measurement errors were defined as the deviation of the measured motion from zero (rigid-bodies were attached to same segment of the knee model). The accuracy of measuring translations was shown to be better than 0.03 mm in-plane, and 0.9 mm out-of-plane. Rotations were measured with an accuracy of better than $0.1^{\circ}$ about all axes. The results of the statistical analysis performed (ANOVA with Tukey post-hoc) did not find any statistically significant difference between the bias in each DOF and zero $(\mathrm{p}>0.05)$.

Table 3-2: Results of dynamic assessment of bias and precision. Errors are reported as the deviation of measured motion from zero in 6 degrees-of-freedom (i.e 3 translations, 3 rotations). Note, that translations in the $z$-direction $\left(\mathrm{t}_{\mathrm{z}}\right)$ occured orthogonal to the imaging plane of the radiogarphy system.

|  | Translations ( $\mu \mathrm{m}$ ) |  |  | Rotations (degrees $\times 10^{-3}$ ) |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{t}_{\mathbf{x}}$ | $\mathbf{t}_{\mathbf{y}}$ | $\mathbf{t}_{\mathbf{z}}$ | $\mathbf{R}_{\mathbf{x}}$ | $\mathbf{R}_{\mathbf{y}}$ | $\mathbf{R}_{\mathbf{z}}$ |
| Bias (Mean) | 0.0 | -0.2 | 0.2 | 0.1 | 0.0 | 0.0 |
| Precision (SD) | 14.5 | 12.9 | 433.3 | 25.9 | 27.0 | 23.8 |
| $\mathbf{9 5 \%}$ PI (1.96SD) | 28.4 | 25.2 | 849.4 | 50.7 | 52.9 | 46.6 |

The distributions of error, in each DOF, from the dynamic assessment are presented in Figure 3-7. The box and whisker plots display the median (centre line), $25^{\text {th }}$ and $75^{\text {th }}$ percentiles (outer edges of box), and the maximum and minimum errors (whiskers). The results of the Kolmogorov-Smirnov normality test showed that the distribution of error about each DOF was normal (i.e. $\mathrm{p}>0.1$ - distributions are likely to be normal given the sample size).


Figure 3-7: Box and whisker plots representing the distribution of errors (i.e. deviation of measured motion from zero) in 6 degrees-of-freedom, obtained from dynamic assessment of accuracy and precision. Note, that translations in the $z$-direction $\left(\mathrm{t}_{\mathrm{z}}\right)$ occured orthogonal to the imaging plane.

### 3.3.3 Repeatability of Kinematic Measurements

The kinematics of a single cycle of motion of the knee model, as measured from all six trials of the dynamic assessment is presented in Figure 3-8. Note that although the motion is expressed in anatomically relevant terms, that these are simply 'approximate', and were not developed using anatomically-based methods. ${ }^{33,34}$ The process of assigning an anatomically-based coordinate system to a joint has errors inherent to the selection of bony landmarks, ${ }^{35,36}$ which would further contribute to the variation between the motion measured from each of the six trials. The repeatability of measuring the knee kinematics
produced by motion of the six-axis articulated robot was better than $\pm 0.2 \mathrm{~mm}$ for translations, and $\pm 0.1^{\circ}$ for rotations, when using all 8 markers within both segments (Figure 3-9). The repeatability of measuring in-plane translations was higher than that in the out-of-plane direction. Measuring rotations were highly repeatability about all axes. The greatest variability in the measurement of rotation was seen about the axis with the largest range of motion (flexion/extension; range $\sim 55^{\circ}$ ).

With respect to the repeatability in the case a of reduced number of visible markers, the results (Figure 3-9a) shows that the repeatability of measuring translations in the out-of-plane direction was significantly affected ( $\mathrm{p}<0.05$ ) by reducing the number of markers from 8 to 4 , and from 6 to 4 . In-plane translations showed no significant reduction in the repeatability as the number of markers were reduced ( $p>0.05$ ). A significant difference ( $p<0.05$ ) was observed in the repeatability of measuring rotations around the $x$ and $y$ axes when reducing the number of markers from 8 to 4 (Figure 3-9b), however these differences were very small, less than $0.025^{\circ}$ in magnitude.


Figure 3-8: Kinematics of the knee model during dynamic assessment performed to assess repeatability of measurements. The kinematics measured from all six trials are plotted within the same axes, and are expressed in 6 degress-of-freedom (i.e 3 translations and 3 rotations). Both translations and rotations are of the femur relative to the tibia. Translation are expressed as (a) Proximal/Distal ( $\mathrm{t}_{\mathrm{x}}$ ), (b) Anterior/Posterior ( $\mathrm{t}_{\mathrm{y}}$ ), and (c) Medial/Lateral ( $\mathrm{t}_{\mathrm{z}}$ ). Rotations are expressed as (d) Abduction/Adduction ( $\mathrm{R}_{\mathrm{x}}$ ), (e) Interior/Exterior ( $\mathrm{R}_{\mathrm{y}}$ ), and (f) Flexion/Extension ( $\mathrm{R}_{\mathrm{z}}$ ). Note, that translation in the Media/Lateral direction, (c), occurred orthogonal to the imaging plane of the radiography system (out-of-plane).


Figure 3-9: Repeatability of kinematic measurements vs. the number of markers used within the rigidbody to perform 3D-to-2D registration. Repeatability is expressed along each degree of freedom (i.e. 3 translations and 3 rotations). Translations, (a), are expressed as Proximal/Distal (PD or $t_{x}$ ), Anterior/Posterior (AP or $t_{y}$ ), and Media/Lateral (ML or $t_{z}$ ). Rotations, (b), are expressed as Abduction/Adduction (ad/ab or $R_{x}$ ), Interior/Exterior (int/ex or $R_{y}$ ), and Flexion/Extension (flex/ext or $R_{z}$ ). Note, that * represents a statistically significant difference ( $p<0.05$ ).

### 3.3.4 Registration of CT Data to Kinematic Measurements

The root-mean-square (RMS) fiducial registration error ${ }^{37}$ (FRE) between the corresponding markers identified both in the CT volume, and by RSA was 0.1 mm . A snapshot of the constructed virtual environment showing the registration between the 3D surface models of the knee, extracted from the acquired CT volumes, and the 2D projections, acquired during the dynamic assessment, is presented in Figure 3-10. The geometry of the perspective x-ray imaging system was reconstructed to include the 3D position of the 2D imaging plane, and x-ray source. The 3D position of each segment of the knee model was determined by registering the CT data to the kinematic measurements determined from the single-perspective projections.


Figure 3-10: Registration of three-dimensional (3D) computed tomography (CT) data to two-dimensional (2D) projections. Visualization shows reconstructed postion of x-ray source, imaging plane, knee joint (implanted with tantalum markers), and world frame of reference.

Further visuals of the registration between the CT data (i.e. surface models) and kinematic measurements are presented in Figure 3-11. Projections acquired during the dynamic assessment at $0^{\circ}$, and $55^{\circ}$ tlexion are presented in the first column of the figure.

The corresponding anterior, and lateral views of the 3 D ) joint surfaces are presented in the second and third columns respectively.


Figure 3-11: Registration of computed tomogrpahy (CT) data with kinematic measurements. First column shows projections acquired at $0^{\circ}$ joint flextion a), and $55^{\circ}$ joint flextion d). Second and third columns show the corresponding surface models of the femur and tibia segments, as registered with the kinematic measurement to reconstruct relative position of the joint. Both the anterior view b), e), and the lateral view c), f) of the joint are shown at both flexion angles.

### 3.3.5 Measurement of Effective Dose

The effective dose associated with a 180-frame dynamic acquisition of the knee was found to be less than $3 \mu \mathrm{~Sv}$, which corresponds to an effective dose of about $0.01 \mu \mathrm{~Sv}$ per frame. This estimate is only applicable for lower extremities, as the conversion from absorbed dose to effective dose is dependant on the tissue sensitivity of a specific anatomical site.

### 3.4 Discussion

The results obtained from the validation experiments (Table 3-1 \& Table 3-2) show that joint kinematics can be measured in six DOF with a high degree of accuracy from single-perspective projections. As in previous studies, our results are consistent in that the translations occurring in-plane were measured with a significantly greater accuracy than those out-of-plane. ${ }^{20,22}$ This can be attributed to the perspective geometry of the single-plane imaging system, where the greatest uncertainty of localization lies in the out-of-plane direction, due to the insensitivity of the information available (i.e. geometric magnification).

Previous implementations of the single-plane, marker-based technique have been validated using a wide variety of methods. Most recently, Ioppolo et al. ${ }^{22}$ used anatomical hip and knee models attached to micrometer-controlled positioning stages, and quantified accuracy as the difference between the applied and measured motion. They found translational accuracies of 0.1 mm in-plane, and 0.7 mm out-of-plane, and a rotational accuracy of $1^{\circ}$ at $95 \%$ confidence (note that phantoms were static). Another study, performed by Tang et al., ${ }^{23}$ utilized cadaver knees implanted with tantalum markers, and performed kinematic measurements using both a single-plane technique and biplane RSA. They established ground truth using the measurements obtained from biplane RSA. Accuracy was assessed using the mean absolute errors between the two measurement techniques. Absolute errors were found on the range of 1 to 2 mm for translations and around $1^{\circ}$ for rotations (again this study was performed in static conditions). Finally, Garling et al., ${ }^{20}$ made use of a rigid carbon fibre phantom containing

17 markers, which were assigned to one of two rigid-body models. The phantom was connected to a pendulum that was swung in front of an image intensifier during acquisition. They assessed accuracy as the deviation of any measurements of relative motion from zero. Translational accuracy at $95 \%$ confidence was 0.15 mm , and 1.7 mm for translation in-plane and out-of-plane, respectively. The rotational accuracy was $0.1^{\circ}$.

Imprecision or bias in determining the 3D pose of a rigid-body from a single perspective projection can arise from several different sources. These sources include any inaccuracies or errors that arise during the characterization of the rigid-body, the reconstruction of the projective geometry, and the measurement of the 2 D centroids of the projected marker locations within a radiograph. Garling et al. ${ }^{20}$ provide thorough simulation results showing how each of these factors can affect the accuracy of 3D localization. The main difference between our methodology and previous implementations of single-plane analysis is the use of a digital flat-panel detector (as opposed to an image intensifier), and our acquisition of images in pulsed digital radiography mode (i.e. 3 ms "stroboscopic" exposures), instead of using fluoroscopy. Both of these differences contribute to the reduced errors associated with measuring the 2D centroid locations of marker projections within a radiograph.

Flat-panel detectors offer improved image quality compared to image intensifiers, ${ }^{38}$ most importantly through the lack of inherent geometric distortion. ${ }^{24}$ Geometric distortion correction has been widely addressed, ${ }^{39-41}$ and is a very important part of the calibration process when performing sensitive measurements with image intensifier-based radiography systems. Residual distortions after the application of correction algorithms have been reported in the range of 0.01 mm to $0.07 \mathrm{~mm},{ }^{39,42}$
depending on the correction scheme. It has been shown through simulations and in vitro experiments that when using a single-plane to localize objects in 3D, in-plane errors on this range can propagate into inaccuracies of 0.2 mm to 1.5 mm in the out-of-plane direction. ${ }^{20,26}$ The results from the in vitro experiments performed by Garling et al. showed a significant reduction in the accuracy of measuring relative motion when using a suboptimal technique to correct for the geometric distortion. ${ }^{20}$ Additionally, performing the acquisition in pulsed-radiography mode results in higher quality images. Previous work ${ }^{26}$ has shown the relationship between exposure and precision of measuring 2 D centroid of spherical markers within radiographs. By optimizing the exposure during acquisition the inherent noise within the acquired radiographs can be reduced. Noise reduction leads to increased precision in measuring the 2 D centroid of projected marker locations, which improves the performance of localizing a rigid-body in 3D from a singleperspective projection.

Comparison of the results of the accuracy assessments performed in static (Table 3-1) and dynamic conditions (Table 3-2) show that the inaccuracies associated with the measurement technique are more greatly dominated by random errors, rather than systematic errors (i.e. measurement precision is much greater than bias). Although the bias measured in the static assessment was greater than that measured in the dynamic assessment, this can be partially attributed to the sample size of the assessment. In the static assessment a sample size of 60 was used to estimate the accuracy (bias and precision), where in the dynamic assessment a sample size of over 1000 was used. Comparison of the precision values between the two assessments show that the precision of the technique in dynamic mode was consistently lower than that in static mode.

However, for translations in-plane ( $t_{x}, t_{y}$ ) and all rotations $\left(R_{x}, R_{y}, R_{z}\right)$ the difference in precision values between static and dynamic conditions is negligible (less than $10 \mu \mathrm{~m}$ for translations, and $0.1^{\circ}$ for all rotations). The largest difference between the static and dynamic assessments was observed between the precisions values for the measurement of translations in the out-of-plane direction $\left(\mathrm{t}_{\mathrm{z}}\right)$. However, it should be noted that in the case of the dynamic assessment, each rigid-body only contained 4 markers, where as in the static assessment each contained 8. Results from the repeatability of kinematics measurements (Figure 3-9) show that the precision in performing measurements in the out-of-plane direction is significantly affected by the number of markers used in the rigid body, which contributes to the larger difference between the two values.

Because single-plane analysis is most likely to be employed to study the joint kinematics of dynamic movement it becomes very important to validate the technique in dynamic conditions in order to replicate the true conditions in vivo as closely as possible. Dynamic motion has an impact on the assessment of accuracy by introducing motion blurring artifacts within the acquired images. Even when using a very short exposure interval, such as 3 ms , motion blurring can be introduced into the images, although it may not be detectable through simple visual inspection. Blurring artifacts introduce errors in the process of measuring the 2 D centroid location of marker projections within radiographs, which will in turn degrade the performance of the 3D pose determination. The dynamic assessment of repeatability was designed to mimic the motion of a knee joint during an ascent/descent activity. The kinematics of the dynamic knee phantom (Figure 3-8) provides a good approximation of knee kinematics during a bending activity, as the largest range of movement was observed in flexion/extension (range ~
$55^{\circ}$ ). All other rotations observed were relatively small (range $\sim 2^{\circ}$ ), and all translations observed were within the range of 10 mm , with the smallest range observed in medial/lateral direction.

The results show a high repeatability in measuring both translations and rotations during an active motion (Figure 3-9). It was observed that the repeatability of measuring translations in-plane ( $\mathrm{t}_{\mathrm{x}}, \mathrm{t}_{\mathrm{y}}$ ) was better than that out-of-plane $\left(\mathrm{t}_{\mathrm{z}}\right)$. This was expected, and can be explained by the projective geometry of the single-plane system, as mentioned above. Also, it was noted that the repeatability of measuring translations in the x -direction $\left(\mathrm{t}_{\mathrm{x}}\right)$ was consistently higher than in the y -direction $\left(\mathrm{t}_{\mathrm{y}}\right)$, even though both occur in-plane (Figure 3-9a). This anomaly was most probably due to the mechanical vibration of the six-axis robot, which most significantly affected the motion of the joint in the $y$-direction ( $\mathrm{t}_{\mathrm{y}}$ ). Further dynamic trails were performed employing a reduced robot-speed to minimize vibrations, and indeed the repeatability of measuring translations in the $y$-direction ( $\mathrm{t}_{\mathrm{y}}$ ) was significantly increased. Rotations were measured with a high repeatability about all axes. Tashman et al. used similar methods to analyze the repeatability of measuring joint kinematics of canine subjects using a biplane radiography technique, ${ }^{13}$ reporting across-trial repeatability of measurement was 0.14 mm for translations, and $1.0^{\circ}$ for rotations.

Reducing the number of markers utilized in each rigid-body (femur and tibia segments) had a significant effect on the repeatability of measuring relative translations in the out-of-plane direction. However, even when using only four markers, the repeatability of measuring translations in this direction was on average better than 0.5 mm . Although statistically significant differences were observed in the repeatability
of measuring rotations when reducing the number of markers, these differences are negligible since all rotations were measured with a repeatability of better than $0.1^{\circ}$. When comparing the curve of the relative translations in the medial/lateral $\left(\mathrm{t}_{z}\right)$ direction (Figure 3-8), with the motion in the other degrees of freedom, it is evident that this curve is much less smooth, or much "noisier". This reflects the decreased sensitivity of measuring translations that occur orthogonal to the imaging plane, and suggests that some type of post processing (e.g. low-pass filtering or smoothing window technique) may have the ability to smooth the measured motion such that it more accurately reflects the true motion of the phantom. This however, is outside the scope of the study and will have to be left for future work.

The registration of CT data to the kinematic measures shows the applicability of the single-plane technique towards various other research and clinical goals, beyond the measurement of kinematics. Knowledge of the relative positions of the joint surfaces throughout a dynamic test of its function allows the estimation of the joint space and contact patterns over time. ${ }^{43,44}$ Changes in joint space and contact patterns can be used to quantify the progression of diseases, such as osteoarthritis. ${ }^{43}$ Progressive narrowing of joint space, due to osteoarthritis, has been recommended as an indicator for 'failure' of a secondary outcome in clinical trials for osteoarthritis of the hip and knee. ${ }^{45}$

Often in biomechanics, in vivo data, such as geometries derived from CT, kinematics, and kinetics, are used to build and validate finite element models of joints. ${ }^{46,47}$ Biomechanical modeling of joints can be used to study their normal function, as well as the function of joints following corrective surgery, such as posterior cruciate ligament reconstruction, ${ }^{48}$ or total knee replacement. ${ }^{49}$ By combining kinematic measurements
determined from single-perspective projection, with kinetic measurements obtained from force plates, it is possible to dynamically measure the mechanics of joints. ${ }^{50}$ This kind of information is invaluable from a biomechanics aspect, as it can lead to a better understanding of both normal and pathological joint mechanics. A better understanding of joint mechanics can improve treatment strategies, and also joint replacement designs and longevity. ${ }^{50}$

Visualization of the joint kinematics derived from the single-perspective projections aides in interpretation of the measured motion. Often, it is difficult to visualize or interpret the motion of the joint directly from the kinematic plots (Figure 3-8). By constructing a 3 D virtual environment to recreate the six DOF motion, it is possible to directly view the kinematics acting upon a 3D model. Previous studies have explored visualization techniques to animate the motion of carpal joints for the purposes of biomechanics modeling. ${ }^{51}$

It is important to note, that although the initial rigid-body model of the markers implanted into the knee model was obtained through an RSA examination, it is also possible to generate this local coordinate system directly from a CT volume. However, since RSA is considered the de facto gold standard for obtaining accurate measurements of markers implanted into skeletal segments, ${ }^{52}$ it was deemed best-suited to generate the rigid-body model used with the accuracy assessments. Previous work performed by Garling et al., ${ }^{20}$ has shown that errors present within the rigid-body model negatively effects the accuracy of single-plane localization. The RMS FRE of the registration between corresponding point-based models generated from RSA, and micro-CT was 0.1 mm . This suggests that discrepancies (i.e. errors in measurement) exist between the
two characterization methods, which warrant further investigations to determine the relationship between the methods used to characterize the rigid body, and the accuracy of 3D measurements determined from single-perspective projections.

The effective dose of radiation for a dynamic assessment of a knee was estimated to be less than $3 \mu \mathrm{~Sv}$ (equivalent to $0.01 \mu \mathrm{~Sv}$ per frame). A baseline RSA knee examination is also required to establish a local coordinate system describing the relative locations of the markers. The effective dose associated with this procedures is typically around $1 \mu \mathrm{~Sv} .^{32}$ This can be compared to the effective dose of $50 \mu \mathrm{~Sv}$ associated with a standard chest x-ray, ${ }^{53}$ and the effective whole body dose of $3000 \mu \mathrm{~Sv}$ associated with annual natural background exposure. Therefore, the risk to human subjects would be considered minimal, and it is expected that ethics approval could be obtained to employ the procedure of dynamically measuring joint kinematics from single-perspective projections within in vivo studies.

### 3.5 Conclusions

This study has demonstrated the accuracy and safety of the application of singleplane radiographic imaging to dynamically measure joint kinematics, as well as the suitability of digital flat-panel radiography system for use in this application. The flatpanel detector design offers a number of improvements over image intensifiers, which increases the accuracy of measurement and the ease of implementation. The poorest performance in measurement was observed in the out-of-plane direction, however measurement accuracy was still better than 0.5 mm , which is suitable for most medical tracking applications. The effective dose of ionizing radiation that would be imparted in a clinical examination during the acquisition of a dynamic sequence of images was estimated to be significantly lower when compared to other standard radiological examinations. This measurement technique is valuable for numerous research and clinical applications, beyond the measurement of kinematics, including: dynamic estimation of joint space or contact area, biomechanics modeling, and visualization.
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## 4 Summary and Future Directions

The overall objective of this thesis was the development and validation of novel and dynamic radiographic imaging and registration techniques to address two distinct medical applications: tracking during image-guided interventions, and the measurement of musculoskeletal joint kinematics. The following sections summarize the main findings of the thesis (section $\S 4.1$ ), and identify key areas of research for future work, as well as address its clinical application (section §4.2).

### 4.1 Summary and Conclusions

### 4.1.1 Sparse Object Tracking towards Image-guided Interventions

This study was specifically designed to facilitate the clinical application of imageguidance for interventional procedures, and its main objective was to assess the feasibility of using single-perspective projections to track surgical objects in 3D space during an intervention. Several in vitro validation studies were performed to evaluate the accuracy of tracking sparse object in 3D space from single-perspective, 2D projections, and test the software implementation that enabled this application. Secondary objectives of the study
were the comparison of two digital radiography systems, one equipped with an XRII and the other with a FP detector, towards the tracking task.

The first validation study was performed in static conditions, and employed two phantoms: a regular grid of divots of known geometry, and a sparse object manufactured to mimic a pointer tool. Targets upon the grid (i.e. divots) were localized in 3D using the sparse pointer tool and single-perspective projections. Accuracy was quantified using the RMS TRE, of the registration between the measured locations of the targets upon the grid, and its known geometry as given by its CAD model, while precision was quantified using the standard deviation of repeated measurements. The assessment was performed on two digital radiography systems (XRII and FP) using multiple acquisition views (AP and LAO), employing an OTS to provide a gold standard for comparison. The results of the assessment showed that measurements made using the radiography system equipped with a FP detector outperformed those made with the XRII. The accuracy and precision of localizing targets in 3D with the sparse object was better than 1.1 mm and 0.16 mm respectively, when utilizing the FP detector for image acquisition. The OTS had the best performance, as excepted, which highlighted the benefits of localization from two views, as opposed to one.

The second validation study was performed under dynamic conditions and again utilized two phantoms: the sparse pointer tool, and an anatomical skull implanted with tungsten markers. The sparse pointer tool was tracked simultaneously using both singleperspective projections, and an OTS as it was used to localize several targets within the skull. Tracking accuracy was assessed using the RMS difference in the trajectory of the pointer tool, as measured using both the single-perspective projections and the OTS. The

RMS tracking error was 2.1 mm . The sequence of projections acquired during the dynamic validation study also served as a robust test of the implemented software. The software was able to successfully track the sparse pointer tool from $96 \%$ of the acquired projections, and successfully track the anatomical skull from $100 \%$ of the acquired projections. The software achieved a throughput of approximately 4 frames per second. With further optimization and implementation on dedicated hardware, it would be possible to achieve real-time execution.

These studies demonstrated the feasibility of using single-perspective projections during an intervention for 3D tracking and localization of surgical objects. The accuracy of target localization and tracking are applicable for numerous image-guided applications. The main limitation of this tracking technique is the decreased accuracy in the measurement of the out-of-plane translation or position. However, since this limitation is well known, and affects only a single DOF, it can be overcome with careful methodological considerations, such as pre-procedural planning and equipment setup to limit the reliance on out-of-plane measurements.

### 4.1.2 Measurement of Joint Kinematics

The main objective of the second study was to validate the technique of measuring joint kinematics from single-perspective projections. Several in vitro validation experiments were performed to assess the accuracy of measuring joint kinematics in six DOF from single-perspective projections, and estimate the effective dose of ionizing radiation that would be associated with the measurement procedure. Secondary objectives of the study included demonstration of the suitability of using FP detector
technology to perform the single-plane measurements, and registration of 3D CT data to the single-perspective projections and kinematics measurements.

The first experiment made use of a static phantom that incorporated an anatomical knee model, implanted with tungsten markers, and a three-axis positioning stage. Known displacements were applied to the positioning stage to move the anatomical knee model, and subsequently measured from single-perspective projections. Accuracy was assessed using differences between the measured and applied motion. The measurement accuracy was found to be better than 0.5 mm , and $0.1^{\circ}$ at the $95 \%$ prediction interval for translations and rotations, respectively.

The second experiment employed a dynamic phantom that incorporated a six-axis articulated robot, and the anatomical knee model implanted with the tantalum markers. The robot was programmed to apply a flexion-extension motion to the knee model. Six repeated cine acquisitions of the moving phantom were acquired to perform several assessments. The first assessed accuracy by defining two rigid bodies from the markers implanted into the femur segment of the knee model. The motion between the two rigidbodies was measured from the acquired projection sequences, and accuracy was assessed using the deviation of the measured motion from zero. The measurement accuracy was found to be better than 0.9 mm , and $0.1^{\circ}$ at the $95 \%$ prediction interval for translations and rotations, respectively. The second assessment determined the repeatability of kinematic measurements. The motion between tibia the femur segment of the knee model was measured from the acquired projections sequences. The repeatability of kinematic measurements was assessed using the variability of the measured motion across each of the six trials in each kinematic DOF. The repeatability of kinematic measurements was
better than $\pm 0.2 \mathrm{~mm}$ and $\pm 0.1^{\circ}$ for translations and rotations, respectively. The third assessment examined the effect of reduced visibility of markers on the measurement repeatability. The acquired projection sequences were re-processed using a two reduced sets of markers to measure the kinematics of the joint. It was found that reducing the number of makers had a significant affect on the measurement of translation in the out-ofplane direction. Measurements in all other DOF (i.e. in-plane translations and all rotations) were robust to reducing the number of markers.

The effective dose of ionizing radiation associated with the dynamic measurement procedure was determined using an ion chamber and a digital dosimeter. The effective dose of the procedure was estimated to be less than $3 \mu \mathrm{~Sv}$ for an approximately 180 -frame acquisition, which would be considered as a minimal risk to human subjects, and therefore acceptable for application in vivo.

This study validated the technique used to measure joint kinematics from singleperspective projections, and demonstrated the suitability of FP detectors for this task. The accuracy of measurement, and the effective dose of ionizing radiation are viable for numerous clinical applications. Again, the main limitation of the technique is the decreased accuracy of measuring translations in the out-of-plane direction. However, the accuracy achieved in the out-of-plane directions is sufficient for the intended application (i.e. measurement of joint kinematics).

### 4.2 Future Directions

### 4.2.1 Sparse Object Tracking towards Image-guided Interventions

Future Work

The next progression of this work is the continued development of the software such that it can be useable in the clinic. However, to achieve this goal several issues must be addressed. The first involves fully automating the algorithm so that it does not require any user interaction or input. Currently the user must establish correspondence between the markers in the sparse object and their projections within the acquired radiographs. This process should be automated to render the technique suitable for real-time tracking applications. Correspondence between point-sets is an issue that has been widely addressed in machine vision, ${ }^{1-3}$ and is also a problem that has been addressed in current OTS. ${ }^{4}$

The second issue involves implementation of the software on dedicated hardware. This includes optimizing and parallelizing the algorithm to increase its processing speed, and also implementing a frame-grabber module such that the acquired projections can be processed in real-time as they are acquired by the radiography system. During the reported studies, images were acquired on the radiography system, and then transferred to a personal computer for all subsequent processing steps.

Finally, the design of the sparse object (i.e. geometry, marker placement, and size) should be optimized for intended application. The sparse object employed during the study was a simple phantom manufactured to mimic a generic pointer tool, and to
demonstrate the ability to localize very compact and sparsely distributed markers. However, specific clinical applications will require specialized sparse objects that must be carefully designed to ensure they meet accuracy requirements, and are robust. Additional assessments must also be performed to characterize the accuracy with which newly designed sparse objects can be localized and tracked, since the accuracy is dependant on the design. These same principles apply to OTS and any specialized optical tracking frames that are designed for image-guided applications. ${ }^{5}$

## Clinical Applications

With further refinement and optimization, the technique of tracking sparse objects from single-perspective projections has the potential to be used within the clinic during interventional procedures. While this is a very broad category, several specific clinical interventions have been preemptively examined for potential application of this technique. One potential clinical application is in spinal surgery. Insertion of pedicle screws into the spine is an interventional procedure that commonly relies on fluoroscopy for image-guidance. ${ }^{6}$ Numerous studies have concluded that 3D image-guidance improves the safety and accuracy of spinal interventions. ${ }^{7-9}$ The fluoroscopic acquisitions that are commonly performed during this interventional procedure could be further utilized to provide 3D image-guidance, provided a sparse tool or device is incorporated into the intervention.

Another potential clinical application is in cardiac surgery. A novel, emerging technique for cardiac valve repair and replacement uses a transcatheter approach. ${ }^{10}$ Often image-guidance during the procedure is provided through a combination of fluoroscopy
and transesophageal echocardiography (TEE). ${ }^{11,12}$ This combination is used because of the strengths and limitations of each imaging modality. Fluoroscopy can provide excellent delineation of the catheter, but has poor soft tissue contrast, where as ultrasound can provide excellent soft-tissue contrast, but poor visualization of the catheter. Currently, there is no way to fuse or register these two imaging modalities into a common coordinate system. OTS cannot be utilized because the lack of line-of-sight, and EMTS are unreliable because of the presence of the fluoroscopy unit. ${ }^{13}$ By designing a sparse rigid-body that can be incorporated into the ultrasound probe, registration of these two imaging modalities could be achieved. This would facilitate fusion of the images from the two modalities, and also provide a form of 3D guidance.

### 4.2.2 Measurement of Joint Kinematics

## Future Work

The study has shown that the technique of measuring joint kinematics from singleperspective projections is ready for use within the clinic. However, to optimize some aspects of the procedure, and gain a deeper understanding of some of its limiting factors, several additional studies should be performed. The first involves understanding the relationship between the characterization process used to establish the local coordinate system, describing the relative location of the implanted markers, and the accuracy of the corresponding kinematic measurements. Previous computer simulations have noted the negative effects of errors on measurement accuracy during the characterization process. ${ }^{14}$ In the validation studies performed in this thesis, the local coordinate system was generated through an RSA examination (Figure 4-1a,b), which is considered the gold
standard for this task. ${ }^{15}$ However, in some applications, acquisition of a CT scan is also a requirement. ${ }^{16}$ Therefore, it should be determined whether the accuracy of kinematic measurements, determined using the relative marker locations characterized from an acquired CT (Figure 4-1c,d), is sufficiently high for clinical use. Some of the ultimate factors affecting accuracy of the CT characterization process include the voxel spacing, reconstructed resolution, and the algorithms used to segment and measure the marker locations within the CT volume.


Figure 4-1: Several methods can be used to characterize the relative locations of the markers implanted into the joint, including: a radiostereometric analysis (RSA) examination, acquisition of a micro-computed tomography (microCT) scan, and acquisition of a clinical CT scan. a) and b) show stereo images of a knee phantom, implanted with tantalum markers, acquired during a RSA examination. c) and d) show maximum intensity projections (MIPs) of a micro-CT and CT scan, respectively of the same knee phantom. Note the bean-like shape of the markers within the CT volume (d); an image artefact due to the anisotropic voxel spacing of the CT volume.

The second study should determine optimized sampling rates (i.e. fps of acquisition) with which to measure the kinematics of joints moving a various speeds. Previous studies employing radiological-based techniques to measure joint kinematics have employed sampling rates ranging from $25 \mathrm{fps},{ }^{17}$ all the way up to $250 \mathrm{fps} .{ }^{18}$ The problem is further compounded by the relationship between the sampling rate and $x$-ray pulse width, which differs during pulsed, synchronous acquisition, and continuous
acquisition. All of these factors must be examined in order to determine the optimized sampling rates. This is important because these factors affect the resulting dose of ionizing radiation associated with the measurement procedure, and also are a limiting factor of the overall accuracy of the measurements.

Finally, the process involved in determining the projective parameters of radiography system should be further refined. This process is a very important step of the overall measurement technique, and is accomplished through the use of a calibration cage. In the validation studies performed, the perspective geometry of the radiography system was determined using a commercial calibration cage manufactured specifically for RSA examinations of the knee. Previous work has shown improvements in the accuracy of RSA measurements by optimizing the design of the calibration cage used to determine the perspective parameters of the radiography systems. ${ }^{19}$ By designing a calibration cage specifically for the task at hand (i.e. measurement of kinematics from single-perspective projections), it is possible to improve accuracy of the calibration procedure, which would lead to an improvement in the accuracy of the overall kinematic measurements. ${ }^{14}$

## Clinical Application

The obvious application of this work is the measurement of joint kinematics in vivo. Measurement of kinematics is very important in understanding both normal joint function, and also pathologies associated with musculoskeletal disorder and trauma. ${ }^{20}$ Additionally, this measurement tool can be used to aid in quantifying the outcomes of interventional procedures and therapy, and also aide in the design of new joint implants that better mimic physiological conditions. ${ }^{21}$ One limit to clinical application of this work
is the need for tantalum markers to be implanted into skeletal segments of the joint interested in being examined. Since this procedure is invasive, the technique may be restricted to studying subjects that are currently undergoing surgery, where the implantation procedure can easily be incorporated into a pre-existing plan of intervention.

One of the significant contributions of this work is that it demonstrated the ease of implementation of the measurement technique using clinically available FP detector technology. Since current trends point towards FP detectors eventually replacing XRIIs altogether, this measurement technique has the potential to be implemented in any clinic with access to this growing technology. This is an important factor, since previous work in the area of measuring joint kinematics has relied on highly specialized equipment that is not commonly available in the typically clinical or hospital setting. ${ }^{18,22}$
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