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Abstract

Insider threats cause the majority of computer system security problems and are also 

among the most challenging research topics in database security. An anomaly-based 

intrusion detection system (IDS), which can profile inside users’ normal behaviors and 

detect anomalies when a user’s behaviors deviate from his/her profiles, is effective to 

protect computer systems against insider threats since the IDS can profile each insider 

and then monitor them continuously. Although many IDSes have been developed 

at the network or host level since 1980s, there are still very few IDSes specifically 

tailored to database systems. We initially build our anomaly-based database IDS 

using two different profiling methods: one is to build profiles for each individual user 

(user profiling) and the other is to mine profiles for roles (role profiling). Detailed 

comparative evaluations between role profiling and user profiling are conducted, and 

we also analyze the reasons why role profiling is more effective and efficient than user 

profiling. Another contribution of this thesis is that we introduce role hierarchy into 

database IDS and remarkably reduce the false positive rate without increasing the 

false negative rate.

Keywords: Insider threats, Intrusion detection, RBAC, Database security, Role 

profiling.
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Chapter 1 

Introduction

1.1 Problem Statement

With the digitalization of the world, a considerable amount of invaluable data has 

been stored in databases, and its security problems have also begun to attract more 

and more attention. Modern database management system (DBMS) can provide 

multi-layer security; for example, access control, authentication, authorization and 

encryption are often applied to ensure the security of the data; however, they can­

not perform perfectly. A significant drawback of these traditional database security 

mechanisms is that they could do little to prevent insider threats while the majority 

of the security problems axe actually caused by insiders [28, 4],

Therefore, extra security mechanisms are necessary; using Intrusion Detection 

Systems (IDS) can be a promising approach to enhance the security of the data in the 

databases. During the last decade, much work has been done to develop IDSes, but 

most of them are for networks or hosts (operating systems), implying that currently 

people could find few ideal IDSes specifically designed for databases. In this case, 

we believe it is meaningful to take into account the special characteristics of DBMS 

and develop a new database intrusion detection system in which every inside user’s 

behaviors can be continuously monitored at the application level.
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1.2 The Objective of this Research

The overall objective of this thesis is to provide a prototype of the anomaly-based 

database IDS that can be used to monitor legitimate database inside users and reduce 

insider threats. This overall goal can be divided into several subgoals.

First, our system will be coupled with role based access control (RBAC) when 

RBAC is supported by the DBMS, and this means we will build profiles which char­

acterize the normal behaviors for roles (role profiling) instead of individual users (user 

profiling). The most apparent advantage of role profiling is that it can substantially 

reduce the number of necessary profiles, which makes the IDS more efficient and much 

easier to be deployed within the very large organizations. In addition to fewer pro­

files, if the IDS using role profiling can portray the users’ behaviors as accurately as 

the one using user profiling and perform as effective as the latter one, too, then it is 

certainly preferred in practice. Therefore, we conduct detailed comparisons between 

user profiling and role profiling in order to evaluate the effectiveness of these two pro­

filing approaches. We also analyze the reasons why one profiling approach performs 

better than the other.

Second, in the research on anomaly-based IDSes, although people can often achieve 

a relatively low false negative rate, a high false positive rate maintains a challenging 

problems. One direction of decreasing the false positive rate is to develop a better 

machine learning classifier which is applied to profiling normal behaviors. However, we 

feel that it is difficult to largely improve the behavior of a machine learning classifier, 

so we turn to another direction. We make use of more features of RBAC so as to 

reduce the false positive rate without increasing the false negative rate.

Finally, we want to highlight again that intrusion detection should be a supple­

mentary security layer of the database system but not a replacement to traditional 

security mechanisms.
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1.3 The Organization of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, we give some basic 

definitions and notations related to our work so that the readers can better understand 

the rest of the thesis.

Chapter 3 consists of a literature review of intrusion detection systems. We in­

troduce a generic intrusion detection model, followed by the classification of IDSes 

-  misuse-based versus anomaly-based or network-based versus host-based. We also 

describe the fundamental differences between misuse-based intrusion detection and 

anomaly-based intrusion detection and between network-based intrusion detection 

and host-based intrusion detection. The rest of this chapter focuses on database in­

trusion detection. Several database IDSes are described and their advantages and 

drawbacks are analyzed.

In Chapter 4, necessary preliminaries for understanding the rest of our work are 

introduced. We present the fundamental components of RBAC including role hier­

archy at first. The database named Adventure Works based on which our system is 

built is then described; also, we build appropriate role hierarchy for this database. 

After that, we show the raw data format we collect. We conclude this chapter by 

explaining the concepts of false positives and false negatives which will be used to 

evaluate our system during our test mode.

Our IDS is proposed in Chapter 5 in detail. At the beginning of this chapter, 

we introduce how we generate training and testing data including the approach to 

generating intrusions. The system architecture and the machining learning classifier 

we use are then presented. Following that, we arrive at the description about how to 

parse the raw data and how to use the classifier to build our system, using user pro­

filing (build profiles for each individual user) and simple role profiling (build profiles 

for roles), respectively. Our novel advanced profiling method taking into account the 

role hierarchy is described at the end of this chapter.
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Chapter 6 illustrates the results of the experimental tests for the evaluations of 

the three profiling approaches -  user profiling, simple role profiling and advanced role 

profiling. False positives, false negatives, overhead and training time are carefully and 

fairly measured for each profiling method. Based on the evaluation results, we further 

analyze the reasons why user profiling results in the much inferior behaviors compared 

with the other two alternatives and why our advanced role profiling approach can 

overtake the simple role profiling approach.

Finally, we present the conclusions of our research and our possible future research 

directions in Chapter 7.
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Chapter 2 

Terminology

This chapter explains some related terms used in this thesis, including several generic 

concepts relating to intrusion detection and some specific concepts of database in­

trusion detection. The terms belonging to the former category are well-accepted 

definitions, but as database intrusion detection is too new and very limited work 

has been done on this area, terms for database intrusion detection have not been 

standardized among security professionals.

• Intrusion detection

Intrusion detection acts to detect actions that attempt to compromise the con­

fidentiality, integrity or availability of a resource [3].

• Intrusion prevention

Intrusion prevention is to act in real time to block or prevent malicious or un­

wanted behaviors of a network and/or system by monitoring its/their activities

N .

• Database auditing

Database auditing involves observing the activities related to a database in order 

to be aware of the actions of database users, usually for security purposes. 

It mainly concerns authentication and authorization issues, and the auditor 

needs to develop an audit strategy, audit suspicious database activity and audit 

normal database activity [5].
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• Insider abuse/threat

An insider abuse/threat is a malicious or inadvertent activity by the legitimate 

internal users that threatens system security. In the rest of this thesis, insider 

threats are included in intrusions (in other papers, intrusions may refer to only 

break-in attacks).

• Signature

In misuse detection, a signature refers to “the specification of features, condi­

tions, arrangements and interrelationship that signify a break-in or other misuse, 

or their attempts” [16].

• Misuse detection

Misuse detection defines abnormal network or/and system behaviors as signa­

tures in advance and any activities that match the signatures are recognized 

abnormal. In intrusion detection, it can work against both attacks from outside 

or inside users.

• Profile

In the context of anomaly detection, profiles are models that can represent the 

normal behaviors of a network or/and system.

• Anomaly detection

Anomaly detection portrays normal network or/and system behaviors within 

profiles in advance typically using machine learning technique. It then com­

pares actual behaviors with the profiles and any deviation from the profiles is 

considered to be an anomaly.

• SQL injection

SQL injection is a category of attacks which exploit the vulnerabilities of DBMS 

by inserting some malicious code into strings that are then passed to be parsed 

and formulated into SQL statements. We give an example of this attack below.
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Suppose we have a database storing the academic records of students. The 

student number and the password are required by the system when a student 

requests access to his/her own records. Moreover, Java is used to implemented 

the logging application. In this case, when a student inputs his/her student 

number (012003017217) and password (850719), Java manufactures 

“select * from student-table where studentnumber =  +  012003017217 +

and password =  ‘” +  850719 +

to generate the SQL statement that is submitted to the database server. The 

generated SQL statement is:

select * from student-table where studentnumber =  ‘012003017217’ and pass­

word =  ‘850719’ ;

However, if a string ’ or ‘ 1’ =  ‘1 is entered as the password, and 012003017217 

is the student number, then the following SQL statement is generated: 

select * from student-table where studentnumber =  ‘012003017217’ and pass­

word =  ”  or ‘ 1’ =  T ’ ;

As 1 =  1 is always true, the attacker can illegally access the academic records 

of the student whose student number is 012003017217 without really knowing 

the password.

• Query flood

Query flood is a type of attacks that can be conducted towards databases. By 

issuing a very large number of requests, a subject or a set of subjects can flood 

the database, therefore causing the database server to be unable to answer the 

requests from honest subjects within the reasonable response time [7].

• Role-based access control (RBAC)

RBAC is an approach to restricting system access to authorized users. In 

RBAC, permissions are not granted to users directly; instead, they are assigned 

to roles. The users can get the permissions associated with the role or roles
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he/she is assigned to [10, 34, 24].

• False positive and false negative

False positive and false negative are two concepts used to describe possible 

statistical errors [2]. Abstractly, the former one means “rejecting null when null 

is true” while, in contrast, the latter one means “retaining null when null is 

false” [23].

In the context of intrusion detection, a negative instance means a legitimate 

transaction and a false negative refers to an intrusion considered legitimate; 

a positive instance means an illegitimate transaction (intrusion) and a false 

positive refers to a legitimate transaction recognized as an intrusion.
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Chapter 3 

Literature Review

3.1 Generic Intrusion Detection System Model

Intrusion detection systems(IDSes) are software and/or hardware designed to detect 

unwanted attempts at accessing, manipulating, and/or disabling of computer systems 

[3]. They have been proved effective and efficient to detect actions that attempt to 

compromise the confidentiality, integrity or availability of a digital resource, namely 

intrusions [12], since Dorothy Denning [9] first proposed the concept of intrusion 

detection.

The basic idea of intrusion detection is that the models of normal usage of the 

system can be built based on security rules, and an intrusion will always involve some 

abnormal usage of the system. Therefore, the IDS can compare the usage of the 

system against normal usage and any significant deviations from normal usage will 

be flagged as abnormal usage. Figure 3.1 [16] depicts a generic intrusion detection 

model which is independent from any particular systems, application environments, 

system vulnerabilities and intrusion types. This model, introduced as a framework 

for a generic intrusion detection system, is an abstract model for further development 

in this area.
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A udit Trail/U etw ork P ack ets /A p p lica tion  T r a ils

Generate New P ro file s  Dynamically

Figure 3.1: A generic intrusion detection model (From [16])

3.2 Intrusion Detection Classification

3.2.1 Signature-based IDS versus Anomaly-based IDS

There axe a lot of IDS models which have been developed and all of them are either 

signature-based or anomaly-based. Generally speaking, signature-based IDSes can 

detect previously known attacks very well but do little when encountering original 

intrusions; while an anomaly-based IDS is able to detect new/unseen attacks but may 

have a high false positive rate.

Signature-based IDS

Some intrusions follow well-defined patterns of attacks that exploit vulnerabilities 

of computer system and applications, so a straightforward idea of detecting such 

intrusions is to portray the patterns (signatures) of attacks in advance and store 

them in a database of signatures against which the users’ behaviors are matched. In 

this way, intrusions can be detected as long as the corresponding signatures exist. 

This idea actually forms the fundamental methodology o f a signature-based intrusion
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detection system, also known as a misuse-based intrusion detection system. The 

explicit patterns, or signatures, that are previously characterized can be typical strings 

of attacks or a sequence of suspicious actions; for example, a network packet may be 

a pattern if it has the same source and destination IP addresses, which indicates a 

Land attack is under way [1],

As we can see, the detection ability of a signature-based IDS mainly depends on 

the database of previously written signatures, since the IDS must know explicitly 

about an attack before being able to detect it, and in this case, the database of 

signatures must be updated constantly to include as many signatures as possible, in 

order to maintain its effectiveness.

Anomaly-based IDS

An anomaly-based IDS refers to anomalous behaviors that deviate from normal be­

haviors, and such anomalous behaviors are considered potential intrusions. A  simple 

example is that the user Bob in a bank usually uses his office computer between 

9:00AM and 5:00PM, so if someone attempts to log into the computer using Bob’s 

account at mid-night, we can say this behavior is anomalous, and may be an intrusion.

The above description shows that for an anomaly-based IDS, it is significant to 

build models for normal behaviors in advance which are usually named profiles. Ma­

chine learning algorithms are often applied to build the profiles necessary and the 

statistical measures of the system features; for example, the time, source/destination 

IP addresses, CPU usage, etc., can be taken into consideration. This process that 

creates normal profiles is called the training mode, and in order to portray normal 

behaviors, the IDS needs a lot of intrusion-free training data to build the profiles.

In detection mode, the anomaly-based IDS works by comparing any new behavior 

with normal profiles using some distance measures, and whenever the distance crosses 

the preset threshold, the new behavior is recognized as an anomaly and the IDS will 

alarm the administrators.
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As the normal behaviors of a user or other subjects may change as time goes on, it 

is necessary to update the profiles so that they can represent the most recent normal 

behaviors.

Comparisons of Signature-based IDS and Anomaly-based IDS

Signature-based IDS

The central premise for a signature-based IDS to work effectively is that it can extract 

the signatures of previous intrusions. For intrusions whose signatures have been 

stored, the IDS can detect them accurately, which means it has low false positives.

However, it is highly unrealistic in practice to get the signatures of all intrusions 

since people keep creating new types of intrusions. As we can see, signature-based 

IDS can actually do little when unknown attacks happen, which may cause high false 

negatives, and this is the biggest limitation of this type of IDS. Another problem 

is that an intrusion can have many variants, and sometimes a new variant can be 

created by simply adjusting the input (s). Therefore, what an attacker needs to do 

to avoid being detected by the IDS is just to change the input because the signature 

of the new variant may not be in the signature database, which also can cause false 

negatives.

In summary, a signature-based IDS usually has low false positive rate but has high 

false negative rate.

Anomaly-based IDS

The main assumption of anomaly-based intrusion detection is that attacks are anoma­

lous behaviors that deviate from normal behaviors. Such type of IDS compares new 

behaviors with profiles that can represent normal behaviors. The most significant 

advantage of anomaly-based intrusion detection is that it can deal with unknown 

intrusions.

One problem is that the profiles cannot always include all normal behaviors, which
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makes some legitimate behaviors be considered anomalous and cause high false posi­

tive rate. Additionally, the administrator needs to decide a threshold for the distance 

measures used in the detection mode, and as an anomaly-based IDS is often subject to 

high false positives, the administrator may prefer a higher threshold. This, however, 

may make some real attacks unrecognized. Moreover, an attacker may slowly modify 

or spread his/her behaviors over time to cause the distance between the behaviors 

and profiles to be under the threshold so that they cannot be detected. They can even 

change the profiles bit by bit to what he/she wants if the profiles are being updated 

constantly (although it is really time consuming).

In summary, anomaly-based intrusion detection can detect previously unknown 

attacks but often has high false positives.

3.2.2 Network-based IDS versus Host-based IDS versus Database- 

based IDS

The research on intrusion detection has been on going for more than 20 years, most 

of which is either at the network level (network based IDS) or at the host level (host- 

based IDS); it was not until very recently that some researchers began to focus on 

database intrusion detection, taking into account special features of DBMS such as 

SQL statements.

Either network-based intrusion detection or host-based intrusion detection can be 

signature-based or anomaly-based. Therefore, there are four combinations in total:

• Signature-based network intrusion detection

• Anomaly-based network intrusion detection

• Signature-based host intrusion detection

• Anomaly-based host intrusion detection
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Network-based Intrusion Detection

Network-based intrusion detection is the most active area in intrusion detection re­

search. Typically, it monitors the network traffic and builds models for normal traffic 

(anomaly-based) or extracts signatures of intrusions like Denial of Service (signature- 

based). Currently, people are paying more attention to anomaly-based network in­

trusion detection because there are often many new types of attacks on networks 

that only anomaly-based intrusion detection can deal with. The authors of [17] give 

a detailed comparative study of several anomaly-based network intrusion detection 

schemes, including both supervised ones and unsupervised ones.

Host-based Intrusion Detection

Host-based intrusion detection, in contrast, usually works at the operating system 

level, monitoring each user’s behaviors (usually the log files of each user). Lee et al. 

[13] introduce an anomaly-based host IDS for UNIX systems using a Self-Organizing 

Map (SOM) to test if the behavior of a user is anomalous.

Database-based Intrusion Detection

Database-based intrusion detection is a relatively new branch in intrusion detection 

research and not much research has been done. The next section will focus on database 

intrusion detection.

3.3 The Necessity of Database Intrusion Detection

Databases, needless to say, play important roles in information systems, but their 

security problems have caused a huge amount of loss. According to the FBI Computer 

Crime and Security Survey in 2005 [11], the 700 surveyed entities reported a loss 

of $30,933,000 due to the theft of valuable information, most of which is stored in
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databases.

Admittedly, we already have many security mechanisms used in DBMS like autho­

rization, authentication and integrity control which can solve a lot of database security 

problems; we can also use encryption, firewalls and anti-virus products to maintain 

security. But intrusions and insider abuses still exist. A  key weakness of traditional 

security mechanisms is that as long as a user logs into the DBMS successfully, he/she 

will no longer be monitored. Therefore, a database IDS that can continuously moni­

tor every user’s behavior will be a meaningful complementary security mechanism for 

database systems.

In addition, although there are many network-based and host-based IDSes devel­

oped, these IDSes cannot detect malicious or misuse behaviors at the database level 

well because most of them do not work at the application layer and the audit mech­

anisms at the host (actually operating system) level or at the network level cannot 

reflect a database user’s behavior accurately. So as long as a ‘bad guy’ is a user with a 

legal account on the system and he/she does not cause network traffic anomalies, any 

illegitimate actions to try to gain database privileges will be invisible to the current 

IDS.

Even though some network-based IDSes or host-based IDSes indeed work at the 

application layer, which means they can usually have more accurate detection func­

tionalities for a specific application, they are still not able to ideally detect intrusions 

targeted at databases. For example, SQL-injection attacks are out of control what­

ever network-based IDS or host-based IDS people use because none of them take into 

account the special features a DBMS has.

Moreover, both network-based intrusion detection and host-based intrusion detec­

tion mainly focus on detecting intrusion from external users; however, people find the 

key threats for databases are the privilege abuses of internal legitimate users [28, 4].

Therefore, it is undeniable that research on database intrusion detection is imper­

ative and meaningful, and with deployment of the IDS at the database level where
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valuable data is stored, it will be much more difficult for attackers to carry out at­

tacks such as SQL-injections targeted at a database so that the security of a database 

can be largely improved. Also, although database intrusion detection by taking into 

account the distinctive characteristics of DBMS can surely be a promising comple­

ment to database security, it is not aiming to replace traditional database security 

mechanisms.

3.4 Review of Current Database IDS Research

Very limited work on database intrusion detection has been done and all of the 

database IDSes that have been developed can fall into three categories:

• Signature-based database intrusion detection

• Anomaly-based database intrusion detection

• Hybrid database intrusion detection

3.4.1 Signature-based Database Intrusion Detection 

DEMIDS

DEMIDS, introduced in [8], is a misuse-based IDS coupled with some anomaly-based 

intrusion detection characteristics. Through the notion of distance measure that can 

measure the closeness of a set of attributes, the domain knowledge of the database 

such as the data structure and semantics specified in the database is considered. Based 

on the assumption that typically a user will only access some particular attributes 

and data in a schema or database, Chung et al. then introduce the concepts of work 

scope and frequent itemsets (which can be considered as signatures) to capture the 

attributes that are often referenced together by a user. DEMIDS then uses its novel 

machine learning algorithm to discover all frequent itemsets in audit sessions and
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Dataflow

Figure 3.2: Components of the DEMIDS architecture (From [8])

builds profiles for users. In the detection module, it collects the new audit data in the 

form of newly issued SQL statements by a user, and then compares them against the 

derived profiles of this user. If the attributes contained in the new SQL statement 

are not equal to any frequent itemset or its subsets in stored in the profiles of that 

user, the user is recognized an attacker because he/she is trying to go out of his/her 

work scope. Figure 3.2 [8] depicts the system architecture of DEMIDS. We can see 

that it consists of four components: Auditor, Data Processor, Profiler and Detector. 

In order to exploit some functionalities of the database such as auditing and query 

processing, the DEMIDS is tightly coupled to the existing DBMS.

The Auditor is responsible for collecting interesting audit data of users by audit­

ing their queries by making use of the auditing functionality of the DBMS. These
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monitored features are then recorded in audit logs. The Data Processor is used to 

preprocess the raw data in the audit logs, for example, it handles missing values and 

converts the raw data into proper data structures and types for the Profiler. Another 

crucial responsibility of the Data Processor is to group the raw audit data into differ­

ent audit sessions, for instance, based on different UserlD. The Profiler generates a 

profile for each audit session during the training process while the Detector computes 

a score for each new audit record to determine if user activities are abnormal during 

the detection stage.

Comments:

The paper introducing DEMIDS also presents the theoretical proof that it can perform 

effectively using itemsets; moreover, the Data Processor can also group audit data 

based on roles so that that we need much fewer profiles.

But this IDS assumes domain knowledge encoded in a certain database schema 

while building user profiles, and this can potentially weaken the generic applicability 

of this system. In addition, it utilizes the auditing and query processing functionalities 

provided by the DBMS, which may make the IDS unable to respond in time when a 

misuse happens.

DIDAFIT

DIDAFIT is a signature-based IDS proposed in [20, 18]. This IDS assumes all users 

are application users and it characterizes legitimate transactions (SQL statements is­

sued) by abstracting their fingerprints instead of fingerprinting illegal SQL statements. 

It collects legitimate SQL statements to form a database of legitimate fingerprints, 

against which a newly issued SQL statement is matched, and if the system cannot 

find a corresponding fingerprint, the SQL statement would be considered illegitimate. 

In order to include as many legitimate transactions in the database of fingerprints 

while ensuring that the database is still not too large, algorithms are developed to
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Figure 3.3: Architecture of DIDAFIT (From [20, 18])

summarize the fingerprints and deduce missing fingerprints. Figure 3.3 [20, 18] por­

trays the architecture of DIDAFIT. Assuming the database of legitimate fingerprints 

has already been set up, the system works as follows:

1. The application user issues a legitimate or illegitimate service request to the 

application server.

2. The application server then formulates the necessary SQL statements and issues 

them to the database server through the corresponding database user.

3. The database user then logs into the database. Meanwhile, the database ses­

sion is traced and all SQL statement received from the application server are 

channeled to the misuse detection module.

4. In the misuse detection module, the SQL statement are matched against the 

legitimate fingerprints and examined if there are corresponding ones.

5. If a SQL statement cannot find a corresponding legitimate fingerprint, an anomaly 

or intrusion is detected and it will be channeled to the reaction module. Possi­

ble responses that can be taken include notifying the DBA, sounding an alarm 

and so on.

Comments:
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The key advantage of this IDS is that it produces very low false positives especially 

when the database of legitimate fingerprints is complete; moreover, it causes little 

overhead to the database system. It is also interesting that it can automatically de­

duce missing legitimate transactions, and even allow the existence of some illegitimate 

transactions during the process of mining fingerprints.

However, DIDAFIT can only deal with limited variants of standard queries. More­

over, as it assumes all users can only interact with the database server through the 

application server and there are no direct user-database interactions, it actually could 

not be used at the database administrator (DBA) level, which indicates some privi­

leged users such as the DBA axe still out of control.

Intrusion Detection In Real-time Database Systems via Time Signatures

Victor C.S. Lee et al. present an IDS designed for real-time database systems [19]. 

The real-time properties of data, mainly the time semantics of data objects, are 

exploited to detect intrusions. Update rates are taken into consideration as time 

signatures at the sensor level. Any request of update issued out of the expected time 

will trigger alarms. The core of this method is actually to embed security rules into 

data objects. These rules specify constraints that define the correct state of a data 

object and the relationship of objects as well as the action to be taken over the events 

such as rejecting the anomalies.

Comments:

This IDS produces low false positives like other signature-based IDSes, and although 

it is designed for real-time database systems, its application can be extended to some 

non-real-time database systems in which time signature can be portrayed.

However, if the time correlations or the expectation of update transactions are 

not obvious in a database system, this IDS cannot perform effectively. Additionally, 

it only monitors sensor transactions, or specifically only update transactions, so it is
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Figure 3.4: Overview of Valeur’s System (From [37]) 

able to do little when other types of intrusions occur.

3.4.2 Anomaly-based Database Intrusion Detection

Learning-based A pp roach  to  the D etection  o f  SQL A ttacks

Fredrik Valeur et al. developed an anomaly-based IDS that constructs profiles re­

flecting normal database transactions performed by web-based applications using a 

number of different statistical models [37]. String Models can portray normal string 

length, string character distribution, etc, while the Data Type Independent model 

can portray common integer values.

An overview of the system architecture is shown in Figure 3.4. The IDS taps 

into the communication channel between web-based applications and the back-end 

database server so that all queries issued by the applications can be intercepted and 

sent to the IDS for examination. The IDS parses the SQL statements and selects 

which features of the statements should be modeled. In the training phase, features 

selected from the first training set are fed to build profiles and those from the second 

training set are used to generate a threshold. An anomaly score for every query will 

be generated to check if it is anomalous in the detection phase.

Comments:
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As we know, SQL injection is a kind of attack specifically towards the database 

systems, and it has already become a significant threat to database-based applications. 

The most important contribution of this approach is that the IDS performs very well 

when SQL injections happen. Its another advantage is that it can detect some mimicry 

attacks, too.

The proposed IDS, however, is limited to detecting three classes of SQL-based at­

tacks which are SQL injection, cross-site scripting and data-centric attacks, so other 

types of attacks like query flood cannot be detected effectively. Additionally, the 

overhead caused by the IDS is not ignorable. Another significant limitation of this 

approach is that it requires some modification to the library responsible for commu­

nication between applications and database servers, resulting in that it can only be 

used in an open source database such as MySQL, which indicates that it is infeasible 

for this IDS to be extended to most commercial DBMS such as DB2, Oracle and SQL 

Server.

D atabase Intrusion D etection  cou p led  w ith  R ole-based  A ccess C ontrol

Elisa Bertino et al. introduce Role-based Access Control (RBAC) into the database 

intrusion detection research in [6]. The major point of this work is that it assumes 

eight application roles and builds profiles for roles instead of for individual users, so 

that the number of profiles necessary can be dramatically reduced. The system’s 

architecture has four main components: the user that issues queries, the conventional 

DBMS mechanism that processes queries, the database log files that record queries 

and the intrusion detection mechanism that detects intrusions. The latter three com­

ponents constitute the new extended DBMS integrated with an independent IDS 

working at the database level. Figure 3.5 illustrates the working flow of the system. 

The log files are updated whenever a new query is issued. In the training phase, the 

system mines the existing log files and builds profiles for roles while in the detection 

mode, every newly issued SQL statement is examined to determine if it is anomalous
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Figure 3.5: Overview of the intrusion detection process of Bertino’s system (From

[6])

based on the profiles. An alarm will be raised if an anomaly is detected. A Naive 

Bayes Classifier is used in the training and detection phases. The profiles can be 

updated periodically so that they can represent the most recent activities of roles.

To give more details, using a Naive Bayes Classifier, each role is considered as a 

class and profiles for each class are built, which is called supervised training. Then in 

the detection phase, a Naive Bayes classifier also predicts a role for every new query, 

and if the predicted role is different from the original role associated with the query 

checked, an intrusion is detected. It is also worth mentioning that using a Naive Bayes 

classifier, most of the computational tasks can be done during the training phase [21], 

so the detection latency can be minimized.

According to different security requirements, the IDS can work at three granular­

ities by generating varying triplets used in the training phase from log files: coarse 

triplet, medium triplet and fine triplet. The first one can only reflect the number of 

relations and attributes accessed, the second one can show which tables are accessed 

and the number of attributes accessed in every table, and the last one can illustrate 

precisely which tables and attributes are accessed.
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C o m m e n ts :

As this work is coupled with RBAC and profiles are built for roles rather than for 

individual users, much fewer profiles are needed so it is easier for this IDS to be 

used in large organizations. Also because of the short detection latency, the IDS can 

respond in time when intrusions happen. Moreover, users assigned to privileged roles 

could be monitored as well with a simple extension.

But one problem is it only assumes eight application roles, which is far from 

realistic, and it also fails to take into the situation that a user’s behavior deviates 

from the role assigned but not enough to be recognized as another one, which may 

cause false negatives. Certainly another obvious problem is that this system could 

not be used in a DBMS that does not support RBAC, which narrows the application 

of this IDS. Kamra et al. extend this work using unsupervised machine learning 

techniques [15]. K-centers or k-means algorithms are applied to train the data so 

the users are grouped and profiles are constructed for every group. However, this 

approach fails to avoid high false positives/negatives.

3.4.3 Hybrid Database Intrusion Detection

Database IDS Detecting Query Flood

Elisa Bertino et al. exploit information theory to detect a specific type of attack 

towards databases - query flood [7]. It can work either as misuse intrusion detection 

by analyzing and mining the log files and focusing on the frequency of commands of 

a specific type, or anomaly intrusion detection based on modeling access profiles and 

using them to detect unusual actions. In their IDS, the objects monitored are not 

users but the database or tables in the database.

C o m m e n ts :

This approach is able to detect query flood effectively and it can support varying 

security granularities flexibly since it not only can analyze and model for an entire
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database, but also is able to focus on a particular table; however, the most obvious 

drawback is that it can do nothing to detect other types of attacks. Another problem 

is that as it monitors the whole database or tables instead of users, it is hard to 

react without influencing other legitimate users when attacks are detected because 

it does not know where the attacks come from and therefore is not able to stop the 

connection between attack sources and the database directly. A possible method is 

to temporarily deny all access requests to the database or to some particular tables, 

which, however, also causes denial of service.

3.4.4 Intrusion Prevention System

Strictly speaking, an intrusion prevention system (IPS), which can predict and prevent 

intrusions, is different from an IDS, but it can be also considered as an extension to 

an IDS.

Ramasubramanian et al. present a distributed real-time IPS called Intelligent 

Multi-agent Based Database Hybrid Intrusion Prevention System [30, 33]. This ap­

proach applies both misuse prevention and anomaly prevention. The misuse preven­

tion module is rule based and the rules include those authorized permissions and 

privileges [29]. The anomaly prevention module uses ensemble Quickprop neural net­

works to forecast potential intrusions (see [32, 31] for details of ensemble Quickprop 

neural networks).

The architecture of the misuse prevention module, namely the Dynamic Access 

Control System, is shown in Figure 3.6. It consists of five components: XML Database 

Server, Query language Component, Database Manager, Rule Events Manager and 

Query Processor. The architecture of the anomaly module is presented in Figure 

3.7. The Host Agent is embedded into every host system and monitors each host’s 

behaviors, while the Information Agent acts as the data processing unit and data 

repository for the Host Agent. More specifically, the Information Agent collects and 

stores user profiles for all users from various Host Agents.



Figure 3.6: The Authorization Rule System Architecture (From [29])
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Figure 3.7: Multi-Agent based Database Statistical Anomaly Prediction System 

(From [30])

C o m m en ts :

The most noteworthy point of this approach is its use of a neural network to 

observe users’ previous behaviors and predict their future actions so that intrusions 

can be prevented before they occur.

But when detecting intrusions after they happen still often suffers from high false 

positives and false negatives, it is easy to imagine that predicting intrusions may prob­

ably be more inaccurate, which is indeed the major problem of this IPS. Particularly, 

the prediction for users whose behaviors are not very regular is quite inaccurate. 

Moreover, using neural networks usually requires a very large set of training data 

which sometimes is not easy to obtain.
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3.5 Chapter Summary

This chapter has surveyed the intrusion detection research, particularly paying atten­

tion to database intrusion detection.

After introducing some fundamental concepts of intrusion detection, we discussed 

the database intrusion detection and then devoted a large part of this chapter to 

reviewing several database intrusion detection approaches presented in the recent lit­

erature. Similar to the network and host intrusion detection research, people have 

also introduced anomaly-based detection and signature-based detection into database 

intrusion detection; moreover, some researchers apply hybrid approaches to detect in­

trusions. For every IDS presented, we introduced its main assumptions, models of 

gaining signatures or building profiles, models of detection, and its system architec­

ture. In addition, the advantages and drawbacks of each system were analyzed.
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Chapter 4 

Preliminaries

4.1 Role-based Access Control

Role-based access control (RBAC) has been discussed a lot since the mid 1990s [10, 24, 

34]. The primary goal of RBAC is to provide a more neutral and flexible access control 

alternative to traditional discretionary access control (DAC) and mandatory access 

control (MAC) when people need to manage complex systems with large numbers 

of users and data items. Osborn et al. propose how to configure RBAC to enforce 

DAC and MAC [27] so that RBAC can replace DAC and MAC in many practical 

cases. Currently, there are two mainstream categories of RBAC models -  the ANSI 

standard model [14] and the Role Graph model [24, 25]. The components of these 

models are presented in Figure 4.1 and Figure 4.2 [26], respectively.

Although important differences exist between the ANSI standard model and the 

Role Graph Model, this section focuses on the fundamental ideas of RBAC instead of 

comparing the two models. RBAC has three main components named users, roles 

and perm issions (privileges). In order to do certain operations within the system, 

a user has to gain appropriate permissions in advance. However, permissions in RBAC 

are not granted to the user directly; instead, they are assigned to a role or roles. The 

user can get the permissions associated with the role or roles he/she is assigned to.
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Role Hierarchy

Figure 4.1: Components of the ANSI RBAC (From [26])

Figure 4.2: Components of the Role Graph Model (From [26])
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4.1.1 Role Hierarchy

The concept of role hierarchy is introduced in both the Role Graph Model [24] and 

the ANSI model as the hierarchical RBAC [14]. In the hierarchical RBAC, a role 

in the role hierarchy inherits all permissions associated with the roles junior to it. 

For example, in a company’s database system, we suppose the role Sales Manager is 

senior to another role, Sales Representative, and in this case, the former role gets all 

permissions the latter one has.

Something we should notice is that while a role is usually the reflection of a job 

position, a senior job position, however, does not have to associate with a role also 

senior in the role hierarchy. This can be exemplified by the fact that the CEO is 

a very high job position in the company who, however, does not have to access to 

a customer’s credit card number that the corresponding Sales Representative must 

know. Actually, in many cases, a senior job position in the company can correspond 

to a junior role in the role hierarchy of the database.

4.1.2 Abstract Roles

Having abstract roles is a concept originating from object-oriented systems, and both 

the ANSI and Role Graph models allow such roles. In general, an abstract role is a role 

to which no user is assigned. This concept is very helpful when several job positions 

need common permissions to complete their work. We give an example below to 

show when we can have the abstract roles. Suppose we have 5 users (U\ ~  U&) and 6  

permissions (Pi ~  P6) in a system. The users Ui, £ / 2 and U3 request for permissions 

Pi, P 2 , P?j and P4  while the other two users want P3 , P4 , P5 and P q. S o we can have 

three roles -  Ri gets Pi and P2, and P 2 gets P5 and P6; they are both senior to P 3 to 

which P3  and P4  are assigned. Then Ui, U? and U3 are assigned to P i and U4 and I/ 5  

are assigned to P 2 so that each user gets necessary permissions. In this example, P 3  is 

an abstract role. Figure 4.3 illustrates the user-role and role-permission assignments
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Figure 4.3: An example o f the abstract roles

of this example.

4.2 Adventure Works

AdventureWorks, based on which our system is built and tested, is a sample database 

provided with SQL Server 2005 by Microsoft [22]. It is the database of a fictitious 

company that manufactures bicycles and sells them to North America, Europe and 

Pacific markets. This database contains 290 users and 69 tables in total. As SQL 

Server 2005 can support RBAC, we design 32 roles with role hierarchy for various job 

functions. Our system focuses on the Sales and the Marketing Departments which 

have 18 and 9 employees, respectively (Figure 4.4 shows the hierarchy of the roles 

within these two departments). In the database, each employee has only one legal 

account (we use each employee’s EmployeelD to represent his/her unique account 

in the following chapters). In addition, 12 roles belong to the Sales and Marketing 

Departments, including 2 abstract roles that no users are assigned to; 17 tables or 

views in total are referenced by the Sales and Marketing users. We number these



33

Figure 4.4: Role hierarchy of the Sales Department and the Marketing Department

tables (views) from 0 to 16 (see Table 4.2 for details). We also design 6  applications 

for the Marketing Department and 25 ones for the Sales Department based on the 

scenarios of the Adventure Works. For example, Figure 4.5 exemplifies the SQL state­

ment which corresponds to the application that can be used to query the first nam e 

and last nam e of each individual customer in Europe. The permissions for invoking 

certain applications will be assigned to corresponding roles later.

4.3 Raw Data Format

Although using the log files of the DBMS is a quite direct and easy approach to 

collecting data, we prefer to use our own data collection mechanism considering our 

possible future research. For each transaction issued by a user, the information of 

6  features is collected, including the E m p loyeelD  and associated R o le lD  of the 

user issuing it, the tim e when the transaction is issued, the IP  address where the



Table (View) name Table (View) number

Sales.Individual 0

Sales. Customer Address 1

Sales.SalesOrderHeader 2

Sales. SalesOrderDetail 3

Sales. StoreContact 4

Sales. Store 5

Sales.Customer 6

Sales.SalesTerritory 7

Sales. Salesperson 8

Sales. vSalesPersonSalesByFiscal Years 9

Person.Address 1 0

Person.StateProvince 1 1

Person.Country Region 1 2

Person.Contact 13

Person. ContactType 14

Production.Product 15

Purchasing. ShipMethod 16

Table 4.1: The tables (views) numbered

SELECTFi rstName,Last Name 
from Person, contact as c

join Sales.individual AS I
on c.contactiD = i.contactio JOIN Sales.Customer AS CuON I.customerID = cu.customerID 

join sales.salesTerritory as TeON Te.territoryio = Cu.TerritoryiD 
where cu.customeriype = 'i' and Te.[Group] = 'Europe

Figure 4.5: An example of applications we design
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transaction is from, the access ty p e  (direct or through application) and the SQL 

statem ent. They will be further parsed for training and testing (see Table 5.2 and 

Table 5.3 for details).

4.4 False Positives and False Negatives

We have presented the abstract definitions of the false positive and false negative in 

Chapter 2. Here we explain these two concepts in more details.

The false positives and false negatives are wildly used to measure the accuracies 

of some actions. A typical example is that people, in medicine, often evaluate the 

accuracy of medical tests by measuring their false positives and false negatives. A 

false positive occurs when the test shows that a healthy person has AIDS; and if the 

patient indeed has AIDS but the test result is negative, then it is a false negative.

Additionally, people use the false positives and false negatives to measure the 

behaviors of intrusion detection systems, too. In detection mode, legitimate opera­

tions that are recognized as intrusions form false positives, and the intrusions that 

are considered legitimate become false negatives. In order to reflect the accuracies 

of detection behaviors of the IDSes more reasonably, people often calculate the false 

positive rate and false negative rate instead of only considering the numbers of false 

positives and that of false negatives. We present how to calculate the rates below:

n u m b e r  o f  f a l s e  p o s i t iv e s
F a l s e  p o s i t iv e  ra te

to ta l n u m b er  o f  n e g a tiv e  in s ta n c e s  (le g it im a te  o p era tio n s)
(4.1)

F a l s e  n e g a tiv e  ra te  =
n u m b e r  o f  f a l s e  n e g a tiv e s

tota l n u m b er  o f  p o s i t iv e  in s ta n c e s  (in tr u s io n s )
(4.2)

In the literature of IDS research, we find that most anomaly-based IDSes can 

achieve relatively low false negatives, but reducing the false positive rate looks more 

difficult. Therefore, particular attention is paid to how to decrease the false positive
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rate when we design our database IDS. We may use the terms false positive and false 

negative to represent false positive rate and false negative rate, respectively.

4.5 Chapter Summary

At the beginning of this chapter, we briefly introduced RBAC including its main 

components and two other concepts namely role hierarchy and abstract role. The 

database AdventureWorks and the role hierarchy we build for it are then presented, 

followed by the introduction to what features we collect for each transaction we 

monitor. At last, the false positives and false negatives we use to measure our system 

are explained. Comprehending this chapter well can substantially help understand 

our approach, proposed in the following two chapters, to building and testing our 

system.
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Chapter 5 

System Design

While building our system, the first problem we met is the lack of the data for 

training and tests. This is a quite common difficulty for inside threats research, 

because the companies usually do not agree to provide researchers with their real 

data, especially real cases of attacks, considering their reputations and stock prices. 

Therefore, our initial task is to generate reasonable data. After that, we need to 

design the system architecture of the IDS and choose the appropriate algorithms for 

training and detection. Finally, how to train the system and how to detect intrusions 

should be considered in quite detail. This chapter presents our approaches to dealing 

with the above problems.

5.1 Data Generation

5.1.1 Training and Testing Data Set

We initially designed 6  applications for the Marketing Department and 25 for the Sales 

Department, based on the scenarios of Adventure Works (see Chapter 4.2 for details); 

the users and the permissions of invoking the applications are then assigned to the 

corresponding roles. A user is then allowed to invoke certain applications according 

to the permissions he/she has. Table 5.1 shows the role-permission assignment and 

user-role assignment. Because of the role hierarchy, some roles inherit permissions 

from their junior roles. For example, no permissions are directly assigned to the
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role Marketing Manager but it inherits all permissions that are assigned to the role 

Marketing Specialist and Marketing Assistant since the Marketing Manager is senior 

to both the Marketing Specialist and Marketing Assistant.

All transactions are presumed to be issued through the applications in our current 

system, but our IDS can be easily extended to be able to monitor users who interact 

with the database directly, such as DBAs. In the company, a day is divided into 

three work shifts - Day [7:00:00 to 15:00:00), Evening [15:00:00 to 23:00:00) and Night 

[23:00:00 to 7:00:00), and each user only works in his/her work shift. Meanwhile, we 

also assume each department has a unique IP address space, for example, 192.168.1.0 

to 192.168.1.255, 192.168.2.0 to 192.168.2.255 belong to the Sales Department and 

the Marketing Department, respectively.

For each legitimate transaction, first, an employee in either the Sales or Marketing 

department is picked out randomly. After that, we randomly choose the time within 

the corresponding work shift (e.g. 10:16:02), the IP address (e.g. 192.168.1.79) within 

the employee’s department’s IP space and one application the user can invoke legally 

among all applications he/she is permitted to invoke. Finally, we assume that the user 

is not always interested in all attributes the application he/she invokes can access, so 

a non-empty subset of the attributes is randomly generated. In this way, a transaction 

is manufactured.

5.1.2 Intrusion Data Set

When RBAC is supported, we accept the assumption of [6 , 15] that a transaction 

(Ri, Ti) becomes an anomaly if it is changed to (R j, TJ) (i ^  j ) .  So the first step 

of generating intrusions is to manufacture a set of legitimate transactions using the 

methods described in Chapter 5.1.1. With the consideration of role hierarchy, we 

change each transaction’s associated RolelD to another one that is not equal or senior 

to the original one. The reason why the new role cannot be senior to the old one is 

that a senior role has all permissions the junior one has, as presented in Chapter 4.1.
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RolelD RoleName Application EmployeelD

5 Marketing Assistant Appl-M A, App3-MA 2, 269, 272

6 Marketing Specialist Appl-M S, App3-MS 46, 106, 119,

203, 271

7 Marketing Manager 6

8 SalesRepInEU Appl-EU, App6 -EU 285, 286,

289

9 SalesRepInNA Appl-NA, App 6 -NA 275, 276,

277, 278,

279, 280,

281, 282,

283, 287

1 0 SalesRepInPA Appl-PA, App6 -PA 290

1 1 SalesManagerlnEU AppMngl-EU, AppMng2-EU 284

1 2 SalesManagerlnN A AppMngl-NA, AppMng2-NA 268

13 SalesManagerlnPA AppMngl-PA, AppMng2-PA 288

14 VPSale App-VP 273

Table 5.1: Role-permission assignment and user-role assignment
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Figure 5.1: System working process

For example, Marketing Manager is senior to Marketing Analyst (see Figure 4.4), so 

if (Marketing Analyst, T m a ) is legal, (Marketing Manager, Tm a ) must NOT be an 

intrusion.

For the user profiling IDS, we assume role information is unavailable, and there­

fore, we can only simply change the EmployeelD to a new one while generating an 

intrusion.

5.2 System Architecture

Up to now, we have transferred our work into a classification problem. The next 

challenge is to find a classifier, using which we can achieve relatively low false posi- 

tives/negatives. We also hope the computational costs of the classifier are acceptable, 

especially for detection mode because we expect short latency when an intrusion oc­

curs. This section and the next section describes the system architecture of our IDS 

and the classifier we use in detail, respectively.

Figure 5.1 shows the main components of our system, as well its working pro­

cess. The D ata  G en erator generates data for both training and testing. The D ata 

C o lle ctor  collects transactions containing features listed in Chapter 4.3. Each trans­

action collected is then passed to the Parser which further parses the transaction
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Collected feature Feature value

EmployeelD 287

RolelD 9

Time 10:32:09AM

IP address 192.168.1.95

AccessType 1  (through application)

SQL statement SELECT S.Name FROM Sales. Store 

AS S JOIN Sales.Customer AS Cu 

ON S.CustomerlD =  Cu.CustomerlD 

JOIN Sales. SalesTerritory AS Te ON 

Te.TerritorylD =  Cu.TerritorylD WHERE 

Cu.CustomerType =  ’S’ AND Te. [Group] =  

’Europe’

Table 5.2: An example of a collected transaction in raw format

and forms necessary features for training or detection. Its duties include changing 

the exact time the transaction is issued to the corresponding work shift and the exact 

IP address the transaction comes from to the corresponding DepartmentID. It also 

transfers the feature SQL statement to four features, including query type, referenced 

tables, the number of attributes in the answer and area constraints. We use a string 

to represent the referenced tables according to each table’s number. Table 5.2 and 

Table 5.3 illustrate a collected transaction and its format after being parsed. The 

string 00000 1 1 1 0 0 0 0 0 0 0 0 0  in Table 5.3 representing the referenced tables (views) in­

dicates that this sample transaction requests for the access to the Table No.5, Table 

No . 6  and Table No.7 in the database (see Table 4.2 for details). Another point we 

should state is that the two Data Collectors in the training module and the detection 

module have the same functions, and so do the two Parsers.
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Feature Feature value

EmployeelD (ignored for 

role profiling )

287

RolelD (ignored for user 

profiling)

9

WorkShift Day

DepartmentID 3 (Sales Department)

AccessType 1  (through application)

QueryType SELECT

ReferencedTables 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0

NumberOfAttributes 1

AreaConstraint Europe

Table 5.3: An example of a transaction after being parsed

5.3 Classifier

5.3.1 Decision Tree

The first machine learning classifier we considered is the decision tree which represents 

learned functions by a tree [21]. With the learned decision tree, the classification of 

an instance with the features is turned into sorting through the tree until arriving at 

the corresponding leaf node. The value of the leaf node is the DECISION. Figure 5.2 

is a simple sample decision tree cited from [21]. This decision tree is used to make the 

decision whether people should go out to play tennis. For example, there are two days 

shown in Table 5.4. We sort though the nodes Outlook (Rain), Wind (Strong) and 

finally arrive at the decision NO for Dayl; for Day2, we go though Outlook (Sunny), 

Humidity (Normal) and find the decision YES.

As we actually decided not to use the decision tree classifier at last, we will not 

introduce many details of its training algorithm, which involves a lot of information
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Day Outlook Temperature Humidity Wind

Dayl Rain Cool High Strong

Day2 Sunny Mild Normal Weak

Table 5.4: Two sample days

High Norm al Strong Weak

/  \  /  \
No Yes N o Yes

Figure 5.2: A sample decision tree (From [21])

theory knowledge (refer to [2 1 ] for details if interested); however, we focus on the 

reasons why we believe this classifier is not an appropriate one for our IDS in the 

following paragraphs.

In general, we can make use of the decision tree in two different ways. The first 

way is more traditional. We build a two outcome class (YES or NO) tree for each 

role/user. Then when a role/user issues a new transaction, we sort the corresponding 

decision tree to determine if it is an anomaly. The other way is to build only one 

tree but this tree has more outcome classes. For such decision tree, each role/user 

is a possible outcome so that the values of the leaf nodes are no longer only YES 

or NO, but the RolelDs/UserlDs. Then every newly issued transaction is classified 

to a RolelD/UserlD by sorting through the tree. If the one we get from the tree is 

different from the original one associated with the transaction, we raise an alarm.
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Unfortunately, we finally tend to believe that both approaches are not satisfac­

tory. The first problem with the former approach is related to the necessary training 

data. We need both positive and negative instances to build the decision tree in this 

case, but how can we get the positive instances (intrusions)? One approach is to 

manufacture the intrusions ourself; however, we find that this makes the behavior of 

the IDS mainly depend on the quality of the intrusion set, and that we can actually 

control its behavior by controlling the positive instance set and test data set. For 

instance, if we include some category of the intrusions in our training data, then the 

IDS can be very powerful when detecting this kind of intrusions. Obviously, we can 

reduce the false positives and false negatives just by feeding the transactions we have 

considered during the training mode to our IDS. This makes the tests meaningless. 

More importantly, it is very difficult for people to collect enough real intrusions for 

training purpose in reality. That is one of the reasons why most IDSes prefer the 

algorithms that require attack-free training samples.

The latter approach to exploiting the decision tree does work. However, the built 

tree is far too large (imagine how complex it is when we have thousands of users). 

Apparently, it is unrealistic to build such a decision tree for the individual users. 

Even when we have role information and build profiles for the roles, we still feel it is 

unbearable due to its low efficiency. In fact, people are usually only interested in the 

binary (two outcome classes) decision tree in practice.

5.3.2 Naive Bayes Classifier

Similar to [6 , 15], we finally also chose a Naive Bayes classifier to build profiles in the 

training mode and detect intrusions in detection mode after we notice its advantages 

listed below. Firstly, its computational cost is quite low. Second, although a Naive 

Bayes classifier largely simplifies reality by assuming that all features of a class are 

completely unrelated to each other (independence assumption), it usually performs 

much more accurately than people expect. The reason is probably that as a prob­
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abilistic classifier using the Maximum A-posteriori Probability estimation, a Naive 

Bayes classifier can reach the right classification without getting accurate probabili­

ties of classes as long as the correct class has higher probability than any other classes. 

Finally, a Naive Bayes classifier is robust to noise [21].

We present the mathematical background of a Naive Bayes classifier in this para­

graph. Abstractly speaking, the probability model for a classifier is a conditional 

model:

p(C \Fx, . . .F n) (5.1)

In this model, C is a class, H is the hypothesis space ( C  6  H )  and Fi is one of the 

features that compose an instance x  of the data. The perspective of the classifier is to 

find out the most probable class when an instance x  consisting of features ( / i ,  ..., / n) 

is given. A decision rule is needed to combine with a classifier for classification; the 

most common decision rule is Maximum A-Posteriori (MAP). Using the MAP, the 

corresponding classifier is defined as follows:

c l a s s i f y ( /i ,  . . . , / „ )  =  a rgm ax p ( C  =  c\Fx =  f x, ..., F n =  f n) (5.2)
ceH

However, the calculation of p(C \F x, . . . ,F n) is very difficult. In many cases, it is 

actually infeasible. Therefore, we reformulate p(C \Fx, ..., Fn) using Bayes’ theorem:

p(C \F x, . . . , F n)
p (C )p ( F x, . . . , F n \C)

p {F x, . . .F n)
(5.3)

We notice that the denominator of (5.3) is a constant when an instance x  with features 

Fi is given, so we are only interested in the numerator which could be re-written as 

below:
p (C )p ( F 1 , . . . , F n\C)

=  p (C )p ( F 1 \C)p{F2, . . . ,F n\C, F x)
(5.4)

=  p (C )p ( F 1 \C)p(F2 \C, Fi)p(F3, . . . ,F n\C, F X, F 2)

=  p {C )p { F x\C)p(F2 \C, F x). ..p (Fn\C, F x, F 2, F3, Fn_ 0
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The next step is to apply the independence assumption to simplify Equation (5.4). 

According to this assumption, F t is completely independent from Fj when i A j ,  so 

we have p(Fi\C, F j) =  p(Fi\C). Then the Equation (5.4) can be simplified to be:

p (C )p ( F u . . . ,F n\C)

=  p ( C ) p ( F 1 \C)p(F2 \ C ,F 1 ) . . .p (F n\C ,Fu F 2 , F 3 , F n_ 1)
n

=  P { C ) J [ p ( F ,\ C )

(5.5)

%— 1

The classifier now can be transfered to:

c l a s s i f y ( f i , . . . , f n)

=  a r g m a x p {C  =  c\Fi =  / i , ..., F n =  f n)
c & H

............ r f C X f ) ......F„|C)=  a rq m a x -------- — ------— ------
ce» p (F u ...Fn)

p(C)YltMFi\c)=  a rg m a x —r ^— ^ —At  
c€H p (F i  =  / 2, . . . ,F n =  f n)

n

=  a rg m a x p {C )  n ? ( F<ic )

(5.6)

c Z H i= 1

The general principle of a Naive Bayes classifier is stated above. When it is applied 

to our IDS, features of each transaction obtained from the Parser form the features Fi 

to F n in the Naive Bayes classifier; each role (for role profiling) or each user (for user 

profiling) is a class. In the training mode, we calculate for each class the possibility 

of each observed value of each feature, based on the training samples. The detection 

task here is then turned into finding the most possible role/user who may issue the 

transaction when a new transaction with the features is given, and check if it equals 

the original one associated with the transaction. If NOT, the transaction is recognized 

as anomalous.
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5.4 User Profiling Vs. Role Profiling

Using Naive Bayes as our classifier, user profiling and role profiling are applied to 

build the IDS, respectively. For the user profiling IDS, we assume role information 

is unavailable, so we build profiles and detect intrusions based on EmployeelD. The 

role profiling IDS is quite similar to user profiling, and the only difference is that we 

use the RolelD instead of EmployeelD to construct profiles and detect anomalies.

The detailed profiling work is very straightforward. We calculate the probabil­

ity of each observed value of each feature for every role/user and write them down 

in files (profiles). As only the values observed of each role/user appear in the pro­

files, the number of values and the values themselves of every two roles/users can 

possibly vary a lot. Figure 5.3 (RolelD =  5) and Figure 5.4 (EmployeelD =  2) are 

the examples of a role’s profile and a user’s profile, respectively. We use the strings 

# # # # # #  to separate the values of the features; each line of the profile (except the 

# # # # # # )  includes the value and its probability associated with the corresponding 

role/user. For instance, when we look at the fifth feature of the role whose profile is 

presented in Figure 5.3, we can find that this role (actually the users assigned to this 

role) invokes three different applications with the probabilities of 0.358591248665955, 

0.314834578441836, 0.326574172892209, respectively, during the training period.

There are two reasons why we add several strings # # # # # #  into the profiles: 

the first one is simply because we want the values of one feature to be separated from 

other values so as to make the profiles easier to read; the second one is to build the 

indexes for each # # # # # #  (actually for each feature) so that we can locate them 

faster when we need to look at the values of some specific feature during the detection. 

In the detection mode, the IDS imports all profiles and their indexes in advance and 

keeps them in the program memory all the time. This can decease the times of 

reading files (reading files is very time-consuming). Then every new transaction will 

be checked by calculating the possibility of each c (a role or a user) and finding
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¿fhi :Ro1e5Profile.txt - Not« -
v'File Edit Format View Help

--- y-': ■ -  ■ — ■-— -■-.-J.-'-.  -'- V---....3.   ... ...   I , niin--in M -MiiM ril i<iii-i-n-ii---'rrirriiii-iiliinn ir I ir'iinrli'inriii f rr inif nifnii'i ̂1 ■ ] Viuf'rt-i'i'r

-I

# # # # # #4 .1
# # # # # #
1 . 1
I f  r i  r i i l  / i  *J

S E L E C T ,1 
######11110000001111010.0. 35859124866595501110100001110010.0. 31483457844183600001100000001100.0. 326574172892209 ######
A 1 1 ,1
# # # # # #1 1 . 0 .  03415154749199573 . 0 .  1323372465314831 . 0 .  1302027748132341 0 . 0 .  03628601921024552 . 0 .  1494130202774814 . 0 .  1398078975453588 . 0 .  07684098185699047 . 0 .  04695837780149416 . 0 .  06616862326574175 . 0 .  1472785485592329 .0 .  0405549626467449

Figure 5.3: An example of one role’s profile
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###### 
Day ,1
# # # # # #

# # # # # #
1,1
# # # # # #
SELECT,1  
######11110000001111010.0. 4185303514377 01110100001110010, O'. 2 55 59105431309900001100000001100.0. 325878594249201 ######
A l l  ,11 1 . 0 .  03833865814696493 . 0 .  1309904153354631 0 . 0 .  03194888178913742 . 0 .  1373801916932916 . 0 .  0734824281150165 . 0 .  1469648562300324 . 0 .  1373801916932911 . 0 .  1214057507987228 . 0 .  07028753993610229 . 0 .  06709265175718857 . 0 .  0447284345047923

Figure 5.4: An example of one user’s profile
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the one with biggest possibility. Notice that the probability of a new value that 

cannot be found in the corresponding profile is simply set as 0; if we find the p ( C  =  

c\F\ =  =  fi) for EVERY possible c in the hypothesis space is 0, an alarm

is directly raised. Then as stated above, whenever the original role/user (denoted 

as O R I G I N A L r / O R I G I N A L y )  differs from the most probable one obtained by 

using the classifier and MAP decision rule (denoted as M A P r / M A P r ), an anomaly 

is detected.

5.5 Role Profiling with Role Hierarchy

In this chapter, we present our novel intrusion detection approach taking into consid­

eration the role hieraxchy. It is based on the role profiling described in Chapter 5.4 

while an extra rule is applied. Using role profiling, apparently when a role R h  issues 

a transaction and the Naive Bayes classifier and MAP rule say the most probable 

role that issue the transaction is another role R l  while R l /  R h , an alarm will be 

raised. However, we notice that if R l  -< R h  (means R l and R h  are comparable 

and R l is junior to R h  in the role hierarchy), the alarm is probably a false positive. 

The reason is that R h  inherits all permissions R l has, and when a user assigned to 

R h  exploits the permission that R h  inherits from R l , we can consider that this user 

is now acting as a member of R l . In this case, we can say the real role associated 

with a transaction is the role equal or junior to the role to which the user issuing the 

transaction is assigned. We also need to point out that we are interested in the real 

role only when MAPr ^  O R I G I N ALr. This is because when a user assigned to Rh 
is taking advantage of R l s permission and acting as a member of R l , there is still 

possibility that the MAPr =  Rh, and certainly, this situation is legitimate.

In summary, the new IDS performs exactly the same as the IDS using role pro­

filing (refer to Chapter 5.4 for details) when MAPr =  O R I G I N  ALr. The system 

will check if MAPr -< O R I G I N  ALr when MAPr +  O R I G I N  ALr, and an alarm
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will be raised only if MAPr is not junior to O R I G I N  ALr. In the following chap­

ters, we use the terms user profiling, simple role profiling (no role hierarchy) 

and advanced role profiling (with role hierarchy) to represent the three profiling 

approaches mentioned above.

5.6 Chapter Summary

This chapter explained the details of our IDS. Starting with our approach to gener­

ating data for both training and detection modules, we described the architecture of 

our system, including its main components and their functionalities, too. Our effort 

then fell into finding an effective and efficient classifier for the IDS. The Decision 

Tree was briefly described, followed by the explanation about why it does not work 

well. We then described the general principals of a Naive Bayes classifier we finally 

chose as our classifier and how this classifier was applied to the user profiling and 

the role profiling for both training and detection purposes. We ended this chapter 

by presenting our novel advanced role profiling approach. The detailed evaluations 

of the system will be shown in the next chapter.
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Chapter 6

Experimental Evaluation and 

Related Analysis

This chapter presents the detailed results of our evaluations. The primary objectives 

are to measure the false positives and false negatives of our IDS when using user 

profiling, simple role profiling and our advanced role profiling, respectively, and to 

test the overhead to the original database system. A  significant principle of the testing 

is to make the comparisons relatively fair.

We describe our test methodologies as follows. First, we evaluate the three profil­

ing approaches by measuring the false positives and false negatives each approach 

causes. Training sets containing different numbers of transactions are used to build 

the profiles using user profiling, simple role profiling and advanced role profiling, re­

spectively. We then generate 800 illegitimate transactions for false negatives testing 

and 1688 legitimate transactions to test their false positives. How we generate data 

in detail can be found in Chapter 5.1. Second, attention is paid to the overhead 

compared to the original database system. Although we plan to design the system 

architecture that can conduct real-time detection in our future work, currently we 

simply test the detection time for some numbers of transactions and their response 

time without the deployment of the real-time architecture. We can predict that the 

potential overhead should be light if the detection time is short compared with the 

response time. Finally, we focus on training time.
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6.1 False Negatives/Positives Test Results and Dis­

cussion

6.1.1 False Negatives/Positives Test Results

— ♦— UserProfiling ------- SimpleRoleProfiling

"  3.5
«J
H 3

£ 2 .5
£  ~  2

<D
-  0.5
£ o

0 1000 2000 3000 «1000 5000 6000 7000 8000 9000
Number of training transactions

Figure 6.1: False negative rate test 1

Figure 6 . 1  and Figure 6.2 show the false negatives testing results. Generally 

speaking, either profiling approach achieves low false negative rate, which illustrates 

that they can detect most of anomalies. Moreover, we find the false negatives remain 

0 even when we have only as few as 50 training transactions for either simple role 

profiling or our advanced role profiling. We present the false positives with respect to 

the three profiling approaches in Figure 6.3. While many anomaly-based IDSes can 

arrive at relatively low false negatives, low false positive continues to be a difficult 

objective for this category of IDSes. As expected, user profiling results in the much 

poorer performance (seems almost useless in practice) compared with the other two 

alternatives. Unsurprisingly, the false positive rate of simple role profiling is very near 

the false positive rate in [6 , 15] in which similar role profiling is used. Our advanced 

role profiling approach, however, largely improves the performance of the IDS. We
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-♦— UserProfiling - • AdvancedRoleProfiling

Number of training transactions

Figure 6.2: False negative rate test 2

— •— UserProfiling — - SimpleRoleProfiling
— — AdvancedRoleProfiling

Number of training transactions

Figure 6.3: False positive rate test
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find the false positive rate of our approach drops dramatically to a very low level with 

the increase of the training samples, and it reaches as low as 0.24% when we have a 

training set containing 8000 transactions.

6.1.2 Analysis of the System Behaviors

It is significant to answer why the role profiling performs much better than user 

profiling, especially why it causes lower false positive rates. Before discussing the 

reasons, we introduce the concept of kindred users and this concept is defined as 

follows:

Definition. Kindred users in role-based, access control are u sers who are assigned  

to  the sa m e role.

Apparently, the kindred users have many permissions in common and often do 

many similar operations. Therefore, their probabilities of the values of the features 

can be quite near each other, and in this case, when a user issues a transaction, there 

is a big chance that the Naive Bayes classifier mis-recognizes it as the behavior of 

one of his/her kindred users. Besides, we can also explain it in a simplified way. For 

instance, users U\ ~  Un are kindred users assigned to role R x , and C/j(l <  i <  n) 

invokes application A P P a more times than other kindred users do in the training 

set (the permission of executing A P P a is only assigned to R x ): then in the detection 

mode, when any other U j ( l  <  j  <  n  a n d  j  ^  i) invokes the A P P a, the IDS will 

match it to Ui and a false alarm is raised. In summary, user profiling causes a lot of 

false positives due to the mis-matchings between kindred users when we assume role 

information is not available. Further more, even when RBAC is indeed not supported, 

there must be some users who have similar operation duties, and mis-matchings can 

occur frequently among them.

We have just explained why user profiling results in more false positives, and 

notice that the mis-matchings among kindred users are the primary reasons. Then
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is it possible that there is also high mis-matching rate among roles? Unfortunately, 

this may happen if we do not design roles reasonably and have too many “similar 

roles” . Therefore, we expect good design of roles for the satisfactory behaviors of the 

IDS. The success of our advanced role profiling can strongly highlight our previous 

statement that IDS should be a supplemental mechanism but not a replacement 

to traditional security mechanisms because the IDS can perform much better when 

working together with other mechanisms. Security is a hybrid problem, and we must 

even think about many non-technological aspects such as policy making and human 

factors. One principle we must remember is that we should not expect any single 

security mechanism to perform perfectly for data protection.

We have stated why our advanced role profiling approach could reduce the false 

positives. Here we give more detailed explanations about how the false positives 

reduced by advanced role profiling occur so that people can understand why we can 

reduce false positives with a check of the role hierarchy. When a role Rh is senior to 

another role R l , and when a user Ui assigned to R h  is exploiting the permissions that 

R h  inherits from R l , Ui can be viewed as an acting member of R l - Certainly, L\ can 

do it legally, and the system raises a false alarm if it categorizes the transaction into 

Rl and does not check the role hierarchy. In addition, we can use another simplified 

case to exemplify this issue, too. We assume two users Uh and Ui are members of the 

roles Rh and Rl, respectively, and Rl gains the permission of invoking application 

APPb; Uh invokes APPb m times and Ui does that n times (m -< n) according to 

training data. We then find when Uh invokes APPb later, it will be mis-matched to 

Rl with an alarm being raised. Therefore, it is meaningful for the IDS to conduct 

extra checks of the role hierarchy so that we can prevent the IDS from raising the 

category of false alarms explained above.
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6.1.3 Training Threshold

Another crucial discovery is that the false positive rates decrease much faster when 

there are less than 1 0 0 0  training transactions than when we have more than 1 0 0 0 . 

Actually, with more than 1000 training samples, the false positives, for all three pro­

filing approaches, maintain their stabilities even while the training set keeps growing. 

Obviously, 1000 is a diving line (probably this number varies in other IDSes), and 

we name this number of training samples the training threshold. This indicates 

two points: firstly, we need enough training data to exceed the training threshold 

in order to achieve ideal behavior of the IDS; secondly, we are able to find out the 

reasonable trade-off between the detection capability and the costs of data collection 

and training.

6.2 Overhead

The performance test of our IDS is conducted to quantify the overhead. We generate 

five testing sets containing different numbers of transactions, and in each set, 1 0 % are 

intrusions while others are normal. Using these testing sets, we firstly test the query 

response time of the original database system without the deployment of the IDS; then 

we test the system’s examining time when using user profiling (denoted as UP), simple 

role profiling (SRP) and advanced role profiling (ARP), respectively. The result 

(measured in second) is shown in Table 6.1. Obviously, the system’s examining time 

is very short compared with the query response time whichever profiling approach 

among the three is used, due to the low computational task of a Naive Bayes classifier. 

Additionally, we can find that using role profiling requires less examining time than 

using user profiling. That is because the hypothesis space of the former approach is 

smaller than that of the latter one (the number of roles is smaller than the number 

of users). Moreover, using advanced role profiling costs slightly more time than using 

simple role profiling because of the extra process of checking the role hierarchy; we,
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Samples Query UP SRP ARP

1 0 0 0 227.313 0.625 0.625 0.625

2 0 0 0 457.375 0.141 0.094 0.094

3000 678.321 0.203 0.141 0.156

4000 945.578 0.281 0.188 0.203

5000 1080.239 0.328 0.250 0.250

Table 6.1: Performance test (in Sec)

however, find the extra checking time is quite short (sometimes even too short to be 

reflected by the computer).

6.3 Training Time

Although we feel that it is bearable even the training time is not so short for IDSes, we 

do still like shorter training time, especially if we want our IDS to be able to update 

dynamically and automatically. For example, we may prefer to re-train our system 

every m  hours or when every n  new transactions are collected. This approach makes 

the IDS ’understand’ better the users’/roles’ most current behaviors, enhancing its 

detection accuracy. However, a significant side affect of this approach is that we 

probably have to temporarily shut down the detection service of our IDS during the 

re-training processes. Certainly, we hope that this no-service time is as short as 

possible. So obviously, shorter training time can result in fewer side affects while a 

dynamic IDS is deployed.

We present the comparison of the training time in Figure 6.4. Please notice that 

the training data collected is separated by the RolelDs/EmployeelDs in advance. This 

is infeasible if we directly use the log files provided by the DBMS since the DBMS 

cannot separate the transaction records by the RolelDs or EmployeelDs; in this case, 

it is predictable that longer training time is necessary. However, we make the pre-
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Figure 6.4: Training time

separation work by using our own data collection mechanism. As stated in Chapter 

4.3, we collect 6  features, including EmployeelD and RolelD, for each transaction. 

If we plan to use role profiling to build the IDS, we construct a log file for each 

role; then when a transaction is newly issued, it is directly recorded into the log file 

corresponding to the role who issues the transaction. Similarly, we do this for the 

users if user profiling is going to be used. Therefore, each role/user owns its unique 

log file. Unsurprisingly, role profiling requires less training time due to the fewer 

profiles that we need to build. Also because of fewer profiles needed, the overhead 

becomes lighter (see Chapter 6 .2 ). Actually, the preference of fewer necessary profiles 

forms people’s original interest of introducing RBAC into the database IDS. We would 

like to highlight this point again because this is a very meaningful advantage of role 

profiling if the IDS is tailored to a very large database with relatively small role-user 

ratio (for instance, we have only 30 roles but 1000 users in total in the database).
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6.4 Chapter Summary

This chapter has evaluated the user profiling, simple role profiling and our advanced 

role profiling, all of which can be potentially applied to our IDS. The results have 

illustrated that role profiling performs much better than user profiling when exam­

ining newly issued transactions (the former approach causes lower false positive rate 

and false negative rate than the latter approach). This is because the role profil­

ing can largely avoid the mis-classifications among the kindred users (or users who 

have many duties in common). Meanwhile, we have found that role profiling requires 

shorter training time and adds lighter overhead to the original system, too, resulting 

from fewer profiles we need (lower computational costs for both training and classi­

fication). This also makes role profiling preferred when we design the IDSes for the 

databases of those very large organizations.

Additionally, we have also found that our advanced role profiling can remarkably 

reduce the false positive rate while maintaining the extremely low false negative rate, 

and that it causes almost no extra overhead compared with the simple role profiling. 

Moreover, we also introduced the concept called training threshold so as to balance 

the behavior of the IDS and the costs of collecting data and training the system.

Finally, we want to stress that the test results prove that the data we generate 

can simulate real application well. The reason is that the test results of our system, 

while using simple role profiling are quite near the results obtained in [6 , 15] where 

real data was used for tests (the profiling approaches used in [6 , 15] are similar to the 

simple role profiling approach). Therefore, we believe that our conclusions about the 

three profiling approaches, based on our evaluation results, are trustworthy.
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Chapter 7 

Conclusions

In this chapter, we present the conclusion of our research. We begin with the summary 

of our work, followed by the outline of our primary contributions. We discuss some 

possible future direction of our research at the end.

7.1 Summary

Database security problems seriously threaten organizations storing invaluable data 

in their databases. An intrusion detection system provides another layer of security; 

however, few IDSes are specifically tailored to the DBMS so that their behaviors of 

detecting intrusions or misuses towards databases are quite poor. Therefore, in this 

thesis we present an anomaly-based IDS that takes into account the characteristics 

of DBMS, and our system is able to monitor every inside user continually so that 

insider threats can be substantially lessened.

We generate necessary data for both the training and detection modules at first. 

After that, our attention is turned to the system design. We apply a Naive Bayes 

classifier to build profiles in advance, and each new behavior is compared against the 

profiles in order to find out the most probable role/user ( M A P roie/ user) who may issue 

the transaction. An alarm will be raised as long as the M A P roie/ user is different from 

the original one associated with the transaction (with a check of the role hierarchy 

added for the advanced role profiling).
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Although RBAC is supported in the DBMS we use, we initially built profiles 

for users (user profiling) by assuming role information is unavailable; then we take 

advantage of the RBAC and build our system using simple role profiling (without 

role hierarchy) and advanced role profiling (with role hierarchy).

By comparing our system’s (when simple role profiling is used) test results with 

those in [6 , 15] in which they use a profiling approach similar to the simple role 

profiling to build their system (real data is tested), we notice that the test results of 

the two IDSes are close. Therefore, we believe our data can simulate the real data 

ideally and our test results are trustworthy. Our evaluations also illustrate that role 

profiling is more effective (lower false positives/negatives) and more efficient (less 

training time) than user profiling in general; the results also prove that using the 

advanced role profiling we present can further improve the behaviors of the IDS since 

the false positives are reduced on a large scale again. We also prefer to point out 

that our IDS can monitor the DBAs as well by building profiles for the role DBA, 

although we have not done so yet.

The final point we need to highlight is that the database IDS can provide database 

systems with a supplementary security layer; however, it cannot replace the tradi­

tional database security mechanisms. In addition, the IDS can perform much better 

if it can exploit some features of the traditional security mechanisms such as RBAC.

7.2 Contributions

We propose a prototype of the anomaly-based database intrusion detection system in 

this thesis. In particular, we have made the following contributions:

• We develop a method that can be used to generate the data which can simulate 

real applications well.

• While looking for a suitable classifier, we analyze the reasons why the Decision
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Tree is not satisfactory but the Naive Bayes classifier can satisfy our needs.

• By conducting detailed and fair comparisons between the user profiling and the 

role profiling, we prove that role profiling is more effective and more efficient 

than user profiling; the concept Kindred User is introduced in order to explain 

why (when role information is not available, there are still users having many 

duties in common).

• A novel advanced role profiling approach is introduced, taking the role hierarchy 

into account. This approach can largely reduce false positives.

7.3 Future Work

Our method has shown its promising applicability. We are currently extending our 

work in various directions.

7.3.1 Mine Referenced Tables From Collected Data

The referenced tables of each transaction are represented by a string in our system. 

Apparently, We need to number all the tables that are referenced in advance. This 

task is done manually. However, we have to admit that our current method affects the 

generic applicability of our system because we have to re-number the tables manually 

every time the IDS is deployed for a new database system. One solutions is to simply 

number all tables in the database, but we notice that many tables are never referenced 

by the applications provided to the users. Another fact is that the longer the strings 

are, the less efficient the IDS is.

In this case, shorter strings are preferred (only the tables really referenced are 

numbered). We are planning to develop a tool that can mine all the tables that 

appear in the collected data files (our own log files) automatically. Every distinct 

table (and only these tables) in our log files will be numbered.
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7.3.2 Roles with Overlapped Permissions

Sometimes roles may have a lot of overlap (have more permissions in common among 

roles) in practice. This can potentially affect the behavior of the IDS. Therefore, we 

plan to set up another experiment to compare how well the simple and advanced role­

profiling work when there are more closer roles.

7.3.3 Monitor the DBAs

Another significant direction is to pay extra attentions to the DBAs. Although our 

system is able to profile the DBAs and monitor them (treat them the same as the 

average users), we must notice that the DBAs have more flexible behaviors than aver­

age inside users. So our current system may result in higher false positives/negatives 

while examining DBAs’ behaviors. However, there are some unique characteristics of 

the DBAs that we can take advantage of; for example, they are usually not expected 

to access the detailed data within user tables. We can check if a DBA is trying to do 

so, and if yes, an alarm is raised. We can apply such additional rules for DBAs to 

improve our IDS.

7.3.4 Real-time Detection

Additionally, we will develop a system architecture, based on which the new trans­

actions can be checked in real-time and very little overhead will be caused to the 

original database system. Extra hardware may be necessary in order to support the 

new architecture. A rough architecture is proposed in Figure 7.1.

DBAs are assumed to be able to access the database server directly or through 

the network. We use the Sniffers to catch all transactions transferred through the 

network between the users and the database server. Therefore, the database server 

and the IDS can work concurrently so that the real-time detection for these users 

becomes possible. For DBAs’ direct-access operations, the real-time detection is more
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Application User

Application User

Application User DBA

Figure 7.1: System architecture for real-time detection

difficult. Probably we must modify the DBMS; in this case, only when we use those 

open source DBMS, real-time detection can be achieved.

7.3.5 Response Mechanism

Part of our future work will be related to investigating response mechanisms. We 

hope that the IDS can take actions automatically and appropriately even when it is 

the DBA who conducts an attack.

7.3.6 More Ambitious Plans

Our further objective is that we want as few insider threats as possible. To achieve this 

goal, we should have a deeper understanding about insider threats. This is a hybrid 

topic which can be divided into two sub-topics: non-technology and technology. The 

former one is related to the company organization and policy making. The technology 

used to control insider threats can be further divided into two aspects: prevention 

and detection [36]. From the point of view of prevention (mainly access control), we 

hope that access control is flexible enough but the insiders are still unable to abuse 

their privileges. When the access control fails to deny the unwanted accesses, we need
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the detection mechanism (IDS) to do this work. Multi-layer security can help reduce 

the insider threats. Our future work will involve analyzing the insider threats more 

comprehensively and proposing the principles people should obey for the decrease of 

insider threats.
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