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oceanic particle cycling rate constants

by Véronique Athias1, Pierre Mazzega1 and Catherine Jeandel1

ABSTRACT
The objective is to select an inverse method to estimate the parameters of a dynamical model of the

oceanic particle cycling from in situ data. Estimating the parameters of a dynamical model is a nonlinear
inverseproblem,even in the caseof lineardynamics.Generally, biogeochemicalmodelsare characterizedby
complex nonlinear dynamics and by a high sensitivity to their parameters. This makes the parameter
estimationproblemstronglynonlinear. We showthat an approachbasedon a linearizationaroundan a priori
solution and on a gradient descent method is not appropriate given the complexity of the related cost
functions and our poor a priori knowledge of the parameters. Global Optimization Algorithms (GOAs)
appear as better candidates. We present a comparison of a deterministic (TRUST), and two stochastic
(simulatedannealingand genetic algorithm)GOAs. From an exact model integration,a syntheticdata set is
generatedwhich mimics the space-time sampling of a referencecampaign.Simulated optimizationsof two
to the eightmodelparametersareperformed.The parameterrealisticrangesof valuesare theonly availablea
priori information.The results and the behavior of the GOAs are analyzed in details. The three GOAs can
recover at least two parameters. However, the gradient requirement of deterministic methods proves a
serious drawback. Moreover, the complexity of the TRUST makes the estimation of more than two
parameters hardly conceivable. The genetic algorithm quickly converges toward the eight parameter
solution,whereas the simulatedannealingis trappedby a localminimum. Generally, the geneticalgorithmis
less computationally expensive, swifter to converge, and has more robust procedural parameters than the
simulated annealing.

1. Introduction

There are four principal sources of oceanic particles. Most of them are biologically
produced within the ocean, others are brought as suspended matter by the river load, as
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airborne dust or as cosmic material accumulated by the Earth (Lal, 1977). The magnitude
and the composition of the particle � uxes through the ocean are controlled by continual
exchanges between the dissolved and particulate phases. These exchanges are the result of
complex couplings between biological (e.g., phytoplankton aggregation induced by
nutrient depletion, disaggregation due to zooplankton grazing, remineralization by bacte-
ria, active absorption of chemical elements by the phytoplankton),chemical (e.g., dissolu-
tion, precipitation, adsorption, desorption) and physical (e.g., aggregation/disaggregation
due to advection and turbulent transports) processes. The resulting � uxes are one of the
vectors for the transfer of chemical elements toward the deep ocean. Assessing quantita-
tively the relative importance of these processes is a critical environmental and scienti� c
issue. In particular, it would allow a better evaluation of the ability of the seas to sequester
carbon dioxide from the atmosphere and a better understanding of what controls the
chemical composition of the sea water (Whit� eld and Turner, 1987).

The modeling of the dissolved-particulate exchanges was initiated in the seventies
(Craig, 1974), from the study of particle-reactive trace metals and radioisotopes, especially
thorium (Th) (Nozaki et al., 1981). One purpose was to study the penetration of reactive
pollutants in the deep ocean and the suitability of the deep ocean � oor as a dump site for
wastes. More generally, Th isotopes are considered as good tracers of the particle cycling
because of their range of half-lives and sources and their reactivity with particles (Bacon
and Anderson, 1982; Honeyman et al., 1988; Nozaki et al., 1987; Roy-Barman et al.,

1996). The studies on Th were at the root of the development of models describing the
particulate organic, inorganic and inert detrital matter cyclings (Cochran et al., 1993;
Murnane et al., 1996; 1994), with the intention of introducing into ocean general
circulation models more explicit schemes for nutrient remineralization and particle
dynamics (Henderson et al., 1999). In fact, models have developed very little since the
work of Bacon et al. (1985).

Most models simulate the temporal evolution of the composition of a 1D water
column, with three reservoirs of chemical elements: the dissolved phase (material
that passes through a 0.4 to 0.65 µm � lter, collected with bottles), the small particle
phase (suspended material retained on a 0.4 to 0.65 µm � lter, collected by � ltration), and
the large particle phase (sinking material collected by sediment traps). Honeyman
and Santschi (1989) proposed to add a colloidal phase (material that passes through a
0.4 µm � lter, and retained by a 10,000 Dalton ultra� ltration membrane) to take into
account the role of colloidal aggregation on the scavenging of trace elements and
radionuclides. However, dissolved-colloidal exchanges are not elucidated yet (Roy-
Barman et al., 2000).

As a general rule, those models are characterized by a very aggregated structure, which
is constrained by the kind of in situ measurements presently available. The exchanges
between the reservoirs are often crudely parameterized, with simple (� rst-order or
second-order) kinetics, which do not necessarily have a mechanistic basis. In fact, each of
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these exchanges integrates numerous processes, whose nature, temporal and spatial scales
are very different. For instance, the aggregation of suspended particles into sinking
particles can be due to physical, chemical and biologicalprocesses (Alldredge and Jackson,
1995; Jackson and Lochmann, 1993).As a consequence, the parameters of such aggregated
models are hard to deduce directly from in situ or laboratory experiments. To quantitatively
describe the oceanic dissolved-particulate system, we need to solve the inverse problem
which consists of estimating the particle cycling model parameters from in situ data.

In our opinion, this complex problem requires two steps to solve it. First, we need to
identify an inverse method that is suited to the peculiar characteristics of this inverse
problem. Then, we have to check if the available in situ data effectively allow constraining
of the model parameters. This depends on the nature of the measured variables, on their
connection with the model dynamical variables, on the duration, the spatial and temporal
resolutions of the sampling, and on data uncertainties.The second step will be presented in
a following paper which will be based on data collected in the tropical northeast Atlantic
Ocean during the French JGOFS-EUMELI program. This paper focuses on the � rst step.
Note that its conclusions may be valid for the inversion of other biogeochemical models,
like the pelagic ecosystem models. The fundamental characteristics of the inversion of
pelagic ecosystem and particle cycling models are indeed similar.

Several publications have already been dedicated to the application of assimilation/
inverse methods to the estimation of dynamical variables or parameters of biogeochemical
models, but the use of a particular method is usually not justi� ed (Evans, 1999;Fasham and
Evans, 1995; Matear, 1995; Murnane, 1994; Prunet et al., 1996; Spitz et al., 1998; Vézina
and Platt, 1988). It is � rst advisable to de� ne what must be estimated. Estimating the
dynamical variables of a dynamical (that is, time-dependent)model is a linear or nonlinear
inverse problem, depending on the linear or nonlinear model dynamics. On the other hand,
estimating the parameters of a dynamical model is always a nonlinear inverse problem,
even in the case of linear dynamics (Evensen et al., 1998). For instance, the compositionof
the water column at a given time is a function of all the processes that occurred at the
moment just before. As a consequence, the measured variables used to constrain the
process parameters depend on those parameters. In addition, biogeochemical models, and
among them particle cycling models, are characterized by complex nonlinear dynamics
(Athias et al., 1998; Edwards and Brindley, 1996). Therefore, estimating the parameters of
biogeochemicalmodels is a highly nonlinear inverse problem. Given this strong nonlinear-
ity, classical linear or quasi-linear inverse methods may not be the most suitable to solve
them. Yet, here we show that Global Optimization Algorithms (GOAs) are good candi-
dates.

We chose to compare three of the best known GOAs. Previously, simulated annealing
has been used to solve inverse and data assimilation problems in both physical and
biogeochemical oceanography (Barth and Wunsch, 1990; Krüger, 1993; Matear, 1995;
Vallino, 2000). To our knowledge, the genetic algorithm has only been used once in
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biogeochemical oceanography (Vallino, 2000). Finally, the TRUST (Terminal Repeller
Unconstrained Subenergy Tunneling) has never been applied to our � eld yet, but it would
be the fastest (Cétin et al., 1993). The comparison is based on simulated inversion
experiments: a pseudo-data set is calculated by a forward integration of our particle cycling
model, PSyDyn (PSyDyn: Particulate System Dynamics), with a known set of parameters.
We tested and compared the algorithm abilities to recover this set.

The next section starts with a description of the conceptual basis and of the equations of
PSyDyn. After mentioning the classical investigations performed in the context of linear
inverse problems, we present the peculiar difficulties related to nonlinear inverse problems.
This naturally leads to the necessity to resort to global optimization methods. In the third
section, we describe the pseudo-data computation and de� ne the cost function. After
demonstrating that a gradient descent is unable to simply recover two model parameters,
we present each of the GOAs. The experiment results are set out in section four. In section
� ve, we discuss the advantages and drawbacks of each algorithm, with respect to the
constraints imposed by the nature of the inverse problem. It leads to the selection of the
genetic algorithm to invert PSyDyn with in situ data. This will be the subject of another
paper.

2. Characterization of the inverse problem

a. The PSyDyn model

The PSyDyn model was initially developed by Ruiz-Pino (1994). It rests on the
conceptual scheme proposed by Bacon et al. (1985) for the oceanic dissolved-particulate
exchanges. It describes the transfers of matter in a 1-D water column that extends from the

Table 1. The state variables and parameters of the PSyDyn model. e is a particle reactive chemical
element.

Symbol Description Unit

State variables
Fm mass � ux mg/m2/d
Fe � ux of e mg/m2/d
Cpe concentrationof e in the small particle phase mg/m3

Cde concentrationof e in the dissolved phase mg/m3

Biogeochemical parameters
Kad adsorption rate /d
Kag aggregation rate m3/mg/d
Kdes disaggregationrate /d
Krp small particle remineralization rate /d
Krg large particle remineralization rate /d

Physical parameters
Kz vertical mixing coefficient m2/d
Vp small particle sinking velocity m/d
Vg large particle sinking velocity m/d

678 Journal of Marine Research [58, 5



base of the euphotic zone to the sediments. The chemical elements are distributed among
three reservoirs: the dissolved phase, the suspended and sinking particle phases. This
model does not explicitly simulate colloids. The reservoir composition is described by
Nv 5 4 state variables which explicitly depend on time and depth (Table 1): the mass � ux
(Fm), the � ux of the studied chemical element (Fe), its concentration in the suspended and
dissolved phases (Cpe and Cde, respectively). They exactly correspond to the variables
which are measured at sea by classical sampling tools like bottles, � ltration pumps and
sediment traps. The model dynamics are described by a set of four equations. It is quali� ed
as a dynamical model as each equation describes the temporal evolution of a given state
variable at a given depth:

­ Fm

­ t
5 2 Vg ·

­ Fm

­ z
2 Kdes · Fm (1)

­ Fe

­ t
5 2 Vg ·

­ Fe

­ z
2 Kdes · Fe 2 Krg · Fe 1 Kag · Fm · Cpe (2)

­ Cpe

­ t
5 Kz ·

­ 2Cpe

­ z2
2 Vp ·

­ Cpe

­ z
2 Krp · Cpe

2 Kag · 1 Fm

Vg
2 · Cpe 1 Kad · Cde 1 Kdes · 1 Fe

Vg
2 (3)

­ Cde

­ t
5 Kz ·

­ 2Cde

­ z2
2 Kad · Cde 1 Krp · Cpe 1 Krg · 1 Fe

Vg
2 (4)

Eqs. 1 and 2 describe the large particle reactions, Eq. 3 the small particle reactions, and
Eq. 4 the dissolved phase reactions. The exchanges between the reservoirs are parameter-
ized by the right-hand terms and are summarized in Figure 1. The small particles remove a
chemical element e from the dissolved phase by chemical adsorption and/or biological
active absorption at a rate Kad, according to a � rst-order kinetics (Eqs. 3 and 4). e is added
to the dissolved phase from the small and large particle phases by chemical and/or
biological remineralization at rates Krp and Krg respectively, and also according to
� rst-order kinetics (Eqs. 2 to 4). The exchange rates of e between the small and large
particles, as a result of physical, biogeochemical aggregation and disaggregation are Kag

and Kdes. Disaggregation is supposed to follow a � rst-order kinetics (Eqs. 1 to 3).
Aggregation is described as a second-order process: it is supposed to be proportional to the
large particle concentration (Athias et al., 1998; Jackson and Lochmann, 1993) and,
therefore, to the mass � ux (Eqs. 2 and 3). The downward transport of matter also depends
on the small and large particle fall, at speeds Vp and Vg, respectively (Eqs. 1 to 3). Finally,
the vertical mixing, characterized by the coefficient Kz, in� uences the dissolved and small
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particle phases (Eqs. 3 and 4). We suppose that the eight model parameters depend neither
on time nor on depth.

This model has an aggregated structure: the three model reservoirs are a very simpli� ed
representation of the continuous particle spectrum (Jackson et al., 1995). As a conse-
quence, the description of the processes that control the sea water composition is also very
crude and is summarized by � ve biogeochemical exchange reactions. In fact, each of them
integrates a whole set of processes, of different nature, spatial and temporal scales. Let us
notice that the mass � ux equation (Eq. 1) is incomplete: Fm is affected neither by
aggregation nor by remineralization.This will be discussed and improved in a future paper
by comparing PSyDyn outputs to in situ data.

The three last equations are said to be coupled, as a given state variable like Fe
in� uences its own temporal evolution (Eq. 2), but also the temporal evolutionof other state
variables, like Cpe and Cde (Eqs. 3 and 4). This simply represents the couplings between
the biogeochemical reservoirs. In addition, the set of equations is nonlinear, as the
aggregation term depends on the product of two state variables (Eqs. 2 and 3). Most natural
biogeochemical processes are indeed nonlinear. As for most biogeochemical models,
PSyDyn rests on a set of Nonlinear Coupled Partial Differential Equations (NCPDE;
Athias et al., 1998).

The inverse problem we want to solve consists of estimating the eight model parameters
from in situ data (Table 1).

b. Linear versus nonlinear inverse problems

We present here a brief overview of the classical investigationsand approaches linked to
linear inverse problems. Based on this review, we underscore the speci� city of nonlinear
inverse problems.

Figure 1. Schematic diagram of the PSyDyn model. The dissolved phase is the material that passes
through a 0.65 µm � lter. The suspendedparticle phase gathers particles whose size ranges between
0.65 and 10 µm, and the sinking particle phase particles larger than 10 µm. The state variable and
parameter symbols are listed in Table 1.
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In the case of a linear inverse problem, the vector of the Np true parameters, xt, is linearly
related to an observation vector, yo, by an operator H called the data kernel (Menke, 1989):

H · xt 5 yo. (5)

All inverse methods are based on the minimization of a cost function which depends on the
vector of the unknowns, x, and which, for any solution of the model equations H · x
measures the distance between that solution and the observations. In case the problem is
solved according to the least squares criterion (L2 norm), the simplest formulation of the
cost function is:

J(x) 5 (yo 2 H · x)T(yo 2 H · x). (6)

More complex formulations can be de� ned, by adding a priori information on the
unknowns, or dynamical constraints like the model stationarity on the annual scale
(Matear, 1995). In the ideal case, that is when Eq. 5 provides exactly enough information to
determine all the unknowns (even-determined problem), all the sections of J(x) along
linear combinationsof the xi components are bowl-shaped (i 5 1, . . . , Np). The solution of
the inverse problem minimizes J. It is the unique vector xt for which the gradient of the cost
function, = xJ(x), is a zero vector. Its components can be independently computed by using
elementary linear algebra (Tarantola, 1987). When Eq. 5 does not provide enough
information to uniquely determine all the unknowns, the problem is said to be under-
determined. On the contrary, when Eq. 5 contains too much information for it to possess an
exact solution, the problem is said to be over-determined. In fact, most inverse problems
are mixed-determined: some of the unknowns are not constrained by the observations at all
(they are said to be nonobservable), others are over-determined and no value will satisfy all
the observations exactly. When the problem is linear, the dimensions and rank of H, which
can be computed by singular value decomposition, govern whether the system is even-,
over-, or under-determined (Menke, 1989). It is possible to identify the linear combinations
of the unknowns which are determined by the system, and the linear combinations of the
observations which are satis� ed by the adjustment. In particular, an unknown xi for which
= xi

J(x) equals zero for x Þ xt is considered nonobservable (the problem is said to be
ill-posed). Hence, studying the sensitivity of J(x) to x allows to limit the search to the
components of x which are observable.

Estimating the parameters of a model becomes a linear inverse problem in the very
particular case (i) the equation terms are linear functions of these parameters, and (ii) the
model is time-independent. Eqs. 1 to 4 show that the � rst condition is veri� ed for the
dissolved-particulate exchanges. Many publicationsdedicated to the estimation of particle
cycling rates are based on the assumption that the water column is at steady-state (Nozaki
et al., 1981; 1987; Bacon and Anderson, 1982; Clegg et al., 1991; Clegg and Whit� eld,
1991; Cochran et al., 1993). They rest on time-independent models so as to reproduce the
mean features of the chemical element distribution. Provided that the steady-state hypoth-
esis is veri� ed by the assimilated data, the resort to well-known linear inverse techniques is
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valid. But as a general rule, biogeochemical in situ data time series exhibit time-dependent
features on a wide range of timescales (Lampitt and Antia, 1997; Fig. 2). They do not
correspond to noise, but rather re� ect the process dynamical characteristics. As a conse-
quence, the resort to time-independent models is not valid, and the parameters that were
estimated from those models should not be used (Athias et al., 2000).

In the case of nonlinear inverse problems, the data kernel H is a function of the
unknowns x. Some of them are said to be only weakly nonlinear, like the estimation of the
parameters of linear dynamical models (Eknes and Evensen, 1997). In this situation, the
1-D slices of J(x) along linear combinations of the xi components may have the shape of
deformed bowls. A classical approach is based on the determination of an a priori solution,
that must lie close enough to the solution (that is, inside its attraction basin) for the
linearized equations to hold (tangent linear model). The nonlinear inverse problem is then
processed by iteratively solving linear inverse problems, from the a priori solution. This
amounts to progressively going down the local gradients of the cost function, as far as to
� nd the vector xt for which = xJ(x) is a zero vector (it is unique in the case of an
even-determined problem). Several works in oceanography applied this approach. They
are based on various linear inverse techniques. Eknes and Evensen (1997) used the
representer method to calculate some parameters of a 1-D Ekman model (Bennett, 1992).
Murnane (1994) inverted a time-dependent 1-D particle cycling model by the use of linear
algebra. Gradient descent methods, like the steepest descent, and the conjugate gradient
methods were also used to estimate the parameters of pelagic ecosystem models. In
particular, Spitz et al. (1998) and Gunson et al. (1999) resorted to the adjoint method to
evaluate the local gradients of the cost function.

In fact, estimating the parameters of a biogeochemical dynamical model is generally a
strongly nonlinear inverse problem.Athias et al. (2000) showed, based on the estimation of
oceanic particle cycling rate constants, that it can be related to the model dynamical
characteristics. Indeed, the solutions of systems of NCPDE, on which most biogeochemi-
cal models are based, are characterized by a rich spectrum of qualitative dynamical
behaviors, from simple (� xed points, limit cycles) to more complex ones (chaos, intermit-
tences). The stability of these dynamical regimes and the bifurcation sequences are very
sensitive to the parameters which one wants to estimate (Edwards and Brindley, 1996). The
cost functions associated to such inverse problems exhibit several local extrema and saddle
points, for which the cost gradient is a zero vector. In addition, because of the development
of solution instabilities as time goes by, the cost function shape may be all the more
complicated and spiky as the length of the assimilation time interval increases (Evensen
and Fario, 1997; Mazzega, 2000).

Linearizing this kind of problem and applying gradient descent algorithms requires that
one has a sufficiently good knowledge of the real system to be able to de� ne an a priori
solution that lies inside the attraction basin of the true solution. By de� nition, those
algorithms only allow a search for the minimum nearest to the a priori solution.
Unfortunately, our knowledge of the oceanic biogeochemistry is quite poor. In addition,
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given the sensitivityof the models to their parameters, taking as a priori solution parameter
values used in other models proves dangerous, even if the model equations seem to be only
slightly different. As models are strongly aggregated, it may even be hazardous to use
experimentally measured parameters. Indeed, laboratory experiments usually isolate one
of the processes that contribute to a model. To get around this difficulty, Spitz et al. (1998)
repeat their minimization procedure from different a priori solutions. But no criterion
exists on the number of a priori values that must be tried. Such an approach may tend to
look like a systematic exploration of the cost function. Moreover, assigning a priori
statistics to an unknown and including them as an extra term in the cost function is only
valid when the model formulation allows that the values of the unknown may be normally
distributed.This may be acceptable when the unknown is a model state variable, if it can be
shown from observations to be normally distributed. But an unknown, such as a biogeo-
chemical process rate constant, depends strongly on the model formulation and thus cannot
be claimed to be normally distributed. Besides, determining the local gradients of very
irregular functions requires accurate methods like the adjoint one, which are usually
expensive programming methods.

Athias et al. (2000) showed that contrary to linear inverse problems, the solutions of
highly nonlinear inverse problems cannot be computed by alternating cost minimizations
along 1-D directions of the parameter space: the minimization must be performed in the
full Np-dimensional parameter space. Finally, studying whether a problem is even-, under-,
or over-determined, as well as studying the observability of parameters are nontrivial tasks
in the case of strongly nonlinear problems. Indeed, those properties are local properties of
the parameter space and they depend on the set of observations: they can only be studied,
for instance, in the neighborhoodof the global minimum.

GOAs appear as good candidates to solve highly nonlinear inverse problems, as they are
designed for the minimization of cost functions with local minima, and do not require any
accurate a priori information on the true solution. In view of the previous analysis, we can
expect that deterministic algorithms, based on evaluations of cost function derivatives,
might be less appropriate than stochastic algorithms based only on cost function calcula-
tions. Even if biogeochemical parameters are poorly known, we often have information
about their realistic range of values. These constraints will de� ne a bounded search space.
Hence, the choice of a GOA will also depend on its ability to manage boundaries. Finally, it
must be able to simultaneously estimate numerous parameters.

3. Context of the simulated inversion experiments

a. Computation of an arti�cial data set

Our ultimate goal is to determine the parameters that control the biogeochemical � uxes
through the water column in the northeast tropical Atlantic Ocean, from data collected
during the French JGOFS-EUMELI program. From the beginning of 1991 to the end of
1992, in situ data characterizing the distribution of biogeochemical tracers between the
dissolved, the suspended and sinking particle phases have been collected at an eutrophic
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site, a mesotrophic site, and an oligotrophic site (Tachikawa et al., 1997, 1999). The
objective of this paper is to select an optimization method appropriate for the minimization
of the cost functions related to this inverse problem.

With this aim, we generated an arti� cial data set by a direct integration of PSyDyn, from
a known parameter vector, xt, which will have to be retrieved. This data set and the details
of its computation were already presented by Athias et al. (2000). The parameter values of
xt were chosen so as to lie between the extreme values which we found in the literature
(Table 2). The outputs simulate the temporal evolution of the mass � ux (Fm), of the
aluminum (Al) � ux (Fe), of the Al concentrations in the particulate (Cpe) and dissolved
(Cde) phases in the water column of the oligotrophic site, from 1000 to 4200 m (Fig. 2).
The model was initialized by a set of four pro� les (one for each state variable) computed
from in situ measurements. We performed a three-years run, and forced the model with
boundary conditionsat 1000 m. The boundary conditionswere generated for one year from
in situ data, and repeated every year.

We checked that the pseudo-data were of the same magnitude as the in situ data. The
solution was sampled at Nd 5 2 depths, and we extracted Nm 5 51 measurements at each
depth: the solution was sampled every 10 days, from the 500th to the 1000th day of the run
(Fig. 2). Hence, the arti� cial data set exactly reproduces the nature of the data collected at
sea and mimics their temporal and spatial sampling resolutions. Nevertheless, we did not
try to reproduce the gaps in the in situ time series. Nor did we add any noise to the
pseudo-data to account for measurement or analytical errors. This approach guarantees that
at least one solution to the inverse problem exists, and that its cost is zero. We cannot be
sure that this solution is unique. In any case, the failure of one of the GOA to � nd a solution
x so that J(x) 5 0 cannot be attributed to noise contamination or model errors. It will

Table 2. Values of the PSyDyn parameters used to compute the synthetic data set (xt) and limits of
the parameter search intervals.

Symbol
Optimal

value (xt)
Search
interval Source

Biogeochemical parameters
Kad (/d) 0.002 [0; 0.0137] 1
Kag (m3/mg/d) 0.01597 [0; 0.22] 1
Kdes (/d) 0.3194 [0; 2.2] 1
Krp (/d) 0.0509 [0; 0.356] 1
Krg (/d) 0.0509 [0; 0.356] 1

Physical parameters
Kz (m2/d) 1000 [25; 2000] 2
Vp (m/d) 10 [0; 10] 3
Vg (m/d) 180 [0; 200] 4

1. Athias et al. (2000).
2. Zakardjian and Prieur (1994).
3. Whit� eld and Turner (1987).
4. Newton (1994),Whit� eld and Turner (1987).
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Figure 2. In situ data and simulated data computed from the optimal parameter set (Table 2). The
gray diamonds represent the in situ data used to compute daily boundary conditions at 1000 m
(gray dashed line). The black solid and dashed lines are the simulations at 2000 and 3000 m,
respectively.The associated symbols (open squares and triangles, respectively) locate the pseudo-
data extracted from the simulations. (a) Mass � ux and (b)Al � ux: data at 1000 m were collected by
sediment traps moored at the EUMELI oligotrophicsite (21°038N, 31°108W) from February 1991
to December 1992 (Bory and Newton, 2000). (c) Particulate Al: data at 1000 m were collected at
the same site in June 1992 (Tachikawa et al., 1999). (d) Dissolved Al: data at 1000 m come from
the pro� le of Gelado-Caballeroet al. (1996) (28°248N, 15°118W).
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demonstrate a bad adaptation to the inverse problem. The in� uence of gaps in the time
series and of data errors on the parameter estimation will be analyzed in a next paper. We
will designate by Wi

t (i 5 1, . . . , Nv) the (Nd 3 Nm) pseudo-measurement matrices of each
state variable, and by Vi the variances of these pseudo-measurements.

b. De� nition of the cost function

The simulated inversion experiments are based on the de� nition of a cost function
according to a L2 norm:

J(x) 5 (Nd · Nv · Nm) 2 1 · o
i5 1

Nv

(Wi(x) 2 Wi
t)T · Ci

t · (Wi(x) 2 Wi
t). (7)

The Nv matrices Wi(x) are computed by integrating the model from the trial parameter
vector x, with the same initial and boundary conditions and the same sampling strategy as
for the computation of the pseudo-data set. The Nv matrices Ci

t are diagonal, and their
elements are the inverse of the variances Vi. They are introduced to make the cost function
nondimensional and to give the same importance to all kinds of data, but the pseudo-data
are supposed to be independent. We assumed that no a priori information on the
distribution of the unknowns was available and that we were only able to restrict the
parameter space according to the knowledge of their realistic ranges of values.

Figure 3 shows a 2-D section of J. It was calculated from parameter vectors whose
values for Kad, Krp, Krg, Kz, Vp and Vg were those of xt (Table 2). The values for Kdes and Kag

are regularly distributed in the ranges 0–0.9369/d and 0–0.04684 m3/mg/d, respectively.
These intervals are smaller than the whole range of realistic values for Kdes and Kag,
because of the high computational cost of the mapmaking (Athias et al., 2000). Neverthe-
less, this small slice allows us to underscore some of the characteristics of nonlinear
inverse problems which were mentioned in Section 2b. First, the slice is not bowl-shaped.
It exhibits a Global Minimum (GM), whose coordinates (0.3194, 0.01597) equal the Kdes

and Kag values of xt (Table 2). It is the solution of the inverse problem, whose cost is zero.
The attraction basin of the GM is wide and � at, and its axis is parallel to the Kag axis. This
means that Kag is poorly resolved in this region. The slice displays another valley,
whose axis is also parallel to the Kag axis, and which is associated to large values of
Kdes(Kdes < 0.6/d). It is the attraction basin of a secondary minimum, whose coordinates
are (0.6175, 0.00319), and whose cost is 38.2468.The point of coordinates (0.5538, 0.00100)
is a saddle point. Hence, this restricted 2-D section of J displays three points which obey
the stopping criterion of the gradient descent algorithms, that is for which = xJ(x) is a zero
vector. Because of numerical instabilities, the cost function cannot be computed for Kdes

values larger than 0.67/d.
We tested the ability of a gradient descent algorithm to minimize this 2-D section of J,

that is, to � nd the values of Kdes and Kag used to compute the pseudo-data set. Figure 3a
shows the minimization path followed by a nonlinear conjugate gradient (Fletcher and
Reeves, 1964; Gilbert and Nocedal, 1992) from the point of coordinates (0.6, 0.04684).
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Figure 3. Representations of a 2-D section of the cost function computed from the pseudo-data set,
as a function of Kdes and Kag. The values of Kad, Krp, Krg, Kz, Vp and Vg are � xed to the optimal
values (Table 2). (a) 2-D representation. The large cross locates the global minimum (GM), the
small one a secondaryminimum (SM), and the star a saddle point (SP). The large gray dots and the
dashed line indicate a nonlinearconjugate gradientminimization path. The starting point is located
by the diamond of coordinates (0.6, 0.04684), and the � nal point is the secondary minimum. (b)
3-D representation.
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After 171 cost calculations, the algorithm reached the nearest minimum to the starting
point, that is the secondary minimum. This experiment demonstrates that local minimiza-
tion methods are not suitable to solve our parameter estimation problem.

We � rst computed three simulated inversions to compare the abilities of the three GOAs
to minimize this section. This preliminary 2-D study is essential to graphically analyze the
algorithm behaviors.

c. Presentation of the global optimization algorithms

i. The TRUST. The TRUST algorithm was developed by Cétin et al. (1993). The solution
of the optimization is formulated as the solution of a deterministic dynamical system
incorporating terminal repellers and subenergy tunneling functions. Schematically, the
algorithm alternates phases during which it goes down the gradient of the cost function,
with phases during which it digs tunnels through the cost function bumps. Good
presentations of the TRUST can be found in Barhen and Protopopescu (1996) and in
Barhen et al. (1997). As the TRUST is still poorly known, we recall its principles.

Let us suppose � rst that J is a function of only one variable, x, which ranges from xmin to
xmax. To begin with, one of the search space limits, x*(x* 5 xmin or xmax), is used to de� ne a
subenergy tunneling function Esub(x,x*) by a nonlinear transformation of J:

Esub(x,x*) 5 log 3 1

1 1 exp ( 2 (Ĵ(x) 1 a))4 . (8)

In this expression, Ĵ(x) 5 J(x) 2 J(x*) and a is a constant. Esub(x,x*) has the same extrema
as the original cost function J(x), and their relative order is the same. In case J(x) . J(x*),
Esub(x,x*) tends toward zero. Thus, Esub(x,x*) has the same shape as J(x), but the segments
where J(x) is higher than J(x*) are � attened. In the case where x* is not a local minimum of
J, the search space [xmin,xmax] is explored by integrating a dynamical system ruled by the
equation:

x‚ 5
­ x

­ t
5 2

­ Esub(x,x*)

­ x
(9)

from the initial condition x* 1 e where e is a small perturbation which drives the system
into the search domain. The dynamical system goes down the gradient of Esub(x,x*), until it
detects a � rst local minimum. It is called x* in turn, and is used to de� ne a new subenergy
tunneling function (Eq. 8). But this time, the subenergy function is � at in the neighborhood
of x*. This may also happen at the beginning, if xmin or xmax is a local minimum of J. In these
cases, a repeller term is added to the subenergy function that allows to move the dynamical
system away from x*:

Erep(x,x*) 5 2 (3/4)b(x 2 x*)4/3u(Ĵ(x)) (10)
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where b is called the repeller force and u is the Heaviside step function (u( y) 5 0 if y , 0
and u( y) 5 1 if y $ 0). Now, the following dynamical system is integrated:

x‚ 5
­ x

­ t
5 2

­ Esub(x,x*)

­ x
2

­ Erep(x,x*)

­ x
(11)

from the point located on x* 1 e . The algorithm is � rst repelled from x*, and goes through
a cost bump using a tunnel. Then, it goes down the gradient of Esub(x,x*) in areas where
J(x) , J(x*), until it reaches a new local minimum, which will replace the previous one.
Hence, the exploration of the cost function consists of alternating descent gradient phases,
with tunneling phases, until the whole search space has been explored. The last local
minimum found by the TRUST is the global one.

To apply this algorithm to the minimization of a function of several variables, this
function can be approximated by a function of only one variable, by sampling the original
function by a hyperspiral (Ammar and Cherruault, 1993). To minimize the 2-D slice of J,
we � rst normalized the search space, so that the two parameters vary between 2 1 and 1.
Then, the section was sampled along a discretized Archimedes spiral. It provides an
approximate function w , which only depends on the angle a (Fig. 4). The spiral is centered

Figure 4. Optimization of the 2-D cost section by the TRUST. The TRUST minimizes the 1-D
function w ( a ) obtained by sampling the section by a discreteArchimedes spiral (dashed and dotted
line) from the diamond of coordinates(0.6, 0.0234).The algorithm evaluated w (a ) and its gradient
on the large gray dots.The black dots are local minima of the successivesubernergyfunctions.The
last one is encircled and represents the estimate of the global minimum. The true global minimum
is located by the large gray cross, and the secondaryminimum by the smaller one.
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in the attraction basin of the secondary minimum, on the point of coordinates (0.6, 0.04684).
The distance between the spires in each direction, as well as the arc between two points on
the spires is 0.1. The constant a (Eq. 8) was set to 2, as recommended by Cétin et al. (1993).
The repeller force (Eq. 10) was computed so that the dynamical system is moved 2 spire
steps away from all the repellers, which led to b 5 6.84. The successive dynamical systems
were integrated using the � nite difference method. The arc of the initial perturbation e was
set to 0.025. A point of the parameter space is quali� ed as a local minimum if the local
gradient norm * d w /da * is lower than a threshold, which was initially set to 0.5. The
algorithm stops when the search space is entirely explored, that is after covering 15.75
spires. Some parts of the more peripheral spires are found out of the domain. For the
optimization to be still limited to the preset domain, the cost function was projected on both
sides of each boundary.

ii. The Simulated Annealing. The Simulated Annealing (SA) is a stochastic exploration
algorithm based on the statistical model of the thermodynamic process for growing
crystals.A perfect homogeneouscrystal lattice corresponds to the global minimum state of
energy of a material. To obtain such a state, one can � rst heat the material up to an initial
temperature To until it reaches an amorphous liquid state, and then cool it very slowly. As
the material gets cooler, atoms rearrange themselves randomly. Each new con� guration at a
lower energy level than the previous one is unconditionally accepted by the system. But
there is a nonvanishing probability for a con� guration at a higher energy level to be
accepted. This probability is proportional to the Boltzmann factor exp (2 D E/(kBT )), where
D E is the difference of energy between two con� gurations, T is the temperature, and kB is
the Boltzmann constant. The adaptation of this model to optimization problems was
initiated by Kirkpatrick et al. (1983). The cost function J plays the role of the energy, and
the temperature is replaced by a control parameter, which is still called T. The Metropolis
function is used to de� ne the probability of accepting a higher cost:

f (J(x1),J(x2),T ) 5 exp 3 2 (J(x2) 2 J(x1))

T 4 (12)

where x1 is the current parameter set, x2 is a new parameter set, so that J(x2) . J(x1). The
parameter set x2 is accepted if the Metropolis function is greater than a random number
between 0 and 1. Good presentations of the SA can be found in Barth and Wunsch (1990)
and in Krüger (1993).

We used the SA code developed by Allen et al. (1996). The algorithm must be supplied
with the extreme values between which each parameter can lie. Then, this search domain is
normalized, so that each parameter varies between 2 1 and 1. Following Krüger (1993),
eight algorithmic parameters must be tuned. To calculate the initial temperature To, 1000
simulations are performed by randomly perturbing the initial parameter set provided by the
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user. Then, the mean of the cost function increases, , D J 1 . , is computed and To is given
by:

To 5 2
, D J1 .

ln x
(13)

where x is the probability of parameter sets with higher costs to be accepted. It was set to
0.9. The cost function exploration starts from the initial parameter set, and the maximum
random step size s o is set to 1. The annealing steps, during which T is constant, last until
200 parameter vectors are assessed, or until 100 parameter vectors are accepted. Then T
and s o are decreased, by a factor of 0.9. The exploration continues until an annealing step
veri� es two stopping conditions: it must not have led to an absolute cost reduction, and the
ratio of the number of accepted cost increases to the number of total cost increases must be
lower than 1%.

iii. The Genetic Algorithm. The Genetic Algorithm (GA) is a quasi-stochastic exploration
algorithm. It is based on operators that simulate the natural selection and genetics
mechanisms. Each vector of model parameters x is regarded as the genotype of an
individual, and is coded by a string of values in binary form, which is compared with a
chromosome. The model prediction generated from x is the analogue of the individual
phenotype. His � tness, or adaptation to his environment is positive, and de� ned as the
opposite of J(x). The initialization of the canonical GA begins by generating a random
population of individuals. In each cycle of genetic operation, a subsequent population is
created from the genes of the current one. Couples of parents are � rst selected from the
current population. Then, their genes are mixed and recombined, by the mutation and
crossover processes, to produce the offspring of the next generation. It is expected that with
this manipulation of the genes, the best individual will create a larger number of offspring,
according to Darwin’s principles of the survival of the � ttest in nature. Good presentations
of the GA can be found in Goldberg (1989), Allen et al. (1996) and in Man et al. (1997).

We used the GA driver developed by Carroll (1996). According to Carroll (1996), most
of the algorithmic parameters are robust, so we mainly followed his recommendations.We
opted for the micro-GA driver, which is slightly different from the canonical GA. It has the
advantage to assess small populations,which limits the calculation costs. Regardless of the
number of unknown parameters, each populationhas 5 individuals,which is 20 to 40 times
smaller than for the classical GA. At each generation, 5 couples of parents are de� ned
(some individualsmay belong to several couples, and others may not belong to any couple)
and a child will be born from each couple. The micro-GA option supposes that the
recombinationsof the parents’ genes are based only on crossover processes. The crossover
probability was set to 0.5, and crossovers are uniform: the crossover mask is randomly
generated, which leads to a mixture of the parents’genes. In addition, the micro-GA option
includes an evaluation of the population convergence. At each generation, the number of
the chromosome bits of the whole population that are different from those of the best
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individual is calculated. If the proportion of those bits is lower than 5%, the current
population is replaced by a new one, made of the best individualplus 4 randomly generated
individuals. The reproduction is elitist: the lifetime of the best individual is not limited to
one generation. Finally, the algorithm stops when 200 generations have been assessed.

4. Results

We � rst present the results of the minimizationof the 2-D cost slice.As will be discussed
in Section 5, the optimization of more than two parameters can be conceived in practice
only with the SA and the GA. So, we will also compare their ability to recover all the
PSyDyn parameters. It must be emphasized that the results presented in this section partly
depend on the choice of the algorithmic parameters. As mentioned above, most of them
were set to their recommended values, and we did not try to optimize them. On the
contrary, these results do not depend on the norm used to formulate the cost function.

a. Two-parameter optimizations

i. Optimization by the TRUST. The TRUST succeeded in � nding the GM of the section
after 2019 cost computations (Table 3), although it started inside the basin of the secondary
minimum. We performed six successive optimizations on more and more restricted search
domains centered on the GM detected at the previous optimization. Figure 4 shows the
progress of the algorithm during the � rst one. Let us note that the TRUST optimizes the
1-D function w (a ) which was obtained after sampling the section along the spiral from the
center. The large gray dots represent the points where the TRUST evaluated w ( a ), as well
as the gradient of the successive subenergy functions. It detected two local minima, whose
cost decreases from the spiral center. The last one is the GM estimate (Fig. 4), and its
coordinates are (0.3453, 0.02106).Then, the rest of the function seemed � at to the TRUST;
therefore, it left the search domain. The cost of the parameter sets generating model
instabilities was � xed to twice the cost of the current repeller, and the cost gradient was
� xed to twice the gradient threshold. Hence, the TRUST dug tunnels through the regions of
the parameter space where the model cannot be integrated. Figure 5a shows the evolution

Table 3. Results and computational requirements of the optimization tests. The pseudo-data are
supposed to be free of error.

TRUST
Simulated
annealing

Genetic
algorithm

2-parameter optimizations
Number of cost function calls 2019 22627 2000
Highest computed cost 3278.3182 9917.5037 7571.6471
Final cost 0.0000 0.0000 0.0000

8-parameter optimizations
Number of cost function calls — 17244 1000
Highest computed cost — 9970.4787 8111.3732
Final cost — 94.7349 1.3092
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of the cost during the whole run. Six groups of points can be distinguished which are
related to the six successive optimizations. The GM estimates found at each optimization
always correspond to the lowest cost, except for the � rst one, where the TRUST found a
parameter set whose cost was lower than the cost of GM estimate. This set can be located

Figure 5. Evolution of the cost during the optimizations of the 2-D cost section. (a) Optimization by
the TRUST: the cost of all the assessed points are represented by the gray dots. The black dots
designate the global minimum estimates for each of the six optimizations. The encircled gray dot
shows that the TRUST missed a better global minimum estimate. (b) Optimization by the
simulated annealing.The black dots represent the cost of the last point assessed by the algorithmat
the end of each annealing step. The gray ones represent the lowest and the highest costs for each
step. (c) Optimization by the genetic algorithm: the black and gray dots indicate the costs of the
best (worth) individuals of each generation, respectively.
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on Figure 4: its coordinates are (0.3318, 0.01581). In fact, the gradient norm * d w /d a * on
this point is higher than the threshold, so the TRUST kept going. As the spiral is discrete,
the TRUST went over the valley of the GM and missed a better local minimum. Then, we
performed a second optimization, on a restricted search domain. The new domain was
centered on the � rst GM estimate, and it corresponded to a contraction of 70% in the Kdes

and Kag directions. The contraction ratio was the same for each new optimization. It takes
into account the fact that the TRUST can miss the best GM estimate.

ii. Optimization by the Simulated Annealing. The SA succeeded in � nding the global
minimum of the 2-D section. It required 156 annealing steps and 22627 evaluations of the
cost (Table 3). As recommended, the 1000 � rst ones were dedicated to the evaluationof the
initial temperature, which led to To 5 30498. The progress of the algorithm into the search
domain is represented in Figure 6. The SA started inside the secondary valley, on the point
of coordinates (0.6, 0.04684), that is from the same point as the nonlinear conjugate
gradient in Section 3b (Fig. 3a). It explored the whole parameter space, before heading for
the attraction basin of the GM, without being trapped inside the secondary basin. The SA
was not disturbed by parameter sets for which the model is unstable: when a random step
led the SA on such a set, the new set was refused and the algorithm had to make another

Figure 6. Optimization of the 2-D cost section by the simulated annealing. The diamond of
coordinates (0.6, 0.04684) is the starting point. The algorithm evaluated 21627 parameter vectors
(small gray dots). The large black dots are the last points assessed at each of the 156 annealing
steps. The large gray cross locates the true global minimum, and the smaller one the secondary
minimum.
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random trial. Each time a random step took it out of the domain, it was brought back where
the boundary was crossed. It makes the SA stay inside the search domain, but it also makes
it linger over two of the four boundaries. A careful analysis of the assessed points shows
that a signi� cant part of the cost evaluations is redundant. Figure 5b displays the evolution
of the cost during the optimization. Globally, the cost decreases progressively. It clearly
shows that the algorithm accepts some cost increases, but that the number of increases
diminishes as T gets lower. Let us notice that the last parameter set of an annealing step
does not systematically correspond to the lowest cost. This is related to the criteria
controlling the transition from one annealing step to the next one. As a consequence, no
information on the parameter set which has provided the lowest cost is kept. From the 50th

to the 65th annealing step, all the costs are very close, between 0.4 and 0.6.At this time, the
SA was exploring the area near (0.3, 0.027), where the cost gradient is very low. The GM
was found during the 90th step: since this step, the � rst stopping criterion was checked. The
algorithm went on oscillating around the solution until the 156th step, when the proportion
of accepted increases got lower than 1%.

To test the robustness of the SA with respect to the starting point, we performed two
other runs with the same algorithmic parameters, but from the corners of coordinates (0, 0)
and (0, 0.04684). We had empirically noticed that the chance for the SA to be trapped by a
local minimum was all the lower as the SA started on a search space boundary. The 1000
� rst cost evaluations provided initial temperatures which were quite equal to the previous
one (To 5 30285 and To 5 30274, respectively). The SA found the GM again, after
performing 18293 and 22721 cost computations, respectively.

iii. Optimization by the Genetic Algorithm. The GA found the GM of the cost section after
2000 evaluations of the cost (Table 3). As for the TRUST, we had to perform two
successive optimizations.Two hundred generations of 5 individualswere assessed for each
of them. Figure 7 shows how the GA explored the section during the � rst optimization.The
individuals of the � rst population are scattered. Although one of them is found inside the
basin of the secondary minimum, the GA was not trapped. The algorithm visited all the
regions. When a new individual is born, who corresponds to a parameter set for which the
model is unstable, it is allocated a very low � tness (that is, a very high cost, equal to
10000), to limit the transmission of its genes. In addition, the boundaries of the search
domain are indicated to the algorithm from the start, to code the set of parameters as a
chromosome, so no child can be born out of the domain. The convergence toward the
attraction basin of the GM is very fast, so that it is not possible to distinguish all the 200
best individuals.This optimization led to a � rst estimate of the GM, whose coordinates are
(0.3207, 0.01612). Figure 5c shows the evolution of the costs of the worst and of the best
individuals of each generation, during the two optimizations. It shows that the decrease of
the cost subsides from the 84th generation of the � rst one. From the 129th generation, the
best individual of the populations remains the same: this represents the elitist nature of the
reproduction. We performed a next optimization on a restricted domain, centered on the
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� rst GM estimate. The new domain limits were empirically determined. We � rst identi� ed
the generation from which the relative decrease of the best individual � tness is never
higher than 30%. It is the 84th one (Fig. 5c). We computed the distance, in the Kdes and the
Kag directions between the GM estimate, and each of the best individuals of the 84th to the
200th generations. The maximal distances in each direction de� ned the dimensions of the
new domain. It led to a contraction of 90 and 98% in the Kdes and Kag directions,
respectively. Figure 5c shows that the decrease of the cost is very slow as soon as the 40th

generation of the second optimization.The true GM is found at the 168th generation. Let us
emphasize that the contraction of the search domain is not essential for the success of
the GA.

b. Delimiting a subspace of acceptable parameters

The 2-D simulated inversions performed to test the GOAs were based on an arti� cial and
noise-free data set. Hence, we knew that at least one solution existed: it is the couple
(Kdes,Kad) used to compute the pseudo-data set, and therefore for which the cost is zero.

But when one is using real in situ data, which are characterized by measurement and
analytical errors, searching for the only cost function GM is not sufficient anymore. Indeed,
given the uncertainty of the data, a cost value s J

2 can be computed, so that all the parameter
sets for which the cost is equal to or smaller than s J

2 explain the data in an acceptable way.

Figure 7. Optimization of the 2-D cost section by the genetic algorithm. The algorithm assessed
1000 parameter vectors (small gray dots). The large black ones represent the best individuals of
each of the 200 generations. The diamonds locate the � ve individuals of the � rst generation. The
large gray cross locates the true global minimum and the small one the secondary minimum.
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The term ‘‘acceptable’’ is de� ned with respect to the information brought by the data and to
the constraints introduced into the formulation of the cost function. In this case, optimizing
a cost function consists not only of estimating the GM, but also of delimiting the subspace
of acceptable parameter vectors, Ea. As the three tested GOAs explore the cost function,
they should be able to delimit Ea. In particular, when Ea is connected, we are able to
compute intervals of acceptable values for each optimized parameter. It provides a � rst
evaluation of the size of Ea.

Still within the framework of the optimization of the 2-D cost section, we compared the
acceptable intervals computed by the three GOAs, supposing that the pseudo-data are
characterized by realistic uncertainties: 20% rms on the pseudo-measurements of the mass
� ux (Fm) and of the Al � ux (Fe) (Tachikawa et al., 1997), and 10% rms on the ones of the
particulate Al (Cpe, Tachikawa et al., 1999) and of the dissolved Al (Cde, Gelado-
Caballero et al., 1996). Considering that the pseudo-data are Gaussian, and considering
that J is normalized both by the number of pseudo-data, and by the variance of the
pseudo-measurements (Eq. 7), all the parameter sets whose cost is lower than s J

2 5
(0.2)2 5 0.04 can be considered as acceptable. The acceptable intervals of the optimized
parameters were computed in the same way for the three algorithms. First, we assumed that
we did not know the solution of the inverse problem. Hence, the optimizations were
considered � nished as soon as an acceptable estimate of the GM was found. Then, we
extracted all the acceptable parameter sets. For each component of these sets, the minimum
and the maximum values delimit the acceptable interval. The results are summarized in
Table 4, and the accepted intervals are represented on Figure 8.

At the end of the second optimization,after 699 cost computations, the TRUST provided
an estimate of the GM whose cost was 0.0077 , s J

2, and whose coordinates are
(0.3203, 0.01725). The acceptable values of Kdes range between 0.3105 and 0.3273/d, and
those of Kag between 0.01593 and 0.01862 m3/mg/d. The SA exactly found the true GM in
one step. The acceptable values of Kdes range between 0.3060 and 0.3311/d and those of Kag

between 0.01398 and 0.01863 m3/mg/d. The � rst optimization of the 2-D section by the

Table 4. Results of the optimizations of Kdes and Kag , in the case of a 20% rms uncertainty on the
pseudo-measurementsof Fm and Fe and a 10% rms uncertainty on the ones of Cpe and Cde. The
acceptable intervals are compared on Figure 8.

TRUST
Simulated
annealing

Genetic
algorithm

Cost of the GM estimate 0.0077 0.0000 0.0014
Number of cost function calls 699 22627 1000
Kdes (Kdes

t 5 0.3194/d)
Estimate (/d) 0.3203 0.3194 0.3207
Acceptable interval (/d) [0.3105; 0.3273] [0.3060; 0.3311] [0.3090; 0.3336]

Kag (Kag
t 5 0.01597 m3/mg/d)

Estimate (m3/mg/d) 0.01725 0.01597 0.01612
Acceptable interval (m3/mg/d) [0.01593; 0.01862] [0.01398; 0.01863] [0.01374; 0.01806]
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GA provided an estimate of the GM whose cost was 0.0014 , s J
2, and whose coordinates

are (0.3207, 0.01612). The acceptable values for Kdes range between 0.3090 and 0.3336/d
and those for Kag between 0.01374 and 0.01806 m3/mg/d.

c. Optimizing all the model parameters

As will be emphasized in the next section, it quickly appeared to us that the complexity
of the TRUST would make its application to the estimation of more than two parameters
very demanding in practice. Moreover, the results of the previous experiments suggest that
it may not be worth the effort. Given its deterministic nature, we can expect poor results.
On the contrary, without considering possible limitations imposed by their computational
requirements, the SA and the GA are both theoretically designed for high dimensional
optimizations.We performed two further simulated inversions, with the same pseudo-data
set, to compare the ability of the two algorithms to recover the eight parameters of PSyDyn.
The algorithm procedural parameters were not altered. The search space was delimited by
the intervals of values found in the literature for each parameter (Table 2). The results are
summarized in Table 3.

The SA started from the point whose coordinates correspond to the lower limits of the
search intervals of each parameter. The computation of the initial temperature led to To 5

Figure 8. Comparison of the acceptable parameter estimations by the TRUST (gray solid line), by
the simulated annealing (SA, black dashed and dotted line) and by the genetic algorithm (GA,
black solid line) in the case of a 20% rms uncertainty on the pseudo-measurementsof Fm and Fe
and of a 10% rms uncertainty on the ones of Cpe and Cde. The global minimum estimate of the
simulated annealing corresponds to the true one.
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64497. The cost slowly decreased from 395.7762 to 94.7349, and stopped after performing
17244 cost evaluations,during 114 annealing steps. Figure 9a shows that as soon as the 70th

annealing step, the SA was trapped into the attraction basin of a local minimum. The true
solution might have been found by tuning the algorithmic parameters, but this was not our
objective.

With the GA, the assessment of 200 generations (that is, 1000 cost computations)
allowed us to quickly � nd a parameter vector with a cost of 1.3092 (Fig. 9b) quite close to
the solution (Fig. 9c). From the optimization of the 2-D cost section, we had noticed that
the convergence of the GA in the neighborhood of the GM is slow. So, instead of
continuing the minimization with the GA, we started the nonlinear conjugate gradient
algorithm (Gilbert and Nocedal, 1992) from the best parameter set proposed by the GA for
the 200th generation. The GM was found after 741 further cost computations. This means
that the GA had succeeded in quickly locating the attraction basin of the true solution. In
comparison, continuing the GA minimization up to 1650 generations (that is, 7250 further
cost calculations)would have permitted to reduce the cost only to 0.66.

5. Discussion

The tests presented in the previous section show that the three GOAs found the GM of
the 2-D cost section when the pseudo-data were supposed to be free of error and with a
precision limited only by the precision of the computer (Table 3). When realistic data
uncertainties were taken into account, they all computed acceptable intervals that sur-
rounded the true values of Kdes and Kag (Table 4, Fig. 8). Contrary to what could be
expected from classical inverse methods based on gradient descent algorithms, the GOAs
have not been trapped by the secondary minimum, although they started from inside its
attraction basin. Neither were they trapped by the saddle point. They proved to be able to
tackle the low gradient inside the attraction basin of the GM. In addition, they contented
themselves with a priori information on the realistic ranges of values of Kdes and Kag. In
this section, we compare the behavior of the GOAs during the 2-D and 8-D optimizations.
We want an algorithm which gives good results, but which is also easy to implement. We
paid attention to the way the GOAs reacted to the constraints mentioned at the end of
Section 2b, to their dependence upon the cost function structure, and to their ability to
optimize more than two parameters. It must be emphasized that even if afterward it seems
that some of the algorithm drawbacks could have been anticipated, testing all of them in the
context of simulated inversion experiments was essential. Their drawbacks and advantages
interact strongly, so that it was difficult to know in advance which one would be the most
efficient and best adapted.

The TRUST required approximately as much cost computations as the GA to � nd the
GM of the 2-D cost slice (Table 3). When data errors were taken into account, it proved to
be the fastest to locate the basin of acceptable parameters (Table 4). When compared to the
SA and the GA, the TRUST tends to minimize the size of the acceptable parameter
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Figure 9. Optimizations of the eight PSyDyn parameters. (a) Cost evolution during the optimization
by the simulated annealing. The black dots represent the cost of the last point assessed by the
algorithm at the end of each annealing step. The gray ones represent for each step the lowest and
the highest costs. (b) Cost evolution during the optimization by the genetic algorithm (GA) over
200 generations, then by a nonlinear conjugate gradient algorithm (NCG) over 16 iterates. The
black and gray dots indicate the costs of the best (worth) individuals for each generation,
respectively. (c) Recovery of the parameters by the genetic algorithm (GA) coupled to a nonlinear
conjugate gradient algorithm(NCG). For each parameter, the differencebetween the estimated (xi)
and true (x i

t) values is normalized with respect to the true value.
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subspace (Fig. 8). This depends on the sampling resolution of the cost by the 1-D spiral. It
may not be a major drawback: it could be envisaged to improve the location of the
acceptable space boundaries by a further exploration in the vicinity of the GM estimate. In
fact, the TRUST displays more serious disadvantages in the sight of our problem. First, as
it is a deterministic algorithm, it not only requires punctual evaluations of the 1-D function
w , but also of its � rst derivative (Eqs. 9 and 11). In addition, the repeller force b (Eq. 10)
rigorously depends on the second derivative of w with respect to the repellers x*. We
simpli� ed the original algorithm by considering b as a constant, but the validity of this
simpli� cation might be problem-dependent. We showed that the convergence of the
TRUST is strongly related to the gradient norm threshold used to select local minima (Fig.
5), which depends on the cost function structure. The gradients of w were estimated by the
� nite difference method. We expect that this crude method may become insufficient in the
case of very irregular functions. It would be necessary to resort to more accurate methods,
with high programming requirements, like the adjoint one. This would make the TRUST
far less attractive. As the cost function associated to the estimation of biogeochemical
parameters commonly display spiky areas, and as we do not have any direct access to the
cost function derivatives, we think that the deterministic methods are generally not well
adapted to solve these inverse problems (Vallino, 2000).

Second, the convergence of the TRUST is only rigorously demonstrated in the case of
the optimization of 1-D continuous functions by the canonical algorithm (Cétin et al.,

1993). As we tried to optimized a 2-D function by a simpli� ed version of the original
algorithm, the convergence is no longer guaranteed. We had to empirically tune all the
algorithmic parameters, except a (Eq. 8). The number of spires, as well as the spire step,
depend on the structure of the cost function. The values of b (Eq. 10) and e are functions of
the sampling accuracy, by a relation that was empirically de� ned.

Third, the TRUST theoretical principles proved complicated. It was developed very
recently in comparison to the SA and the GA, and to our knowledge no code is directly
available neither on the web nor in the literature. Applying the sampling of the cost
function by a hyperspiral (Ammar and Cherruault, 1993) to estimate more than two
parameters quickly becomes tricky. Moreover, the spiral geometry is not easily compatible
with a priori information de� ned as intervals of realistic values: we resorted to several
projections of the cost function, which might become complicated when optimizing
numerous parameters. We also showed that using a discrete approximate function can lead
the algorithm to miss a local minimum (Fig. 4). This is why we considered it was not worth
testing the TRUST on the estimation of all the PSyDyn parameters. More generally, the
TRUST can hardly be implement for the inversion of biogeochemical models, which are
characterized by a high number of parameters.

Contrary to the TRUST, stochastic algorithms as the SA and the GA require only
punctual evaluations of the cost function. Given their conceptual basis, their application to
the optimization of numerous parameters does not bring any additional theoretical
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difficulty at � rst sight. As a general rule, stochastic methods should be favored to optimize
parameters of biogeochemicalmodels.

In addition, the SA has been studied and developed for a sufficiently long time for codes
to be directly available in the literature or on the web (Allen et al., 1996). The optimization
test on the 2-D cost section showed that the SA was able to very accurately estimate the
GM, regardless of data errors (Table 3, Table 4). It proves that the SA manages very well in
regions where the cost gradient is low, and suggests that the stopping criteria and their
associated parameters would be appropriate. Given its high sampling resolution, we expect
that it provides good evaluations of the acceptable intervals (Fig. 8). Finally, Figure 6
shows that the technique used to manage parameters generating numerical instabilities
allows the algorithm not to linger in these regions of the search space, and to concentrate in
areas where the model can be integrated.

However, the SA displays a signi� cant number of drawbacks. First, it is computationally
very expensive: it required ten times more cost evaluations than the TRUST and the GA to
estimate the GM of the cost slice. The SA is purely stochastic, and no information is stored
during the optimization. Only the decrease of the temperature (T ) and of the random step
size ( s ) statistically allow it to reach the GM. This is why many evaluations were
redundant. Hence, the high computational cost of the SA is above all explained by its
theoretical basis. This may strongly restrict its application to the optimization of numerous
parameters. Second, we tested several methods to impose the search space boundaries.
None of them proved satisfying. The method we chose made the SA stagnate on the
boundaries (Fig. 6), which led to further computational costs. Unfortunately, such inequal-
ity constraints frequently arise in biogeochemical optimization problems: most parameters
are submitted to a positivity constraint. Third, stochastic algorithms do not, on principle
offer any guarantee as to their convergence during a given run. We noticed that the SA was
strongly problem-dependent, and that, to our knowledge, very few rules (even empirical
ones) exist that would guide users in the choice of the procedural parameters. For instance,
the convergence highly dependson the annealing schedule (Krüger, 1993), but the methods
used to compute To are various, and provide very different results, some of which make the
optimization fail. The stopping criteria are also various, and we had to chose them
empirically.Although stochastic, the convergence slightly depends on the initial parameter
set: the chance for it to be trapped by a localminima seems all the more important as it starts from
the interior of the search domain. The fact that the SA got trapped by a local minimum when
estimating the eight PSyDyn parameters brings another proof of its lack of robustness.

The canonical GA is based on quite simple principles. Even if the present growing
interest for this kind of algorithms (globally quali� ed as Evolutionary Algorithms (EAs))
leads to further complexity, it is still possible to get on the web (Allen et al., 1996; Carroll,
1996) or in the literature (Goldberg, 1989) simple and efficient versions. The GA displays
three major advantages with respect to the SA. First, the essentials of the GA theory
concentrate on the processing of schemata. A schema S [ 5 0, 1, * 6 l is a description of a
hyperplane in a l-dimensional bit space (Man et al., 1997). A parameter vector coded by a
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binary string results from the juxtaposition of schemata. So the assessment of a parameter
vector by the GA does not only bring punctual information on the cost function, but also
allows us to simultaneously evaluate several hyperplanes. Evaluating a whole population
provides the algorithm with statistical information about the cost geometry. The Schema
Theorem is at the root of the ‘‘building block hypothesis.’’ Buildingblocks designate short,
low-order (that is, with a small number of � xed positions) and high-performance schemata.
According to this hypothesis, the GA seeks optimal solutions through the juxtaposition of
building blocks identi� ed during the run. The access to statistical information on the cost
function shape and the partial storage of this information explains the reduction of the
computational cost from the SA to the GA (Table 3, Table 4). Second, the binary coding of
the parameters uses the search space limits, de� ned from intervals of realistic values of
each parameter. The GA is, therefore, directly adapted to the exploration of bounded search
spaces. Inside the search domain, we noticed that parameter sets, inducing numerical
instabilities, do not perturb the optimization.

Figure 5c shows that the convergence of the GA in the neighborhoodof the GM (that is,
from the 74th generation) is very slow. It was accelerated by restarting the algorithm
(generation 201). However, the convergence permits to quickly locate the basin of
acceptable parameters (Table 4). Although the GA performs far less cost computations than
the SA, its estimation of the acceptable intervals is equivalent to the estimation by the SA
(Fig. 8). Figure 9a-b also prove that the GA is able to very quickly locate the attraction
basin of the solution in the 8-D search space. Then, a classical gradient descent provides
the exact GM coordinates. As for all the stochastic algorithms, the global convergence of
the GA is not guaranteed. The coding, selection, mutation and crossover operators are
tuned according to empirical criteria. Nevertheless, it seemed to us, from reading the
recommendations of Bäck and Schwefel (1993), Carroll (1996), Goldberg (1989) and
Schoenauer and Michalewicz (1997), that some empirical but robust rules exist which form
the object of intense research. The success of the GA on the estimation of the eight PSyDyn
parameters is an argument in favor of its robustness.

Nevertheless, applying this version of the GA to the optimization of numerous param-
eters, for instance to invert complicated pelagic ecosystem models, may be limited by its
computational cost. A partial solution may be provided by evaluating the individuals of a
population in parallel (master-slave model; Schoenauer and Michalewicz, 1997). The GA
is one of the four mainstream examples of Evolutionary Algorithms (EAs), which are all
based on the simulation of some genetics mechanisms. Another one, still unknown in the
ocean science � eld, is called Evolution Strategies (ESs). The ESs are designed to
speci� cally deal with parameter optimization problems. Bäck and Schwefel (1993) present
a comparison of the EAs on the optimization of three theoretical functions: the conver-
gence of the ESs is always much faster than the convergence of the GAs.

To end this section, we mention some difficulties which did not arise during our
simulated inversion experiments, but of which one should be aware. In the case of the
optimization of the 2-D cost section, the surface of the acceptable values of Kdes and Kag is
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connected, at least inside the limits of the search domain. Its form resembles an ellipse,
which is what would be obtained in case of a linear inverse problem. Nevertheless, the
problem being strongly nonlinear, the shape of the acceptable parameter basin might be
much more complex (Mazzega, 2000). First, it might not be convex. In this case, the
computation of acceptable intervals to evaluate the basin size is not sufficient anymore.
Second, it might not be connected: several acceptable secondary minima might exist,
amongst which the GOAs might be unable to distinguish only from the information the
modeller put into the formulation of the cost function. In this case, it may be fruitful to
study the prediction families produced by each local minimum and for each model
variable, and to submit them to other selection criteria. For instance, one may analyze the
dynamical characteristics and stability of the solutions, or check if the predictions verify
some empirical biogeochemical algorithm.

6. Conclusion

The results of the simulated inversions of the PSyDyn model allow us to select an
inverse method to estimate, from in situ data, the parameters controlling the oceanic
particle cycling. We demonstrated that given both the strong nonlinearity of this inverse
problem, which translates into the high complexity of the related cost functions, and our
limited knowledge of the particulate system, classical gradient descent methods are not
appropriate. Global Optimization Algorithms (GOAs) were shown to be much more
adapted. The TRUST, the Simulated Annealing (SA) and the Genetic Algorithm (GA) are
able to recover at least two of the model parameters. However, the gradient requirement of
deterministic GOAs like the TRUST is a serious drawback to minimize very irregular cost
functions. Moreover, estimating more than two parameters with the TRUST would be very
expensive in terms of programming cost. Because of its strong stochastic nature, the SA
has very high computational requirements. Its low robustness may explain its incapability
to recover the eight model parameters. The GA has much lower programming requirements
than the TRUST and much lower computational requirements than the SA. It proved robust
and able to quickly converge toward the basin of the true model parameters. As a
consequence, we will use this GA in a next paper to estimate particle cycling parameters
from in situ data collected within the framework of the French JGOFS-EUMELI program.
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Evensen, G., D. P. Dee and J. Schröter. 1998. Parameter estimation in dynamical models, in Ocean
Modeling and Parameterization,E. P. Chassignet and J. Verron, eds., NATO, ASI Series. Kluwer
Acad Publ., 451 pp.

Evensen, G. and N. Fario. 1997. Solving for the generalized inverse of the Lorenz model. J. Meteor.
Soc. Japan, 75, 229–243.

Fasham, M. J. R. and G. T. Evans. 1995. The use of optimization techniques to model marine
ecosystem dynamics at the JGOFS station at 47°N20°W. Phil. Trans. R. Soc. Lond. B, 348,
203–209.

Fletcher, R. and C. M. Reeves. 1964. Function minimization by conjugate gradients. Comput. J., 7,
149–154.

Gelado-Caballero, M. D., M. E. Torres-Padron, J. J. Hernandez-Brito, J. A. Herrera-Melian and J.
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