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A decadal oscillation due to the coupling between an ocean 
circulation model and a thermodynamic sea-ice model 

by Sheng Zhang1x2, Charles A. Lin’ and Richard J. Greatbatch 

ABSTRACT 
A 3-dimensional, planetary-geostrophic, ocean general circulation model is coupled to a 

thermodynamic sea-ice model. The thermal coupling takes account of the insulating effect of 
the ice. A simple approach is taken in the case of the freshwater flux by allowing this to pass 
through the ice, except that some is used for snow accumulation. It is then modified by salinity 
rejection/dilution due to freezing/melting. The model has idealized box geometry extending 
60” in both latitude and longitude, with a horizontal resolution of 2” and 14 vertical levels. 
Annual mean surface forcings are used. The coupled system is first spun up using restoring 
conditions on both surface temperature and surface salinity to reach a steady state which 
includes ice in the high latitudes. A switch of the surface forcing to mixed boundary conditions 
(restoring on temperature and flux on salinity) leads to an oscillation of period 17 years in the 
magnitude of the thermohaline circulation and the ice extent. The oscillation is due to a 
feedback between ice cover and ocean temperature. Since ice forms only in regions where the 
ocean loses heat to the atmosphere, the thermal insulation of an increased ice cover makes the 
ocean warmer. The thermohaline circulation plays a role in transporting this heat polewards, 
which in turn melts the ice. The heat loss over open water at high latitudes then leads to ice 
formation and the process repeats itself. Salinity rejection/dilution associated with ice 
formation/melting is shown to be of secondary importance in this oscillation. Rather, changes 
in surface salinity are dominated by changes in deep convection and the associated vertical 
mixing, which are themselves associated with the reduction in surface heat loss due to the 
insulating effect of the ice. As a consequence the model exhibits the negative correlation 
between surface salinity and ice extent that is observed in the high latitude North Atlantic. 

1. Introduction 

The ocean plays an important role in the earth’s climate (e.g. Mysak and Lin, 1990; 
Weaver and Hughes, 1992). Its heat capacity is three orders of magnitude larger than 
that of the atmosphere; indeed, the top several meters of the world’s oceans have the 
same heat capacity as that of the atmosphere. In addition, about half of the heat 
transport from low to high latitudes, required to maintain the current climate, is by 
the oceans. Thus the stability and variability of the thermohaline circulation, which is 
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an important mechanism for the storage and transport of heat, is a subject of much 
current interest and research (Weaver and Hughes, 1992). 

Bjerknes (1964) was the first to suggest that variations in the thermohaline 
circulation play a role in determining the interdecadal variability of sea surface 
temperature (SST) in the North Atlantic. This has been discussed further by Bryan 
and Stouffer (1991) and Gordon et al. (1992). Evidence for the role of the ocean has 
also been presented by Kushnir (1994), and Deser and Blackman (1993). The latter 
have pointed out a relationship between variations in ice extent in the Labrador Sea 
and SST to the east of Newfoundland, with greater than normal ice extent preceed- 
ing lower than normal SST by about two years. Mysak et al. (1990) have suggested a 
mechanism for driving an interdecadal oscillation involving changes in precipitation, 
river run-off, Arctic sea ice, deep convection and Arctic cyclogenesis (see also Mysak 
and Power, 1992). They have linked their mechanism to the occurrence of the Great 
Salinity Anomaly in the late 1960’s and early 1970’s (Dickson et al., 1988). 

Starting from F. Bryan (1986a,b), various studies have used mixed boundary 
conditions to drive ocean models; i.e., at the upper boundary, the freshwater flux is 
specified to be constant, but the heat flux is proportional to the difference between a 
given constant equivalent atmospheric temperature and the top level ocean tempera- 
ture. This can result in a large variability of the thermohaline circulation, as 
discussed by Weaver and Sarachik (1991a,b), including variability on a decadal time 
scale. Recently Huang and Chou (1994), and Greatbatch and Zhang (1993) have 
described interdecadal oscillations in models driven under constant flux boundary 
conditions. Greatbatch and Zhang showed the similarity between an oscillation 
driven by constant heat flux and the interdecadal oscillation found in the GFDL 
coupled model (Delworth et al., 1993). 

In this paper, we couple a thermodynamic sea ice model (Semtner, 1976) to the 
planetary geostrophic ocean circulation model of Zhang, Lin and Greatbatch (1992, 
hereafter referred to as ZLG). We focus on the most important thermodynamic 
effects associated with changes in ice cover: the insulation effect of an ice cover which 
affects the surface heat flux, and salinity rejection/dilution which modifies the 
freshwater flux seen by the ocean. In addition, we allow for changes in this freshwater 
flux by letting some be taken up as snow accumulation on top of the ice. The dynamic 
effect of the sea-ice is not considered, and is left for future work, although we 
recognize this may be important. For example, Hakkinen (1993) has discussed sea ice 
export from the Arctic as a possible source of the Great Salinity Anomaly (Dickson et 
al., 1988). We also simplify our model by using annual mean forcing with no seasonal 
cycle. Seasonally varying forcing may be required for a more detailed representation 
of sea ice in an ocean model, but is beyond the scope of the present paper. Our aim 
here is to demonstrate how coupling between an ocean circulation model and a 
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thermodynamic ice model can lead to an interdecadal oscillation in which the 
thermodynamic coupling plays a crucial role. 

Two studies are particularly relevant to our results; those of Welander (1977), and 
Yang and Neelin (1993). Welander (1977) formulated a three-box model of the 
air-ice-ocean system, and identified a thermal oscillation in the system which is due 
to a feedback between ice thickness and ocean temperature. The well-mixed ocean 
box is characterized by a uniform temperature with no dynamics. Yang and Neelin 
(1993) formulated a two-dimensional latitude/depth ice-ocean model by coupling 
the linearized version of Welander’s (1977) ice model to the zonally averaged ocean 
model of Marotzke et al. (1988). Their results show an oscillation of period 13.5 
years, due to a feedback between the thermohaline circulation and the salinity 
rejection/dilution associated with the freezing/melting of sea ice. Yang and Neelin 
restored the top level temperature below the ice to a given temperature of -2°C 
thus limiting the thermal coupling of the ice-ocean system. In our study, we use a 
more complete thermodynamic sea ice model. This is fully coupled to our three- 
dimensional planetary geostrophic model, including a detailed representation of the 
thermal insulating effect of sea-ice. The results are interpreted in terms of the 
oscillation found by Welander. 

There have been previous coupled ice-ocean modelling studies, although none of 
these consider the coupling of sea-ice to the large scale thermohaline circulation. For 
example, Hibler and Bryan (1987) coupled the dynamic-thermodynamic sea ice 
model of Hibler (1979,198O) to a 16level baroclinic Bryan-Cox ocean model (Bryan, 
1969; Cox, 1984). The temperature and salinity in all model levels except the topmost 
were damped to climatological values with a 3-year relaxation time scale. The 
thermohaline circulation was constrained both by the damping term and the limited 
high latitude model domain. Semtner (1987) removed the damping term and 
modelled the Arctic Ocean and Greenland Sea with specified constant inflows. 
Apart from this specification, interaction with the ocean outside the model domain 
was excluded. More recently, Hakkinen and Mellor (1992) have described the 
seasonal variability of a coupled Arctic ice-ocean model. We note that Saltzman 
(1978) identified the sea ice-ocean temperature feedback mechanism in a simple 
oscillator model. This mechanism was also included in subsequent models of climatic 
feedback on century and longer time scales involving sea ice extent, ocean tempera- 
ture and carbon dioxide concentration (Saltzman and Moritz, 1980; Saltzman et al., 
1981; Saltzman, 1982). 

The following section describes the formulation of the ice model and the treat- 
ment of the surface heat and fresh water fluxes. Sections 3 and 4 describe respec- 
tively the results obtained under restoring and mixed surface boundary conditions. 
Further discussion of the results using conceptual models are presented in Section 5, 
and the conclusions are given in the final section. 
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Figure 1. A schematic diagram of the coupled ocean-ice-snow system, indicating modei 
parameters discussed in the text. 

2. Formulation of the ice model and the treatment of the surface heat 
and freshwater fluxes 

The ice model used here is basically the same as Semtner’s (1976) zero-layer 
thermodynamic model including snow cover; this in turn is a simplification of a more 
complete many-layer thermodynamic ice model of Maykut and Untersteiner (1971). 
Further details of this type of model can be found in the original references. Here, we 
describe briefly the ice model, emphasizing the processes included and the param- 
eters used. The code has been verified with a 30 m deep mixed layer ocean and 
seasonal forcing, by comparing the results with Semtner (1976). The ice model is 
coupled to the planetary geostrophic model of ZLG, by an interactive calculation of 
the heat and salinity fluxes at the ice-ocean interface which we now describe in detail. 

The ice model has one snow layer and one ice layer, and no penetration of solar 
radiation is allowed in either layer. The ice and snow distribution within one grid cell 
has uniform depth with no leads. The sensible heat storage in ice and snow, and the 
latent heat in the brine pockets within the ice, are neglected; there is thus no need to 
calculate the temperature within ice and snow. There is no consideration of ice 
dynamics; the model is thermodynamic only. 

The heat fluxes between the atmosphere and ice/snow, within the ice and snow, 
and between the ice and the ocean, are denoted by F,, Fi and F, respectively. A 
downward heat flux is positive. Figure 1 shows a sketch of the various fluxes. The rate 
of change with time (t) of ice (hi) and snow (h,) thicknesses, with density pi and ps 
respectively, is determined by the following equation. 

-L ah% + PA) 
f  at 

= (Fi - F,) + I,. 

The first term on the right-hand side is the ablation or accretion at the bottom of the 
ice due to the difference between the heat flux F, seen by the ocean at the ice-ocean 
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interface and the conductive flux within the ice or snow Fi; the latter is assumed to be 
constant in the vertical direction. Lf is the latent heat of fusion. The second term on 
the right-hand side is Z, = F, - Fi, which is never negative, as it represents the 
melting of snow or ice at the upper surface. Snow is first melted, and any amount of 
heat left over is used to melt the ice underneath. 

The oceanic flux F, is given by 

where T, is the top level ocean temperature, and Tf = - 1.6”C is the temperature at 
the ice-water interface and corresponds to the freezing point of sea water. The value 
of the transfer coefficient Z&, is subject to some uncertainty and various values have 
been used by different researchers; here, we use Kiw = 180 W m-2 K-l. The model 
results are not sensitive to its precise value, as long as it is between 125 and 250 W 
m-2 K-l. Fi is the conductive heat flux within the ice and is given by 

Fi = K,-(Tg - Tf) 

where Tg is the skin temperature at the uppermost ice or snow surface. KC is the 
combined bulk conductivity of ice and snow, and depends on the ice and snow 
depths. 

1 hi hs -= 
KC k+ - k 

The value of the ice conductivity is k = 2 W m-l K-l. The snow conductivity k, = 
0.3 W m-i K-l is much smaller. We define an effective conductive depth (h) which 
equals a weighted average of the ice and snow depths. 

h = hi + k h,. 
s 

Henceforth, we refer to h as the ice depth. The conductive flux within ice, taking into 
account the presence of snow, is then 

Fi = X(Tg - Tf). (3) 

For the upper surface of either snow or ice, an instant balance between the net 
atmospheric flux (F,) and the conductive flux (Fi) is first used to obtain the surface 
temperature of the snow or ice (T,). If the latter is less than the freezing point 
(Tg < Tf) thenI, = F, - Fi = 0 and there is no melting. However, when the surface 
temperature Tg obtained is higher than the freezing point (Tg > Tf), and with ice or 
snow present, the surface temperature is reset to the freezing point, and the flux 
imbalance due to this re-arrangement is used to melt snow. If all the snow is melted 
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or if there is no snow, the remaining unused flux is used to melt ice. This results in 
non-zero values of the melting term Z,. 

We now turn to the atmospheric flux (F,) at the upper boundary of the system. In 
the case of an ice- and snow-free ocean, this can be represented as the difference 
between an equivalent atmospheric temperature (T,) and the sea surface tempera- 
ture (T,) (Haney, 1971); the latter is assumed to be the same as the top ocean level 
temperature T, for the open ocean. There are difficulties when a similar linear 
equation is used to represent heat fluxes over an ice covered ocean. The range of the 
surface temperature (T,) over ice can be much larger than that over ocean, thus the 
linear approximation for the long wave radiation is not as accurate. The change in 
parameters such as the albedo is discontinuous between ice-covered and ice-free 
states. We thus introduce an “albedo” temperature of ice or snow (Ti, T,), but still 
use the linear approximation, in order to lower the equivalent atmospheric tempera- 
ture from its value if ice or snow were not present. The equivalent atmosphere 
temperature TO is thus defined as 

T, = T: + I; + T, 

where TE is the equivalent atmospheric temperature in the absence of ice or snow. It 
should be less variable than T, since the change due to ice and snow cover is already 
accounted for by the term Ti + T,. We thus specify Tz as being independent of time 
for our annual mean forcing. The atmospheric flux F, is then 

F, = D(T, - Tg). (4) 

This linear parameterization, without the Ti and T, terms, has been used by Roed 
(1984) to study the lateral ice growth at marginal ice zones, and by Welander (1977) 
in his idealized, theoretical model. In Eq. (4), D is the feedback coefficient which 
determines the time scale of the relaxation of the surface temperature (T,). The 
parameters T and T, take on non-zero values only when the ice and snow depth 
exceeds a given minimum value: 7; = -4°C and T, = -2°C for ice and snow depths 
exceeding 10 cm and 8 cm respectively. In open ocean regions, (4) is applied with 
Tg = T1, the top level ocean temperature. 

We now specialize to the case with no melting at the air-ice/snow interface, Z, = 0. 
This is almost always the case in our simulations due to the use of a constant annual 
mean Tz; as can be verified from our results. When Z, = 0, the thermodynamic ice 
model used here is identical to that of Welander (1977). Using Eq. (3)-(4) with Z, = 
0 (i.e. F, = F,), the two unknowns Tg and Fi can be obtained as follows. 

Tg = Tf + 1 + (hD/k) 
hD’k (T - Tf) a 

D 
Fi = 1 + o&/k) tTO - Tf)’ 
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The case of vanishing ice depth (h = 0) is not a singular point in the above equations; 
thus the use of a minimum ice depth is not necessary. 

Note that the inverse depth D/k = (4 cm)-i, for the parameter values D = 50 W 
“C-l me2 and k = 2 W “C-l m-l. For relatively large ice depths (hDlk z+ l), the 
surface temperature Tg is close to, and thus sensitive to the atmospheric forcing 
temperature T,. The flux Fi is however not sensitive, as it is almost zero. Physically, 
this describes the insulating effect due to thick ice. For small ice depths (hDlk < l), 
the value of T, is important in determining the magnitude of the heat flux Fi, but has 
little effect on T’, as the latter is close to the freezing point (Tf). In terms of the 
surface temperature and the heat flux, the reference ice depth of 4 cm thus separates 
the ice-covered and ice-free regimes. Since the insulation effect only applies to the 
ice covered region, including leads would weaken the insulation effect and thus 
increase the reference ice thickness. 

The rate of change of the heat flux (Fi) with ice depth (h) is given by 

aFi -Dlk 
-= 
ah 1 + (hD/k) Fi* (7) 

Figure 2 shows the conductive flux Fi as a function of ice equivalent depth h, with the 
flux at h = 0 specified to be - 100 W m-2. The rate of change of the flux with h is also 
shown. The flux change is sensitive to h when the latter is small, and this sensitivity is 
reduced when h is large, as the flux itself becomes small then. 

Having discussed the handling of the surface heat flux boundary condition, we now 
turn to the treatment of the freshwater flux. The model is first spun-up using 
restoring boundary conditions on both temperature and salinity. The heat flux seen 
by the ocean is calculated using the procedure described above; that is with the 
restoring condition being applied to the temperature, Tg, at the surface of the 
ice/ocean system (see Fig. 1). A restoring boundary condition is also applied to the 
salinity in the top level of the ocean model (i.e. beneath the ice). On switching to 
mixed boundary conditions (that is restoring on temperature and flux on salinity) we 
use the freshwater flux diagnosed from this spin-up. At the high latitudes affected by 
ice, this provides a source of fresh water for the ocean (i.e. a net excess of 
precipitation and run-off over evaporation). As in other studies (e.g. Yang and 
Neelin, 1993; Hakkinen and Mellor, 1992), we allow this freshwater to drain through 
the ice into the ocean, where it is then modified by the salinity rejection/dilution due 
to ice formation/melting. This is done by assuming the salinity of ice is 30% the 
salinity of sea water. In addition, some freshwater is taken up by snow accumulation, 
as described in the next paragraph. (In the restoring spin-up, snow is allowed to 
accumulate to the maximum allowed depth; in the final steady state, there is no 
further snow accumulation and hence snow accumulation has no effect on the 
diagnosed freshwater flux.) We therefore assume that river run-off and the net 
precipiation minus evaporation seen by the ocean is not affected by the presence of 
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Figure 2. The conductive flux Fi (heavy line) as a function of effective conductive depth h, with 
the flux at h = 0 specified to be - 100 W m-*. Its rate of change with h is shown by the thin 
line. 

ice, except in so far as some is taken up by snow accumulation. In support of this 
approach, it should be noted that river run-off is not necessarily limited by the 
presence of ice (the importance of river run-off for determining the low salinity water 
associated with increased ice extent has been noted by Mysak et al., 1990). Also, 
whereas an ice cover can protect the ocean from surface precipitation, it can also 
limit loss of fresh water due to evaporation. Nevertheless, it is not clear how best to 
treat the freshwater flux and it seems sensible, at this time, to take the simple 
approach adopted here, and hope that ways to improve it can be found in the future. 

A fixed snow fall of 5 cm per month is prescribed when the ice thickness reaches a 
minimum of 0.1 m and when the surface temperature is below freezing, up to a 
maximum limit of 0.15 m. When the model is run under mixed boundary conditions, 
this snow fall is removed from the freshwater flux seen by the ocean. A limit for the 
snow depth is necessary since the surface forcing is held constant; thus the diurnal 
and seasonal cycles and synoptic variability, which ordinarily would play a role in 
limiting the snow depth, are ignored. Snow-ice conversion processes such as melting 
and refreezing, are also neglected. If no maximum snow limit were imposed, the 
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Table 1. Depths at the bottom of each model level. 

Level number Depth 

1 46 m 
2 104 
3 177 
4 269 
5 385 
6 531 
7 715 
8 947 
9 1239 

10 1607 
11 2070 
12 2654 
13 3327 
14 4000 

87 

snow depth would keep increasing. As the insulating effect of snow is several times 
larger than that of ice for the same depth, the large snow depth would eventually 
reduce the atmospheric heat flux to much smaller than the oceanic flux, and the 
latter would melt all the ice. In this case, all the snow would fall into the ocean, and 
this unrealistic cycle would start again by ice formation and snow accumulation. 

3. Spin-up under restoring surface boundary conditions 

The experimental conditions and model parameters are the same as those in 
Zhang, Greatbatch and Lin (1993, hereafter ZGL), except that the equivalent 
atmospheric temperature, Tz, used for the restoring boundary condition on tempera- 
ture is lowered to allow for ice formation. The flat bottomed model domain has an 
extent of 60 degrees latitude and longitude, from 5 to 65 N. There are 14 levels in the 
vertical with 7 of them lying above a depth of 700 m, and the depth of the top level is 
46 m. The depths of the bottom of each level are given by Table 1. The simplified 
equation of state is given by: 

p(T, S) = 3.0 + 0.77s - O.O72T(l + 0.072T). (8) 

Here, T is temperature in “C, S is salinity in %o, and p is density in units of kg m-3 and 
reduced by 1000. The coefficients in Eq. (8) are similar to those of Bryan and Cox 
(1972); compressibility effects are ignored. 

The equivalent atmospheric temperature distribution (Tz) which is used to force 
the coupled ice-ocean model is shown in Figure 3. It is identical to that used in ZGL, 
except we include an additional term which vanishes at the southern boundary of 5 N 
and which linearly decreases to -5°C at the northern boundary of 65 N. This is a 
more realistic profile than that used by ZGL, as we no longer need to avoid 
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Figure 3. The latitudinal (cp; ON) distributions of the equivalent atmospheric temperature 
(curve T, “C), salinity (curve S; %o) and density (unlabelled curve; u-unit). The latter is 
calculated using the equation of the state, Eq. (8). Curve W is the surface wind stress (T, 
dynes cm-*). 

sub-freezing temperatures with the inclusion of an ice model. The high latitudes are 
now sufficiently cold that ice formation is possible in the control equilibrium state. 
The latter is obtained by spinning up the model for several thousand years to a 
quasi-steady state, using restoring conditions on both temperature and salinity, as 
described in detail in the previous section. The salinity profile used for the restoring 
spin-up is shown in Figure 3. The relaxation time for the surface forcing is 30 days, 
the same as in ZGL. The other model parameters are listed in Table 2. 
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Table 2. Model parameters. 

H 
z 
0 

AH 

A" 

ice density 
water density 
latent heat of fusion 
ice conductivity 
snow conductivity 
specific heat of water 
thermal expansion coefficient 
salinity expansion coefficient 
transfer coefficient at ice-water interface 
freezing temperature of sea water 
‘albedo’ temperature of ice 
‘albedo’ temperature of snow 
relaxation coefficient for atmospheric heat flux, 

for top model level of depth 46 m 
top model level depth 
total depth of ocean 
average depth of ice 
horizontal diffusivity 
vertical diffusivity 

89 

910 kg m-3 
1025 kg mm3 
3.34 x lo5 J kg-l 
2 W m-l K-l 
0.3 W m-r K-l 
4180 J kg -r K-r 
-0.072 kg rnw3 K1 
0.77 kg mm3 %0-l 
180 W m-2 K-r 
-1.6”C 
0 or -4°C 
0 or -2°C 
30 days 

46 m 
4000 m 
lm 
2000 m2 s-l 
0.63 x low4 m2 s-t 

The nine panels of Figure 4 describe the circulation of this equilibrium state. Note 
that each tick mark in the vertical represents the center of the level, and the depth of 
the bottom of each level is given in Table 1. This distortion of the vertical coordinate 
enables an expanded and clearer view of the upper ocean. The upper block shows the 
latitude/depth plots of the zonally averaged density, temperature, salinity and 
meridional overturning streamfunction; the lower block shows the longitude/latitude 
plots of the temperature at the surface of the ice ocean system, the top level salinity, 
ice depth, depth of convective overturning (number of adjacent levels which undergo 
convection), and the surface heat flux (diagnosed and averaged over the final 3 
months of model integration). The corresponding surface salt flux is shown in 
Figure 5. 

4. Results obtained with mixed surface boundary conditions 

ZGL spun up an ocean-only model, very similar to the one in this paper, using 
restoring temperature and salinity surface boundary conditions. A switch was then 
made to mixed conditions, i.e., restoring on temperature and flux on salinity, and the 
polar halocline catastrophe ensued, as described by Bryan (1986a). The high latitude 
convection was almost eliminated due to the amplification of an initially imposed 
small fresh water perturbation, which leads to a fresh water cap and the resulting 
shutdown of the thermohaline circulation. ZGL showed that the accompanying 
reduction in surface heat flux is crucial to the occurrence of the catastrophe. As we 
saw earlier, the insulating effect of ice also significantly reduces the air-sea heat flux. 
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Figure 4. Steady state obtained with restoring conditions on both surface temperature and 
salinity. The upper block consists of latitude (cp)/depth (z) plots: the zonally averaged 
density (p; the contour interval is 0.25 u-unit), temperature (T; 2”C), salinity (5; 0.25%0) and 
meridional overturning stream function (+; 2.5 Sv). The lower block consists of longitude 
(X)/latitude (cp) plots: the temperature (Tr; 2°C) at the surface of the ice ocean system, 
salinity (St; 0.25%0), ice depth (hi; 0.5 m, with the southernmost contour being 0 m), depth 
of convective overturning (CON; number of adjacent levels which undergo convection, 
every 2 levels contoured), and surface heat flux (Qr; 0.5”C month-l for the top model level 
of 46 m depth). This state serves as the initial condition for subsequent numerical experi- 
ments. 
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Figure 5. The surface salt flux (Q,; 0.05%0 month-l for the top model level of 46 m depth) 
diagnosed from the steady state of Figure 4. This flux is used to provide the surface 
boundary condition for salinity under mixed boundary condition. 

We thus repeat ZGL’s experiment by changing from restoring to mixed conditions, 
but starting from the steady state obtained with the ice-ocean model shown in 
Figure 4. 

Instead of the complete collapse of the thermohaline circulation found by ZGL, an 
oscillation with a period of about 17 years is found. Figure 6 shows a time series of the 
fractional ice coverage and the basin mean temperature. Three such cycles are shown 
in more detail in the inset. After an initial adjustment upon the switch of the surface 
boundary conditions, the model simulates a stable sequence of these oscillations. In 
Figure 7, we show various oceanic parameters at different times during the oscilla- 
tion, starting from a reference time oft = 0, which is 507.5 years after the switch to 
mixed boundary conditions, and then at times t = 2.5, 7.5 and 12.5 years. The 
sequence starts with the ice cover at its largest extent with a maximum depth of 2.6 m 
and sub-freezing surface temperatures, T,, over the entire northern basin (Fig. 7a). 
The thermal insulation of the ice cover means that the surface heat loss and 
convective activity are at a minimum, as evidenced by the northward, subsurface 
bulging of the outcropping isotherms. The thermohaline circulation is at its peak 
intensity of over 14 Sv at this time, with the downwelling concentrated in a narrow 
band along the northern wall (Fig. 7a), despite the fact that convective activity is at a 
minimum. 

Since the ice cover is a maximum, the thermal insulation effect allows the ocean to 
warm up as a result of the largely unchanged air-sea heat flux at lower latitudes (note 
the phase difference between the ice extent and the basin mean temperature in 
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Figure 6. Time series of the basin averaged ocean temperature (“C, heavy line) and the 

fractional ice coverage (light line). The inset shows three cycles in more detail. 

Figure 6, with the ice extent leading). Since the thermohaline circulation is at its peak 
strength when the ice cover is a maximum, this heat is carried northward under the 
ice. The water column is then destabilized, leading to an onset of deep convection 
and a melting of the ice, resulting in a negative feedback mechanism. This results in 
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an overall reduction of ice thickness and ice extent in the northeastern part of the 
basin at t = 2.5 years (Fig. 7b), with much enhanced heat loss to the atmosphere. The 
enhanced deep convection can also be seen at the same location. Evidence of this 
convection is the upward doming of the isopycnals (e.g., u = 25.0) that can be seen in 
the zonally-averaged density, and the homogenized temperature of the water column 
at the same latitude. In the meantime, the thermohaline overturning is beginning to 
weaken. 

The reduction of ice thickness and ice extent continues to time t = 7.5 years 
(Fig. 7~). The ice thickness and extent, as well as the thermohaline circulation is 
about to reach its minimum and the region of heat loss is approaching its largest 
extent. The high latitude heat loss then leads to ice growth, a reduction in deep 
convection and a gradual enhancement of the thermohaline circulation. This can be 
seen at t = 12.5 years (Fig. 7d); the ice cover is also extending eastwards. Once the ice 
extent has reached its maximum, the cycle repeats itself. It is an interesting feature of 
the oscillation that the maximum in the thermohaline circulation occurs when the 
deep convection is at a minimum, and vita versa. This shows that the thermohaline 
overturning does not respond instantly to changes in deep convection (a topic of 
current research). What is important here is to note that the thermohaline circula- 
tion plays an important role in transporting heat under the ice and is a necessary 
feature of the oscillation. 

We now examine the effect of the presence of an ice cover in more detail. Four 
factors need to be considered: the change in the equivalent atmospheric temperature 
T, due to the albedo parameters Ti and T,; the thermal insulation effect of an ice 
cover; the salinity rejection/dilution accompanying ice formation/melting; and snow 
accumulation. The former two relate to the air-sea heat flux, while the latter two 
change the salinity of surface water (snow accumulation affects salinity since it takes 
up some of the freshwater flux; it also increases the insulating effect of the ice-snow 
layer). Through their effect on density, they all affect the buoyancy flux from the deep 
ocean, which is dominated by convection. 

With an ice cover, the change in the equivalent atmospheric temperature is 
important in determining the surface temperature Tg, but it is not crucial for the 
ocean circulation, because the heat flux is small (Eq. 6) when the ice and snow depths 
are sufficient for the albedo parameters to take effect. Indeed, keeping the equiva- 
lent atmospheric temperature constant (by putting Ti = T, = 0) does not significantly 
change our results. The important factor is the change in the heat flux that occurs in 
response to changes in ice extent because of the insulation effect of the ice. 

For annual mean surface forcing, we shall argue in the next section that salinity 
rejection/dilution is of secondary importance. We have verified this by removing this 
effect from our model and then repeating the experiment. The result is an oscillation 
that differs little from what we have described. The reason is the dominating 
influence of changes in convective fluxes, associated with deep convection, for 
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Figure 7. Model variables, illustrating the oscillation obtained under mixed boundary condi- 
tions, at times t = (a) 0 y, (b) 2.5 y, (c) 7.5 y and (d) 12.5 y. The display format is the same as 
in Figure 4. Time t = 0 is the time of maximum ice extent. The oscillation period is 17 years. 

determining the surface salinity beneath the ice. During ice formation, especially 
when the ice cover is advancing, the cooling flux to the atmosphere is reduced (Eq. 
6). This in turn means that the convective and diffusive heat flux from the deep ocean 
must be reduced even more, since otherwise, there would be no heat flux divergence 
at the base of the ice (the Fi - F, term in Eq. 1) and no ice growth, contradicting our 
assumption that ice growth is indeed ocurring. This means that the density of the 
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Figure 7. (Continued) 

surface level waters below the ice must be less than before, and so cannot be 
dominated by salinity rejection. A consequence is that regions of increased ice extent 
in our model are also associated with reduced surface salinity (this can be seen in Fig. 
7). 

Manak and Mysak (1989) found from a sea ice data analysis that there was a large 
decrease in the salinity of the Labrador Sea for those years when the ice extent was 
30% greater than average. In addition, Marsden et al. (1991) found a significant 
negative correlation between the ice anomaly and near surface salinity using data 
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from the high latitude North Atlantic Ocean. This is consistent with our finding that 
salinity rejection is not of primary importance. It also indicates that a source of fresh 
water is needed that allows the salinity to reduce as the ice extent grows. This 
provides some justification for the simple treatment we have used to apply the 
freshwater flux boundary condition (see the discussion in Section 2), since at high 
latitudes, our diagnosed flux (shown in Fig. 5) provides a source of fresh water to the 
ocean. A large part of this flux should probably be interpreted as river run-off. This is 
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consistent with the importance attached to river run-off in the analysis of Mysak et al. 
(1990) except that in their case it is the anomalies of run-off that are important. 

Another question concerns the sensitivity of the oscillation period to the model 
parameters. Changing the restoring time for the top level temperature from 30 to 50 
days, through the parameter D in Eq. (4), increases the period of the oscillation from 
17 to nearly 30 years. In Section 5, we show that this is because increasing the 
restoring time scale decreases the change in surface heat flux that occurs during the 
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ice advance and retreat (the surface heat flux in the control equilibrium state is also 
weaker in this case). 

5. Further discussion of the results 

In this section, we present conceptual models to interpret the model results. The 
thermodynamic effect responsible for the oscillation can be captured by a simple 
anomaly model involving the two diagnostic quantities of anomalous fractional ice 
coverage (C), and anomalous basin averaged ocean temperature, denoted as simply 
There. Averaging the governing temperature equation given in ZLG, we see that the 
only mechanism to change the basin averaged temperature is through an anomalous 
horizontally averaged air-to-sea surface heat flux. This is because the side and 
bottom boundaries of the basin are insulating, and advection, diffusion and convec- 
tion only redistribute heat. To represent the thermal insulating effect of an ice cover 
in our conceptual model, we assume the difference in surface heat flux between an 
ice-covered and ice-free ocean (AF) together with the anomaly ice cover (C), 
determine the change in the basin averaged temperature: increasing ice cover would 
lead to a larger net air-to-sea flux. This is consistent with the fact that ice forms only 
in regions of the ocean where there is a net heat loss to the atmosphere. 

p,$, A? $ = AFC. (9) 

Here, 2” = 4000 m is the total depth of the ocean. To close the model, we note that 
an anomalously cold ocean would lead to an anomalously large ice cover, thus 

piOLf $ = -K;,T. 

This is basically Eq. (1) with a fixed ice depth, in anomaly form. Here, 0 is a mean ice 
depth and K:, is an effective transfer coefficient between ice and water, which should 
be much less than the value of Ki, = 180 W “C-l me2 used in Section 3, since the 
temperature here is the basin averaged value, and not the top level temperature 
immediately below the ice. Combining Eq. (9) and (lo), we obtain 

a2C K;,AF 
-= 
at2 

- w2c, 02 = - 
PieLf Pwcpz. 

We see that sinusoidal solutions for the ice coverage and basin average temperature 
would result, with a phase difference of 90” between them. Analysis of the time series 
of Figure 6 shows that the ice cover leads the temperature by about 45” in our 
planetary geostrophic model; the discrepancy from the value of our conceptual 
thermodynamic model is probably due to dynamical effects, such as the transport of 
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heat by the thermohaline circulation under the ice, something we have seen to be 
important. 

To calculate the period of oscillation, we take as parameter values, 0 = 1 m and 
AF = 50 W rne2, with the value of K&, (W “C-l m-2) to be determined later. A list of 
the values of the constants used is given in Table 2. The period of the oscillation is 
then 

21r 64 -=- 0) & (years). 

If we scale down the effective transfer coefficient (K:,) by one order from the 
standard value of Ki, = 180 W “C-l m-*, corresponding to a reduced efficiency of 
heat transfer, we obtain a period of 15 y. Due to the square root dependence of the 
coefficient, the exact period will still be decadal over a wide range of the values of the 
coefficient. The period as simulated by our planetary geostrophic model is sensitive 
to the value of the parameter D associated with the time scale of the surface thermal 
forcing, since the magnitude of the AF increases with D. Changing the time scale 
from 30 to 50 days results in a change of the simulated period from 17 to nearly 30 y. 
The phase difference remains at about 45”. 

Welander (1977) showed that a self-sustained oscillation can be obtained with a 
l-dimensional vertical ice-ocean model with no salinity effects. The phase difference 
between the temperature and ice depth variation in his model as estimated from his 
Figure 4 is about 60”, close to our simulated value of 45”. This mechanism of a 
self-sustained oscillation is quite different from that proposed by Yang and Neelin 
(1993); the latter involves a positive feedback between the thermohaline circulation 
and the formation of ice, which is associated with salinity rejection. In our simula- 
tions, brine rejection during ice formation can be suppressed with little change to the 
model results, as we have already noted. This shows that the main mechanism at 
work in our case is the thermal insulating effect of the ice cover. 

To further assess the relative importance of salinity rejection during ice formation 
and the insulating effect of an ice cover on the density, we use another conceptual 
anomaly model. The basic assumptions are as follows. 

(a) The system in consideration consists of the ice layer of thickness h, and the high 
latitude top level of the model ocean of thickness H. 

(b) The heat and salt balance is determined by the surface forcing fluxes at the top 
of the system, and the convective fluxes of heat (Cr) and salt (CS) at the bottom, plus 
the change due to the latent heat of fusion and salinity rejection as a result of the 
anomalous ice thickness 6h. 

(c) The sensible heat storage of the top ocean model level is neglected as its 
temperature is always close to the freezing point; the sensible heat storage of the ice 
layer is also neglected as the ice depth is small compared to that of the top model 
level. 
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(d) The fractional reduction of the convective fluxes of heat and salt at the bottom 
of the model level is identical, since both are determined by the intensity of the 
convective overturning. 

As a result of assumptions (a)-(c), we may express the heat and salinity balance 
before a change in ice cover as 

F,(h) + CT = 0, SSF + C, = 0 

Here, F,(h) is the conductive heat flux as expressed by Eq. (6), while SSF, shown in 
Figure 5, is the imposed part of the surface salinity flux, and is held constant under 
mixed boundary conditions. The sign convention for the fluxes is that positive 
changes make the system warmer and saltier. The units of CT and Cs are W m-* and 
m s-l respectively; the latter is expressed as the rate of change of equivalent fresh 
water depth. From assumption (c), the density change in the top level of the ocean is 
due to salinity change only; we thus discuss only the salinity budget in what follows. 

When an anomalous ice thickness 6h develops, there are corresponding anomalies 
in the convective heat @CT) and salt (6Cs) fluxes. The salinity perturbation 6s is due 
to brine rejection on the formation of the anomalous ice thickness, and the change in 
the convective salt flux. The contribution to the salinity perturbation due to brine 
rejection @S,) is 

(11) 

Here, So = 32%0 is the mean salinity of the top model level, and the factor 0.7 
accounts for the fact that about 70% of the salt content is rejected on ice formation. 
The other contribution (6SZ) is due to the change in the convective salt flux. 

w, = SC& 2 = 2 SC,& g . 
T 

(12) 

Here, St is the duration of the anomalous convective flux. The second equality follows 
from assumption (d) that the fractional changes in the convective heat and salt fluxes 
are identical. 

From assumption (b), the heat budget on ice formation is expressed as 

(13) 

The rate of change of heat flux with ice depth (dF,ldh) can be obtained from Eq. (7) 
and is positive (Fig. 2). Eq. (13) says that the release of latent heat of fusion and the 
reduction of heat loss to the atmosphere by the increase in ice thickness must be 
balanced by a reduction of the convective heat flux, in order to keep the water 
temperature around the freezing point. 
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We now need to estimate the ratio (R) of the relative contributions to the density 
flux from the convective salt and heat fluxes. Using the equation of state, 

where (Y and p are the expansion coefficients for heat and salt. We now express CsJCr 
in terms of R using (14) and substitute in (12). We also substitute for 6Cr from (13) in 
(12). The resulting expression for 6SZ gives the salinity perturbation due to changes 
in the convective fluxes; combining with that due to brine rejection from (11) we 
obtain the total salinity anomaly (6S). 

+ OL 
CIFi 

PC& 
ah6t (15) 

To understand (15) we first note that 0 < R < 1. This ensures that the convective 
buoyancy flux into the surface level of the model is dominated by the heat flux, as is 
necessary in order to maintain convective overturning. Since aFi/ah > 0 (Fig. 2), the 
second and third terms on the right-hand side of Eq. (15) are now seen to be both 
negative, and to oppose the first term which is due to salinity rejection. Numerical 
estimates of the three terms show that the magnitude of the first term on the 
right-hand side, due to salinity rejection, is more than twice as large as the second 
term. However, it can be cancelled by the sum of the second and third terms, which 
are due to anomalies in the convective fluxes, over a time scale of St = 10 d, which 
corresponds to only several model time steps. This confirms our model result that on 
the decadal time scale of our oscillation (which is much greater than 10 days), salinity 
rejection is of secondary importance, compared to the thermal insulation of the ice 
cover. 

It is important to note from Eq. 15 that the density change due to an increased ice 
amount depends on the rate of change of the ice conductive flux (aFi/ah). Thus if a 
constant flux boundary condition is used for temperature, Fi is constant and the third 
term on the right-hand side of Eq. (15) would be zero. In this case, salinity rejection 
would determine the sign of the density change, and would be a stabilizing factor for 
the thermohaline circulation and ice amount through the feedback with convective 
overturning. We have verified this using our model with constant flux conditions on 
both temperature and salinity (results not shown). However, the use of the flux 
condition on both temperature and salinity is not realistic, as this does not allow for 
any changes in the flux due to the insulating effect of the ice. Another situation in 
which salinity rejection dominates is when the atmospheric temperature T, is not 
constant, such as would happen if we included a seasonal cycle. In this case, the extra 
negative heat flux required to form anomalous ice in the fall and winter comes from 
the upper surface due to the much colder air temperature. The convective heat flux 
at the bottom of the system is then not constrained to decrease when ice is forming. 
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As the changes in the convective salt and heat fluxes are proportional, this means 
that the salinity flux at the bottom of the surface level is also not forced to change. In 
this case, salinity rejection would dominate and make the water denser. If there is 
only annual, but not interannual variation, in T,, the feedback between ice amount 
and ocean temperature discussed in this study would still be important for the 
dynamics of anomalies which are over and above the regular seasonal cycle. This is 
consistent with the observational studies of Manak and Mysak (1989) Marsden et al. 
(1991) as discussed earlier. 

6. Conclusions 

We have coupled the Semtner (1976) zero-layer thermodynamic sea ice model to 
our planetary geostrophic ocean circulation model (ZLG, ZGL). Unlike more 
sophisticated coupled ice-ocean models, we focus on the effects of sea-ice on the 
stability and variability of the thermohaline circulation, instead of the influence of 
the ocean on the ice. Idealized annual mean surface temperature and salinity 
forcings are used, together with an idealized flat-bottomed box ocean basin of 60” 
extent in both latitude and longitude, from 5 N to 65 N and of 4 km depth. The 
horizontal resolution used is 2” in both latitude and longitude, with 14 vertical levels. 

The coupled ice-ocean model is first spun up using restoring conditions on the 
surface salinity and temperature. The equivalent atmospheric temperature is low- 
ered at the high latitudes compared to ZGL so that ice is simulated in this control 
run. We then switch to mixed conditions, where the salinity flux is diagnosed from the 
control simulation and is specified as a surface forcing. The results show an 
oscillation in various model parameters with a period of 17 years. The thermal 
insulation of an ice cover is the primary mechanism responsible for this variability. As 
ice only develops in regions where there is heat loss to the atmosphere, an increasing 
ice cover means that the ocean basin will gain heat and hence warms up. This heat is 
carried northward by the thermohaline circulation where it melts the ice and reduces 
the ice cover. The enhanced surface heat loss over open water then leads to ice 
formation and an oscillation ensues. For this oscillation, obtained using a restoring 
condition for the surface temperature and annual mean forcing, salinity rejection is 
of secondary importance compared to the thermal insulating role of the ice cover. 
This was shown by repeating the model experiment with the salinity rejection/ 
dilution effect removed. To understand this, we noted that as ice starts to form or 
grow, the flux of heat through the ice is reduced by the insulating effect. The 
convective flux of heat from the deep ocean must then reduce even more in order to 
meet the ice growing condition that there be a divergence of the heat flux at the base 
of the ice; i.e. that the Fi - F, term in Eq. (1) be negative. For this to happen, the 
surface model level must become less dense, showing that salinity rejection can, at 
best, play only a secondary role in modifying surface density. In fact, we showed in 
Section 5 that changes in surface salinity are dominated by the change in the 
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convective flux of salt into the surface level from below. The analysis in Section 5 also 
showed that including seasonal forcing could considerably enhance the importance 
of salinity rejection. Preliminary results using seasonal forcing to drive our model 
confirm the importance of salinity rejection on the seasonal time scale. However, 
superimposed on the seasonal cycle is an interdecadal oscillation such as described in 
this paper. 

The association of low surface salinities with increased amounts of sea-ice, such as 
found in our model, has been noted by Marsden et al. (1991). The stabilizing effect of 
low surface salinity for the development of sea-ice anomalies is a feature of the 
interdecadal oscillation mechanism proposed by Mysak et al. (1990). The presence of 
the Great Salinity Anomaly in the Labrador Sea, with its associated fresh water cap, 
is known to have inhibited the formation of Labrador Sea Water in the late 1960’s 
and early 1970’s (Lazier, 1980) at a time of greater than normal ice extent (Manak 
and Mysak, 1989). Deser and Blackman (1993) have also noted a two year lag 
between increased ice extent in the Labrador Sea and lower than normal SST to the 
east of Newfoundland, with the ice extent leading. These authors identified two 
distinct modes of SST variability in the North Atlantic. The first is associated with the 
gradual warming during the 1920’s and 30’s followed by a cooling during the 1960’s. 
The second also exhibits decadal time scale variability and is the one associated with 
the ice extent in the Labrador Sea. We suggest our model may be of some relevance 
for explaining this mode. 

Through a conceptual model, we have determined that the simulated time scale of 
17 years depends on the effective rate of heat transfer from the open ocean to the 
layer under the ice. Changing the restoring time scale for the surface temperature 
from 30 days to 50 days increases the oscillation period to near 30 years. The 
conceptual model also predicts a phase difference of 90” between the ice cover and 
basin mean temperature; the simulated phase difference is 45”. This discrepancy 
probably reflects the role played by the thermohaline circulation in transporting heat 
poleward. 

Our results show the importance to ocean-climate interaction of the thermal 
feedback associated with an ice cover. The results also suggest a mechanism for 
decadal variability in the ocean which depends on the ice-ocean interaction. This is 
different from the advective mechanism of Weaver and Sarachik (1991a). It is also a 
different mechanism from that driving the interdecadal oscillations under constant 
heat flux found by Greatbatch and Zhang (1994). 

A question remains as to the influence played by the simple treatment we have 
adopted for the surface freshwater flux. This allows the freshwater flux diagnosed 
from the restoring spin-up to pass through the ice, except for that part used for snow 
accumulation. It is then modified by salinity rejection/dilution due to ice formation/ 
melting. It is this diagnosed freshwater flux that provides the source of freshwater 
leading to the high correlation between low surface salinity and enhanced ice extent 
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in our results. The mechanism is similar to that of the polar halocline catastrophe 
discussed by ZGL and arises because of the reduced surface heat flux arising from 
the insulating effect of the ice cover. A high correlation between low surface salinity 
and enhanced ice extent is also a feature of observed data (Marsden et al., 1991). A 
possible interpretation is that the freshwater flux in our model is due to run-off. 
However, we admit our treatment of the surface freshwater flux is very simple. 
Future work will address the question of how to improve this aspect. 
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