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The North Atlantic circulation: Combining simplified 
dynamics with hydrographic data 

by Philip S. Bogden, I72 Russ E. Davis1 and Rick Salmon’ 

ABSTRACT 
We estimate the time-averaged velocity field in the North Atlantic from observations of 

density, wind stress and bottom topography. The flow is assumed geostrophic, with prescribed 
Ekman pumping at the surface, and no normal component at the bottom. These data and 
dynamics determine velocity to within an arbitrary function of (Coriolis parameter)/(ocean 
depth), which we call the “dynamical free mode.” The free mode is selected to minimize 
mixing of potential density at mid-depth. This tracer-conservation criterion serves as a 
relatively weak constraint on the calculation. 

Estimates of vertical velocity are particularly sensitive to variations in the free mode and to 
errors in density. In contrast, horizontal velocities are relatively robust. Below the thermo- 
cline, we predict a strong 0(1 cm/set) westward flow across the entire North Atlantic, in a 
narrow range of latitude between 25N and 32N. This feature supports the qualitative (and 
controversial) conjecture by Whist (1935) of flow along the “Mediterranean Salt Tongue.” 
Along continental margins and at the Mid-Atlantic Ridge, predicted bottom velocity points 
along isobaths, with shallow water to the right. These flows agree with many long-term current 
measurements and with notions of the circulation based on tracer distributions. 

The results conflict with previous oceanographic-inverse models, which predict mid-depth 
flows an order of magnitude smaller and often in opposite directions. These discrepancies may 
be attributable to our relatively strong enforcement of the bottom boundary condition. This 
involves the plausible, although tenuous, assertion that the flow “feels” only the large-scale 
features of the bottom topography. Our objective is to investigate the consequences of using 
this hypothesis to estimate the North Atlantic circulation. 
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1. Introduction 

If the ocean’s mass density field and surface Ekman-pumping velocity are assumed 
to be known from observations, and if the large-scale time-averaged velocity is 
assumed to be 

(a) geostrophic, 
(b) hydrostatic, 
(c) incompressible and 
(d) tangent to the ocean bottom, 

then the three-dimensional velocity field is determined up to a scalar function, 
F(f/h), of the Coriolis parameter f divided by the ocean depth h. The function 
F(f/h), which can be regarded as the undertermined part of the pressure fieldp, is 
the homogeneous solution of a two-dimensional hyperbolic equation determined by 
the data and assumptions (a-d). The characteristics are lines of constantflh. These 
well known facts are reviewed in Section 2. We call the assumptions (a-d) our 
dynamics, and the undetermined part of the velocity fieId corresponding to F( f/h) 
the dynamical free mode. 

In this paper, we investigate the consequences of combining wind, hydrographic 
and bottom-topography data, the dynamics (a-d) and additional criteria needed to 
determine F( f/h), to produce estimates of the large-scale, time-averaged circulation 
in the North Atlantic. We find that plausible variations in F(f/h) and errors in the 
data lead to large vertical velocities that require mid-depth cross-isopycnai flows 
more than an order of magnitude larger than typica Ekman-pumping velocities. 
While reasonable bounds can be placed on cross-isopycnal flow magnitudes, the 
vertical velocity field is not reliably predicted. In contrast, horizonta1 velocities are 
relatively robust. Two features of the predicted sub-thermocline flow field are of 
particular interest. The first is a strong O(1 cm/set) westward flow across the North 
Atlantic at mid-depth. This flow lies in a narrow = 10” range of latitude near 30N. 
The second robust feature is a tendency for bottom velocity to follow isobaths, at the 
Mid-Atlantic Ridge and along both eastern and western boundaries, with shallow 
water to the right. 

The predictions depend on the quality of the data (as representative of the 
large-scale time-average), the validity of our dynamical assumptions (a-d), and the 
criteria used to determine the free mode. The most problematical element of the 
dynamics is the assumption (d) of no-normal-flow at the ocean bottom. This is 
because the bottom kinematic boundary condition 

t't$= -Ub.vh (1) 

applies to the fully resolved (i.e. spatially unsmoothed) time-averaged flow and 
topography. (Here, w  and u = (u, v) are the vertical and horizontal velocity, and the 
subscript b indicates evaluation at the ocean bottom z = -h(x).) By applying (1) to 
the large-scale (i.e. spatially smoothed) fields, we incur errors arising from the 
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Figure 1. f/h contours. Varying contour interval keeps approximately uniform spacing 
tween contours. 

be- 

neglected contribution of small spatial scales to the right-hand side of (1). Scaling 
arguments (Bogden, 1991) suggest that these neglected contributions could be 
significant. Our objective is to investigate the assumption that they have no effect. 

Removing small scales from the bathymetry affects the whole character of the 
hyperbolic problem. For fully resolved bathymetry, there are many closed contours 
off/h. If, however, h is smooth (as we assume), thenflh contours traverse the entire 
ocean (Fig. 1). Free-mode selection, which amounts to the determination of F( f/h), 
is then highly non-local along these contours; specifying u x V( f/h) at a single point 
(x, z) along an f/h contour determines velocity everywhere along that contour. 

We select the free mode by demanding that our flow field be consistent with the 
average density equation 

a0 
u+V0 + wz= mixing 

with minimal “mixing,” which corresponds to the Reynolds flux divergence. Here, 

0-p+ & - 20) 
2 
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is an approximation to the potential density with reference depth zo; p is density 
divided by 1 gm/cm3 and c is sound speed at z = zo. Mixing is clearly important in the 
ocean, but its importance relative to advection is unclear. Free-mode selection is 
based on a so-called “minimum-mixing” criterion that penalizes advective imbalance 
in (2) thereby minimizing cross-isopycnal flow. 

Predictions of u are not sensitive to the exact details of the minimum-mixing 
criterion. This is because w  is highly sensitive to free-mode variations, and mid-depth 
w’s are so large that 1 wXl/dz 1 B- 1 u . V0 1 in general. Therefore, the minimum-mixing 
criterion is nearly equivalent to a criterion of minimum 1 w  I. The minimum-mixing 
criterion maintains reasonable bounds on cross-isopycnal flow, but details of the 
criterion cannot be manipulated to change the free mode significantly. 

The velocity sensitivity to free-mode variations arises because the hyperbolic 
dynamics admit “front-like” features, i.e. arbitrarily large pressure gradients parallel 
to V( f/h). Front-like features appear, for example, in the solutions computed by 
Mellor et al. (1982) using a hyperbolic model, with F( f/h) determined by a boundary 
condition on depth-integrated velocity. We find that the appearance of front-like 
features is linked to practical implementation of that boundary condition. Horizontal 
velocities in the front-like features align with f/h contours and have large sub- 
thermocline speeds of order 1 to 10 cm/set. The associated vertical velocities require 
unreasonably large cross-isopycnal flows. For this reason, free-mode selection accord- 
ing to the minimum-mixing criterion dramatically reduces front-like features. 

Even in the minimum-mixing solution, the residual mid-depth cross-isopycnal 
flows can be large compared to typical Ekman-pumping velocities. We investigate the 
possibility that the residual imbalances may result from small errors in the smoothed 
density field that make it dynamically incompatible with smoothed h. Explicit 
adjustments to p are designed to further reduce mixing through their impact on u and 
w. Adjustments of reasonable magnitude reduce the advective imbalance by as much 
as an order of magnitude in some regions, primarily by changing w. The optimized 
adjustments to p eliminate the front-like features, but leave large-scale features in u 
effectively unchanged. The analysis shows that w  is particularly sensitive to density 
errors. In contrast, horizontal velocities are relatively robust. 

The calculation predicts a relationship between the time-averaged flow and the 
“Mediterranean Salt Tongue,” a prominent salinity feature near 1000 m depth 
associated with highly saline effluent from the Straits of Gibraltar. Several distinct 
flow schemes have been proposed to account for the salt tongue (e.g. Wiist, 1935; 
Worthington, 1976; Reid, 1978). Our predicted mid-depth westward flow along 30N 
supports the qualitative conjecture of Wtist (1935). Given the uncertainties of how 
the ocean mixes salinity, the only true test of the calculation is a comparison with 
direct measurements of time-averaged velocity. Those measurements from the 
region of strong westward-flow predictions support the calculation. 

The subthermocline flows predicted here are typically an order of magnitude 
larger than in previous studies that determine velocity solely from geostrophic shear 
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and property-conservation constraints (e.g. Stommel and Schott, 1977; Olbers et al., 
1985; Hogg, 1987; Fukumori, 1991). In those studies the ocean bottom plays no role 
in estimating the flow and this appears to be the critical distinction. When the bottom 
boundary condition is not used, there is greater dynamical ambiguity (an arbitrary 
function of x can be added to u) and the optimization procedures used to account for 
uncertain assumptions about property conservation and mixing evidently lead to 
minimizing deep flow. In the present study, the boundary condition (1) leads to the 
hyperbolic problem with the dynamical indeterminacy reduced to an arbitrary 
function of f/h. This reduced indeterminacy apparently forces more energetic 
mid-depth flow. 

Two elements are critical to preserving the hyperbolic nature of the dynamics in a 
practical implementation with data. First, the fields of p and h must be continuous. 
Second, the dynamics must apply without misfit. Failure to satisfy both of these 
criteria accounts for the loss of hyperbolic structure in most models that incorporate 
the same dynamics and boundary conditions as used here (e.g. Wunsch, 1978; 
Provost and Salmon, 1986). These issues are discussed in Section 6. It is also worth 
noting that, despite the simplicity of the hyperbolic problem, numerical implementa- 
tion requires care. After considerable experimentation, standard finite-difference 
methods were abandoned because the effects of truncation errors were intolerably 
large, and led to large spurious w’s. Analogs of numerical diffusion also destroyed 
hyperbolicity. These and related problems (apparently also encountered by Mellor et 
al., 1982) were eliminated by adopting a method based on dynamically self-consistent 
functional representations for all relevant fields and a numerical grid based on the 
flh characteristics. 

The paper is organized as follows. Section 2 reviews the hyperbolic dynamics, 
describes the data, and defines the dynamical free-mode and minimum-mixing 
criterion. Section 3 describes the numerical implementation and related issues. 
Section 4 presents the minimum-mixing circulation for the North Atlantic, and 
compares it to a solution using the usual eastern boundary condition. An analysis of 
the effects of density adjustments appears in Section 5. Robust flow predictions are 
presented in detail and compared to observations in Section 6. Relationships with 
previous studies are discussed in Section 7. Further discussion appears in Section 8. 

2. The model 

a. Data and hyperbolic dynamics. Outside thin boundary layers, the large-scale 
time-averaged circulation approximately satisfies 

fxu=-vp 

o= -$@ (4) 

v.u+g=o 
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where p and p are pressure and density, respectively, divided by 1 gm/cm3. Here, 
density is prescribed using temperature and salinity from Levitus’ (1982) climatolog- 
ical atlas. Knowledge of p combined with (4) determines Waz, and specifies u up to 
an arbitrary function of horizontal position, x. The velocity indeterminacy is equiva- 
lent to the statement that the horizontal geostrophic transport, 

ug = JY; 
1 0 

u dz = 2 x 7 s -h Vp dz, 
(5) 

remains unknown, where z = 0 at the surface. 
Boundary conditions at the surface and bottom reduce the velocity indeterminacy. 

The conditions are applied to the transport vorticity equation 

ug . Vf = f (wo - %) (6) 

where w. = w(z = 0) and wb = w(z = -h). Eq. (6) follows from the horizontal 
divergence of (5). At the surface, Ekman pumping is prescribed from estimates of 
annual-average wind stress, 7. (Hellerman and Rosenstein, 1983). No-normal-flow 
through the free surface corresponds to 

wo = w, = i. v x (To/f). 

Using (1) and (7) Eq. (6) becomes 

ug. vf = f(We + ub. Vh). 

All the physics of the hyperbolic problem are included in (8). 
These physics are clearest in terms of the following transport components: 

(7) 

(8) 

h 
Ub=hUb=ix$Vp), 

(9) 

u, 5 -2 x To/f. 

Ub is an unknown horizontal transport associated with a depth-independent flow 
equal to the bottom velocity ub. The shear transport, U,, is the vertical integral of the 
geostrophic shear relative to ub, and is determined by p and h. U, is the horizontal 
transport in the ageostrophic surface Ekman layer. Thus U, = Ub + US. The total 
horizontal transport, U, includes U,, 

u = u, + us + u, (10) 
and V 1 U = 0. 
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Using (9), (8) can be rewritten 

U,.V(f/h) =if-(-U;Vf+fw,). (11) 

All the terms on the right can be computed from data. This shows that data and 
dynamics completely determine the component of Ub (and hence u) parallel to 
V( f/h). An equivalent form for (8) is 

U * V(f/h) =fU, . V(llh) + V . (f&./h) (12) 

where again all the terms on the right are known from data. When h = constant, (12) 
reduces to the familiar Sverdrup relation. 

Eq. (11) plus mass conservation form a hyperbolic system with characteristicsflh. 
This is made clear by writing (11) in terms of bottom pressurepb, 

Vp, x V(f/h) = (f/h)*[Vy x 01/f + V x (q/f)] (13) 

where 

With h, p and 7. prescribed from data, the terms on the right of (13) are known and 
(with 4b) determinep up to the arbitrary function F( f/h) that satisfies 

VF x V( f/h) = 0. (15) 

We refer to the arbitrary pressure field F( f/h) as the dynamical free mode. 
An alternative hyperbolic equation is obtained by writing (12) in terms of a 

transport stream-function, *, 

V$ x V( f/h) = Vy x V(llh) + V x (7,/h) (16) 

where U = P x V+. This shows that IJJ is determined by the data and dynamics up to 
an arbitrary function of f/h. The relationship between IJJ andpb is 

v+ = ’ (vy + hvp, - To) 
f 

b. Dynamical free mode. The dynamical free-mode velocity field has well-defined 
spatial structure. Free-mode horizontal velocity, uF, corresponds to an arbitrary 
depth-independent flow parallel to f/h isolines, 

u, = $2 x V(f/h) 
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where F’ = dFld( f/h). The free-mode horizontal transport (using V * (huF) = 0) is 

UF = hu, = 2 x VlcIF (19) 

where rl~~ and F are related by 

d& = !dF. 
f (20) 

The free-mode horizontal transport is everywhere parallel to f/h contours and 
corresponds to a constant mass flux between any two f/h contours. 

Data and dynamics also determine w  to within an arbitrary function proportional 
to F’, 

w,=-%VfxVh. 
P2 

(21) 

Note that wF varies along f/h in proportion with the zonal gradient in bottom depth, 
ah/ax. When ah/ax = 0, wF = 0, so that the vertical-velocity profile is independent of 
free-mode variations. In this case, w  is completely determined by data and dynamics 
so that, for example, 

1 ah 
Wb =fay(“‘VY x Vi/f + w,) for 

ah 
z = 0. (22) 

An important ramification of this dependence of wF on the local bathymetry is that w  
is most sensitive to variations in F where the zonal gradients in h are largest. 

UF, uF and wF all vary in proportion to F’, which is constant along f/h contours. 
Without the boundary conditions (1) and (7) the velocity is determined up to an 
unknown function of position x. With boundary conditions, indeterminacy reduces to 
a function of the scalar f/h. Specifying u x V( f/h) (or w, if z f 0 and ah/ax ;r 0) at 
any point along an f/h contour determines F’ and hence velocity everywhere along 
that contour. 

A set of f/h contours for the North Atlantic, computed from smoothed bottom 
topography, is plotted in Figure 1. The contours traverse the North Atlantic with only 
one area of closed contours near 40N, 30W. This region, associated with a shallow 
portion of the Mid-Atlantic Ridge, will be referred to as the “shadow dome.” Flow 
within the shadow dome is not modeled here since the data-dependent terms in (13) 
do not guarantee single-valued solutions when contours close. If rougher topography 
is used, f/h contains more smaller-scale closed-contour regions. The smoothing of h 
has eliminated the small-scale features. 

c. Implications of spatial smoothing. Scaling arguments show that (8) is a reasonable 
approximation of the time-averaged dynamics. (Eqs. 11, 12, 13 and 16 are each 
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equivalent to 8.) Neglecting Reynolds stresses is probably the most severe assump- 
tion and is likely to be critical near the lateral boundaries. Away from lateral 
boundaries, however, observational estimates of the Reynolds stresses show that 
these terms are small relative to those retained (e.g. Bogden, 1991). 

The most tenuous assumption made in this study is the application of (8) to the 
spatially averaged fields. In principle, smooth fields satisfy a correspondingly smoothed 
version of (8) that includes additional terms associated with unresolved scales. 
Consider, for example, a spatial smoothing operator {*) defined so that the time- 
averaged spatially resolved field of (say) u can be written u = [u) + 8, where ti is the 
small-scale field. Clearly (1) applies to resolved fields of wb, ub and h, but the smooth 
version of (1) is 

- (wb] = (u, ’ Vh] = ((ub] . V(h]] + (6, * V{h]} + [(ub] . Vi} + {i$, ’ Vi). (23) 

The fourth term on the right represents the average contribution from the product of 
unresolved scales. Since (.} represents an average over a finite area, ((u}] f {u} and 
PI * WI . g m eneral. Therefore, the second and third terms on the right of (23) 
cannot be neglected on the basis of averaging alone, as they would be in a Reynolds 
average. Scaling arguments indicate that the terms involving unresolved scales can be 
important. There is some evidence in time-averaged current measurements that the 
last term in (23) may be negligible. Fu et al. (1982), for example, find that time- 
averaged currents near the bottom tend to align with local small-scale features in the 
bathymetry, which implies tib . Vi = 0. Any misalignment in the vectors could 
contribute dynamically large values of (wb]. We acknowledge the uncertainty associ- 
ated with the unresolved spatial scales and adopt the simple model 

twb} = -hbl ’ WI 

as a working hypothesis. We likewise assume that (8) applies when all variables 
represent spatially smoothed fields. The best we can hope to do is test this hypothesis 
by comparing robust predictions with direct measurements of the large-scale time- 
averaged fields. 

Whether the hypothesis (24) is correct or not, account must also be taken of the 
errors introduced into the measured smooth fields by differences in how p and h are 
smoothed, by sparse observations and, for p at least, by time variability. The 
smoothing of h(x) is described by Bogden (1991) and Levitus (1982) describes 
smoothing of temperature and salinity from which p is calculated. Regardless of the 
error source, both p and h may be in error and the impact of this error must be 
assessed. If (.) denotes the true smooth fields, the available estimated fields are {p} + 
p and (h] + h, where i, and h are errors. These fields enter the dynamics (11) through 
{U,), as defined in (9) which involves the integral 

s 

0 

+, ZVPI dz. (25) 
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When this integral is evaluated from the available fields {p} + fi and [h} + h, the error 
is 

(26) 

Over most of the ocean it is likely that 1 Vl, 1 < 1 V[p] 1 and Ii I < h so that the last 
term is smallest. In shallow water lh I and (h) may be comparable, in which case the 
first term will dominate. Over most of the domain, however, the water is deep and the 
relative error Ihl(h] I is much smaller than error I VG/V(p] I. Thus in most places the 
error is dominated by the second term in (26) and density errors are likely the more 
important. 

d. Minimum-mixing criterion. Data and dynamics determine pressure up to the 
arbitrary function F( f/h), the dynamical free mode. Recall that specifying u x V( f/h) 
at any point along an f/h contour eliminates the indeterminacy. Our criterion for 
free-mode selection is to minimize mixing in an approximation of the time-averaged 
density equation (2). The minimum-mixing solution is obtained by selecting the free 
mode that minimizes 

B. = j-j-f 2 Iu. VfI + w  aO/az12dx. (27) 

(The factor off 2 compensates for a singularity in the geostrophic velocity at the 
equator.) In this study, B. is evaluated in the horizontal plane at 1000 m depth. This 
is deeper than the main thermocline in the North Atlantic, yet at a depth where 
strong signals in a variety of property distributions indicate that advection is 
important (see Section 6). Near lateral boundaries we suppose that mixing could be 
large. Therefore, unless otherwise specified, areas within roughly 500 km of the 
coasts are excluded from the evaluation of Bo. 

Based on results presented in Section 4, the details of the minimum-mixing 
criterion are not critical in the analysis that follows. There it is shown that the 
calculation can produce front-like features with large vertical velocities. These 
features require unreasonably large cross-isopycnal flows. We use (27) as a weak 
constraint to bound the cross-isopycnal flows within a plausible range of values (see 
discussion in Sections 7 and 8). Thus (27) serves primarily to penalize the front-like 
features. Below the main thermocline the front-like features have simple vertical 
structure: [WI increases nearly linearly in z to a maximum at the bottom while lu I 
remains relatively constant. Therefore, the results are insensitive to the depth at 
which the minimum-mixing criterion is applied. Further refinement of (27) would be 
justified were we to use tracer-conservation as a stronger constraint in the calcula- 
tion. We do not investigate the limit in which cross-isopycnal mixing is negligible, 
however, nor do we attempt to model the residual advective imbalance. 
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3. Numerical method 

This section presents the numerical formulation of the hyperbolic problem. In 
developing the method, we encountered problems with standard finite-difference 
methods. Related problems have apparently been encountered in previous studies 
using similar hyperbolic dynamics (e.g. Mellor et al., 1982). This section begins by 
identifying the nature of the problems and then describes the numerical formulation 
used to overcome them. 

Difficulties stem from the truncation errors inherent to finite-differences. Cen- 
tered differences have second-order accuracy on a uniform grid. This means that if 
h(x) is linear in x, then a centered-difference estimate of Vh2 computed from gridded 
values of h2 recovers the true value 2hVh. In contrast, a centered-difference estimate 
of Vh3 computed from gridded h3 equals (3h2Vh + E), where E x Vh f 0 in general. 
With a non-uniform grid, centered differences are only accurate to first order so that 
Vh2 computed from gridded h2 has errors. In this study, a non-uniform grid was used 
to integrate the hyperbolic dynamics along f/h characteristics. 

These comments are relevant in part because y has a strong h-dependence and the 
right-hand side of (16) involves the product Vy x Vh. (If p = constant then y varies 
as h2, and if p = constant z then y varies as h3. Related finite-difference errors reduce, 
but do not disappear, by subtracting a horizontally averaged density profile from p 
before computing y.) Mellor et al. (1982) attribute their computation of “noisy” + to 
errors in computing Vy x Vh. They address the problem by introducing the new 
variable x = IJJ - y/f so that (16) becomes 

Vx x V( f/h) = - f V(r,h) x Vf + V x (7,/h). (28) 

Although the right-hand side still involves Vy, it no longer involves the cross-product 
of generally parallel vectors. While the transformation leads to a “smoother” 
right-hand side, it simply defers the introduction of numerical error into the velocity 
computation. These errors have a particularly large impact on w. For example, in 
terms of * 

wb = (1lh)L. (-V$ + (l/f>Vy - df) x Vh (29) 

involves the troublesome product Vy x Vh. In terms of x, 

wb = (l/h)2 *(-Vx - yV(l/f) - q/f) x Vh. (30) 

Although Vy does not appear explicitly in (30), the troublesome term involves Vx 
because x N y. Numerical errors that lead to spurious wb arise when computing 
Vx x Vh. The computational liability associated with differentiating y (or x) can be 
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reduced by computing Vy x Vh from the identity 

Vy x Vh =gs-;(Vp x Vh)zdz. 

Since p and h do not have a built-in non-linear functional relationship, discretizing 
the right-hand side of (31) is less susceptible to numerical error. 

Finite-difference errors remain important regardless of mathematical formula- 
tion, however, because the hyperbolic dynamics admit arbitrarily large gradients in rJr 
orp parallel to V( f/h). As is demonstrated in Section 4, large gradients appear in the 
results depending on the choice of free mode. We found that errors in the finite- 
difference representation of these gradients accounted for large spurious w’s. 

Finite-difference inaccuracies are eliminated in this study by using a numerical 
scheme that exactly solves a closely related realizable physical model. Relevant fields 
are interpolated between grid points using physically self-consistent low-order 
polynomial representations. For example, p is linearly interpolated in z between 
standard levels defined by Levitus (1982). The physically self-consistent pressure 
field has quadratic z-dependence by the hydrostatic balance, apt&z = -gp. In the 
horizontal, h, l/f and 7. are selected to vary linearly in distance between grid points. 
However, p and p vary in linear proportion with the product (h)( l/f), which makes 
p and p quadratic in x. For reasons described below, this horizontal interpolation 
scheme preserves the hyperbolic structure of the dynamics. With these explicit 
polynomial representations, integration, differentiation and physical balances are 
exact; there are no numerical inaccuracies. The piecewise polynomials do not, of 
course, exactly represent the continuous fields but do represent an exactly self- 
consistent approximation. Adequate resolution in the grid is needed so that the 
numerical representation is realistic. 

The algorithm for computingp is obtained by balancing the mass flux across the 
surfaces of contiguous cylindrical volumes extending from some arbitrary depth 
z = -r(x) to the bottom at z = -h(x). The volume integral of (4~) is 

s$$gdzdx= -$$jbudzdx. (32) 

Integrating vertically using (1) yields an equation for w,, the vertical velocity through 
the surface z = -r(x). 

JJw,dx = -$k*sudzds - JJy.Vrdx (33) 

ci is an outward unit-normal, s is a coordinate along the perimeter increasing in the 
counter-clockwise sense and the subscript r denotes evaluation on the surface 
z = -r. In terms ofp, 

j-j& dx = $1/f s (dplds) dz ds - ssl/f 1. Vp, x Vr dx. (34) 
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Using (4) and integration by parts yields 

sswr dx = - $pbd(hlf) + $(cpb - sq dz)d (1 if) + S.fa . W lf) x p,Vr dx 

where 

&)=Pb+q and q (z) = -gs;h p dz’ . 

Letting r + 0 and setting w. = w, yields 

$ (70/f) * ds = -$Pb d(W) - &Wf). 

Eq. (37) is the area-integral form of (13). The corresponding equation forp, is 

$prd(h/f) = -$&d(l/f) - $(~~/f) . ds + $qd(h/f) for r = constant. 

13 

(35) 

(36) 

(37) 

(38) 

Each of the contour integrals on the right is evaluated for elemental areas formed by 
integrating along the line segments that connect adjacent grid points. The operation 
uses prescribed values of p, TV, h and l/fat each grid point (see Bogden, 1991). 

Elemental areas are based on a horizontal non-overlapping triangular mesh. The 
triangular mesh is developed from f/h contours as in Figure 1. (A non-uniform 
contour interval maintains roughly constant spacing between contours.) Non- 
overlapping triangles (Fig. 2) are obtained by interconnecting the individual line 
segments lying on adjacent contours. Each triangle has two vertices with the same 
value of f/h and a third vertex on an adjacent f/h contour. The area devoid of 
triangles within the shadow dome is excluded from the analysis. 

The fundamental grid element for evaluating (38) is a diamond formed by two 
triangles whose common segment lies on an f/h contour. Consider, for example, a 
subset of the grid comprised of three f/h contours in Figure 3. Four vertices of a 
typical element are numbered counterclockwise with vertices 1 and 3 lying on the 
same f/h contour. Apart from occasional simple triangles on the boundary of the 
computational domain, the entire numerical mesh can be constructed from these 
diamond-shaped elements. Since pr varies linearly in h/f along the perimeter of the 
fundamental elements, i.e. along the dashed lines in Figure 3, the following contour 
integral is exact 

$pr 4hlf) = % (PI - PNhlf 12 - [h/f Id (39) 

Notice that the right-hand-side of (39) . mvolves the difference ofp at triangle vertices 
lying on the same contour. With the left-hand-side of (39) evaluated from (38), these 
differences can be integrated along each contour, one at a time, to provide a value of 
pressure at each of the nodes making up the contour. Eq. (17) is integrated between 
triangle nodes to find the corresponding values of 9. 

This algorithm determines p and I) up to an arbitrary constant on each contour. 
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Figure 2. Numerical grid based on 72 f/h contours. 
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301 302 

Figure 3. Portion of numerical grid. Solid lines connect grid points on f/h characteristics. 
Dashed lines connect grid points of a representative fundamental element. 
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This constant is the numerical analog of the dynamical free mode, F(f/h). It is 
important to note that since F corresponds to a pressure, F varies linearly in h/f along 
the perimeter of elements. Consequently, the integral form of (15) 

$Fd(h/f) = % (F, - FNhlf12 - [h/f],) = 0 (40) 

is also exact because F1 = F3. 
Because the f/h contours define the numerical mesh, it is possible to preserve the 

numerical equivalent of hyperbolicity. In particular, adding a constant to p on a 
contour produces the same change all along that contour and none on its neighbors- 
this is the numerical free mode. Basing the finite-element grid on the f/h characteris- 
tics and choosing pr and p to vary linearly in h/f is important to preserving the 
hyperbolic nature of the dynamics. Consider the consequences ifp had been chosen 
to vary linearly in x. In that case, the right-hand side of (39) would include a small 
dependence on p2 and p4 due to the quadratic x-dependence of hlf. Adding a 
constant to the pressure on contours passing through points 2 or 4 then changes the 
right-hand side of (39) which means that free-mode variations would affect the 
numerical value of Vp x V(h/f), violating the hyperbolic dynamics. By choosing 
p and p to vary linearly in h/f, arbitrarily large free-mode variations affect only the 
numerical equivalent of Vp . V(h/f). P reserving the hyperbolic nature of the dynam- 
ics has the related benefit of simplifying the computation by allowing p to be 
integrated along characteristics. 

4. Minimum-mixing solution 

To demonstrate sensitivity to free-mode selection, the minimum-mixing solution is 
compared to an alternate solution that differs only with respect to the choice of free 
mode. The alternate criterion sets the free mode so that depth-integrated horizontal 
velocity normal to the eastern boundary is zero; we refer to this as the “@(east) = 0 
boundary condition.” Results in this section demonstrate that free-mode selection 
according to the +(east) = 0 condition leads to front-like features when applied with 
realistic topography. 

a. Flat-bottomed models and the *(east) = 0 boundary condition. A common idealiza- 
tion in analytical models of the wind-driven circulation involves setting h = constant, 
so that !‘%$, = 0 in (1). In this case, (8) reduces to 

u.vf=P-vxT~ when h = constant. (41) 

This is the classical Sverdrup relation (Sverdrup, 1947) in which 7. alone determines 
meridional transport. Eq. (41) is solved by integrating the associated hyperbolic 
equation for $ along latitude lines. Typically, the dynamical free mode (here a 
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Figure 4. 4 for the *(east) = 0 solution. Contour interval: 10 Sverdrups. Negative values are 
shaded. (1 Sverdrup = 106m3/sec.) 

function of f) is chosen so that IJJ is a constant on the eastern boundary-the 
*(east) = 0 boundary condition. + for the flat-bottom problem in the North Atlantic 
(see Bogden, 1991, Figure 3.1) contains well-known features: an anticyclonic subtrop- 
ical circulation between 20N and 50N, and a sub-polar flow in the opposite sense 
north of 50N. 

While *(east) = 0 assures no transport into the eastern boundary, the solution has 
approximately 30 Sverdrups (1 Sverdrup = 106m3/sec) flowing into the western 
boundary between 15N and 30N, and a similar amount flowing out of the western 
boundary between 30N and 50N. This standard result is reasonable because higher- 
order dynamics lead to a western boundary current which closes the circulation. 
While plausible, the *(east) = 0 condition includes the tenuous assumption that any 
unresolved eastern-boundary dynamics have negligible influence on mid-ocean 
transport. 

Additional subjectivity in applying the *(east) = 0 condition arises in the realistic 
case where h f constant. Unless the lateral boundary is modeled as a vertical wall, as 
is the case when h = constant, unclosed f/h contours continue into shallow water at 
low latitudes. Eventually, the contours terminate on the beach at the equator where 
both f and h approach zero in the appropriate ratio. Clearly, higher-order ageo- 
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;ure 5. Minimum-mixing streamfunction +. Contour intervals as in Figui -e 4. 

strophic dynamics come into play before this theoretical limit is reached. In the 
analysis below, the free mode is selected so that + = 0 at the eastern edge of the 
computational domain, which is arbitrarily chosen to be near the 1000 m isobath. 

b. Realistic bathymetry: Minimum-mixing versus *(east) = 0. The transport streamfunc- 
tion $ for the problem with realistic bathymetry is presented in Figures 4 and 5. Both 
fields are solutions to the hyperbolic problem described in Section 2. They differ only 
in the choice of dynamical free mode, F( f/h). 

Large-scale features in the *(east) = 0 solution (Fig. 4) resemble the flat-bottom 
solution. These include the cyclonic circulation between 20N and 50N, and anticy- 
clonic circulation north of 50N. There are many more large-gradient features in 
Figure 4, however. Two features are particularly noteworthy. The first is cyclonic flow 
around the shadow-dome, the closed f/h-contour region near 40N and 30W. The 
second is a large-amplitude front-like feature in the mid-ocean that runs along f/h 
contours near 20N. 

The $(east) = 0 condition was used to estimate the North Atlantic circulation by 
Mellor et al. (1982). Although they used the hyperbolic dynamics in Section 2, they 
used rougher bottom topography and smoothed their result to obtain a solution in 
the numerous closed-contour regions. (No smoothing of the solutions is used here.) 
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Velocity Scaling: cm/set 

Figure 6. u at 1000 m for +(east) = 0 solution. Vector scaling is linear for speeds less than 
1 cm/set. Vector scaling is logarithmic for speeds greater than 1 cm/set. Scale vectors 
appear below plot. 

Despite differences in methodology, the major features from Mellor et al. (1982) are 
reproduced with our implementation of the *(east) = 0 criterion. These similarities 
include the front-like features. 

The minimum-mixing $ (Fig. 5) has F( f/h) selected to minimize B,, as described in 
Section 2d. The minimum-mixing + is smoother than the *(east) = 0 solution. There 
are prominent differences associated with the front-like features mentioned above. 
In particular, there is no indication of transport around the shadow dome, and the 
large-amplitude feature along 20N in the *(east) = 0 solution has disappeared. In 
the minimum-mixing solution most of the large-gradient features south of 20N are 
concentrated near the eastern boundary. 

c. Horizontal velocity. In both the $(east) = 0 and minimum-mixing solutions, 
near-surface u is well approximated by the dynamic method in which u is estimated 
by integrating the geostrophic shear from some great depth where the flow is 
arbitrarily taken to vanish. In both cases, the sub-thermocline (deeper than roughly 



Bogden et al.: North Atlantic circulation 

7ow 6OW 5ow 40W 3ow 2ow low 

z57 -- 
\. ’ ,tt 

.z1 .L’ . 

I I I 1 I I 

&I 2Iiz . 400/ 8~6.00 > 
Velocity Scaling: cm/set 

- 6( 

c 

r 
2 5( 
; 

L 

_ 41 

- 31 

- 21 

- II 

19 

IN 

IN 

IN 

)N 

3N 

ON 

ON 

Figure 7. u at 1000 m for minimum-mixing solution. Vector scaling as in Figure 6. 

700 m) velocities are as much as an order of magnitude smaller than the surface 
velocities. The surface velocity field is therefore reasonably independent of the 
allowed variations in F( f/h). Below the thermocline, however, u is relatively sensitive 
to free-mode variations. 

The 1000 m u field for the *(east) = 0 solution is presented in Figure 6. Along the 
western boundary north of 30N, there is poleward flow which turns north-eastward 
near 40N. This is characteristic of the Gulf Stream and its extension into the North 
Atlantic current. The two features that distinguished ~JJ fields above are evident in u 
as well. There are currents as large as 2 cm/set flowing cyclonically around the 
shadow dome in the *(east) = 0 solution, and larger-amplitude flows parallel toflh 
contours along 20N. 

The 1000 m minimum-mixing velocity field is presented in Figure 7. It is much 
smoother than the *(east) = 0 flow in Figure 6. In contrast with the *(east) = 0 
solution, the flows along 20N and around the shadow dome are relatively weak. The 
minimum-mixing solution is distinguished by westward flow across the entire mid- 
ocean basin from 25N to 33N. This westward flow is one of the more interesting 
predictions of the minimum-mixing model for reasons discussed in Section 6. 
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Horizontal flow in the front-like features is fairly depth-independent below the 
thermocline. For the *(east) = 0 solution, bottom horizontal velocity ub, and u at 
1000 m have most of the same large-amplitude features (see Bogden, 1991, Fig. 3.6), 
including flow around the shadow dome and front-like flows near 20N. The bottom 
flows we compute for the *(east) = 0 solution reproduce the major features 
presented by Mellor et al. (1982) in their Figure 15. (They do not present mid-depth 

U.1 
Whereas sub-thermocline u in the *(east) = 0 solution is fairly depth- 

independent, mid-depth and abyssal u in the minimum-mixing solution are markedly 
different. Minimum-mixing ub (Fig. 8) tends to align with isobaths, along the lateral 
boundaries and Mid-Atlantic Ridge, with shoaling bathymetry to the right of ub. 

d. Vertical velocity. Vertical velocity at 1000 m for the *(east) = 0 solution is plotted 
in Figure 9. The largest values occur along the western boundary, where 
1 w  1 > lo-” cm/set. Values exceeding 10m3 cm/set also appear in the mid-ocean near 
the shadow dome and along 20N. These vertical flows are associated with the 
front-like features in u and +. The vertical flows are largest where ah/& is large, 
indicating that they are sensitive to free-mode variations. As discussed below, these 
large w’s require unreasonably large cross-isopycnal flows. Thus w  provides an 
important diagnostic of the unrealistic character of the frontlike features. Mellor et 

al. (1982) did not present w. 
The 1000 m minimum-mixing w  (Fig. 10) is remarkably different from the 

*(east) = 0 solution. The front-like features near the shadow dome and along 20N 
are much less apparent in the minimum-mixing solution; the largest mid-ocean w’s in 
Figure 10 have less than half the magnitude of those in Figure 9. Also, while both 
solutions have large values along the western boundary, only the minimum-mixing 
solution has equally large values along the eastern boundary. 

Bottom w  for both the *(east) = 0 and the minimum-mixing solutions exhibits 
general patterns that are similar to w  at 1000 m, although 1 wb 1 is generally larger (see 
Bogden, 1991, Figures 3.10 & 3.11). In particular, wb associated with the mid-ocean 
front-like features near 20N is 4 to 5 times larger than the same features at 1000 m. 
As a function of depth, 1 w  1 in the front-like features increases nearly linearly from w, 
of 0(10m5 cm/set) at the surface, to values of lwbl that are nearly two-orders of 
magnitude larger. 

e. Mixing. The minimum-mixing solution selects F( f/h) to minimize the weighted 
integral (27) of the square of “mixing” defined as u. V8 + w&r/&, where 8 is locally 
referenced potential density. The resulting horizontal and vertical contributions to 
“mixing” at 1000 m are plotted in Figures 11 12, respectively, for the minimum- 
mixing solution. Vertical advection, waelaz, dominates horizontal advection, u . V8, 
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Figure 8. ub for the minimum-mixing solution superposed on bathymetry plotted with contour 
interval of 1 km. Vector scaling as in Figure 6. 

by nearly an order of magnitude over most of the domain. (The dominance of this 
term is even more pronounced for the *(east) = 0 solution.) Therefore, apart from a 
change in sign, w  and mixing are similar. The horizontal term only becomes 
comparable to the vertical term near the lateral boundaries, where both terms are as 
much as 10 times larger than in the interior. (Because the boundary regions do not 
contribute to BO in the minimum-mixing solutions, the largest values in Figures 11 
and 12 have no impact on free-mode selection.) Since wd0/& dominates u . V8 in the 
mid-ocean, the minimum-mixing solution corresponds very nearly to the solution 
with minimum mean-square w. 

5. Optimizing density 

Free-mode selection based on the minimum-mixing criterion reduces front-like 
features because associated mid-depth w’s require large cross-isopycnal velocities. 
Still, residual w’s are large enough that ] w~M/dz ] x=- ] u * V0 ]. For the flow to remain 
approximately along isopycnals, these terms must have comparable magnitudes. The 
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Figure 9. fw at 1000 m for $(east) = 0 solution. Shaded areas are negative values and 
correspond to downward velocity. In units of lo-’ cm/sec2, contours are: + / -0.1, 0.2, 0.4, 
0.8, 1.6,3.2,6.4. (Note, f= 10m4/sec at 43N.) 

objective of this section is to investigate the possibility that these large residuals may 
be attributable to errors in p and h, as discussed in Section 2c. 

Small-amplitude adjustments to p are optimized to further reduce mixing in order 
to create dynamically “compatible” data. This can be accomplished either by 
adjusting smooth p to be compatible with smooth h or vice versa. We choose to vary p 
while leaving h Iixed because the dynamics are linear in p but non-linear in h. 
(Varying h changes the characteristics of the hyperbolic equation.) Also, the analysis 
of Section 2c shows that plausible errors in p are likely to have larger dynamical 
impact in the mid-ocean than plausible errors in h. Although 7. remains fixed as well, 
results show that the dynamical impact of p adjustments is larger than could be 
accounted for by plausible errors in -ro. 

a. Density adjustments. Adjustments to p are represented by a linear combination of 
smooth analytic functions. 

b(X) = F ak Rk(X)- (42) 
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Figure 10. fi for the minimum-mixing solution. Contours as in Figure 9. 

Adjusted density is p + 6. The representers, R k, for 6 are sines and cosines with 
wavenumbers that vary uniformly from zero to roughly one cycle in 7 degrees of 
longitude and latitude. This choice of representers automatically enforces horizontal 
smoothness in 6. The functional representation is used to evaluate 6 at grid points. 
Once these values are determined, p and 6 are interpolated between grid points 
according to the algorithm described in Section 3.and 

The vertical structure of fi affects the problem in three ways. First, bottom flow and 
the transport Ub are affected by U, through the integral JhozVp dz. Second, the 
minimum-mixing criterion depends on a similar integral from z = -h to the level 
where mixing is defined, here 1000 m. Third, after Ub is determined, Vp affects the 
geostrophic shear. Here, two vertical structures are examined. One adjustment is 
independent of depth, the other has different depth-independent fields fi above and 
below 1000 m, each field having the form (42). 

To find fi, the amplitudes, ak, and the free mode, F( f/h), are varied simultaneously 
to minimize mixing while keeping the density adjustments small. This is done by 
minimizing 

(43) 
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Figure 11. fi dO/dz for the minimum-mixing solution. Contours as in Figure 9 with units 
lo-l5 gm/cm3sec2. 

where B. is the same measure of mixing defined in (27). The weights X are adjusted to 
keep b appropriately small. For the depth-independent 6, only one A is needed. 
While fi is adjusted, the advected tracer 0 is unchanged, keeping the optimization 
problem linear. This is reasonable because the vertical advection term dominates B0 
and it would be unreasonable to minimize mixing by reducing &l/az. 

b. The size of ‘reasonable’ adjustments to p. In varying p, the objective is to keep the 
adjustments small enough to be attributable to errors in the data. Small size is 
important since the adjustments will be made without regard to the original 
unsmoothed data. Unfortunately, the errors associated with Levitus’ (1982) smooth- 
ing analysis are not well known. The only statistical information accompanying the 
Levitus data set are Y-square computations of average, standard deviation and 
number of observations. Standard deviations in thermocline-depth temperature are 
as large as 4°C near the western boundary and as low as 0.3”C in other areas. At 
4000 m, standard deviations of 0.05”C are typical. Thermocline-depth salinity has 
standard deviations ranging from 0.5 to 0.05 PSU, with 4000 m values ranging from 
0.05 to 0.02 PSU. 
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Figure 12. fu . V0 for the minimum-mixing solution. Contours as in Figure 11. 

These values have little bearing on the expected errors of the analyzed fields, 
which were computed from the data using an iterative smoothing technique with a 
data-dependent smoothing scale. Olbers et al. (1985) estimated errors in Levitus’ 
fields by assuming a constant smoothing scale of 1000 km. They recognized that their 
method underestimated total error by assuming that sampling errors were uncorre- 
lated. Therefore, they presumed lower bounds of .02”C and .02 PSU for temperature 
and salinity errors, respectively. 

For typical values of thermal and haline expansion coefficients, a 0.02”C tempera- 
ture change corresponds to a density change of 5 x 10-e gm/cm3, and a 0.02 PSU 
change in salinity corresponds to a density change of 15 x IO-6 gm/cm3. An abyssal 
density error larger than 20 x 1O-6 gm/cm3 is probably unreasonable. At thermo- 
cline depths however, errors of 20 x 10-G gm/cm3 are probably small. These values 
are used as rough guides to bound the size of ) p 1. 

c. Experiment #I: Depth-independent adjustments. In the first experiment, fi repre- 
sents a depth-independent adjustment of the entire water column, and h is chosen so 
that typical i, amplitudes are O(10 x 10-h gm/cm3). In total, 220 different represent- 
ers, Rk, are used. 



26 Journal of Marine Research 

contours (+/-): 0.10, 0.20. 0.40. 0.80. 1.80. 3.20. 6.40.12.80 

Figure 13. fi at 1000 m for minimum-mixing solution in Experiment #l. Contour intervals as 
in Figure 9. 

The resulting 1000 m vertical velocity field is plotted in Figure 13 with the same 
scaling as in Figures 9 and 10. Large-scale features in w are reduced in magnitude by 
about a factor of two, and any remaining mid-ocean front-like features have 
disappeared. Near the boundaries, where advective misfit is not penalized, w’s are 
the same as before. As in the previous section, patterns of w and mixing at 1000 m are 
similar because the vertical advection term still dominates. 

Whereas vertical velocity is sensitive to the 6 adjustment, u at 1000 m is relatively 
robust (Fig. 14). Large-scale features in u are similar to the minimum-mixing solution 
without density adjustment (Fig. 7). Differences in mid-ocean are limited to small 
scale features. The largest changes occur along 20N and near the eastern boundary 
south of 20N. Effects on wb and ub are similar to their 1000 m counterparts. 

The density adjustments t!i (Fig. 15) are dominated by fairly small scales. East-west 
scales tend to be smaller than the meridional scales. Otherwise, there is no clear 
spatial pattern to the adjustments. 

d. Experiment #2: Depth-dependent adjustments. In this experiment, density is ad- 
justed independently above and below 1000 m using a total of 440 different Rk. The 
shallow and deep adjustments are weighted differently with XdeeP = 100AS,h,lrO, to 
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Figure 14. u at 1000 m, for minimum-mixing solution in Experiment #l. Vector scaling as in 
Figure 6. 

reflect larger expected errors at thermocline depths. Values of Adeep and Ashailow are 
chosen so that adjustments in both layers are comparable to measurement errors. 

The resulting field of w is similar to that in Experiment #l. The values near the 
shadow dome (40N, 30W) are somewhat larger, while mid-ocean values south of 30N 
are slightly smaller. The 1000 m horizontal velocity field also differs only in small 
details from its counterpart in Experiment #l. The horizontal velocity field from this 
experiment is described in detail in the comparison with observations in Section 6. 

The primary difference from Experiment #l is that adjustments in this case are 
more easily attributable to data errors. The fideeP field has about half the root-mean- 

square amplitude of the depth-independent 6 in Figure 15, although scales and 
patterns are similar. The shallow adjustments (jshaNow are about 5 times larger than 
those in Figure 15 with similar scales but different patterns. The shallow adjustments 
are still small compared to the relatively large expected errors at thermocline depths. 

e. Experiment #3: Including the lateral boundaries. This experiment involves shallow 
and deep density adjustments as in Experiment #2. Here, however, the domain for 
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Figure 15. 6 for Experiment #l, Contour interval: 2 x 10e6 gm/cm3. Negative values are 
shaded. Contour values are offset by % contour interval from zero so that zero contour is not 
plotted. 

evaluating I&, includes the boundaries. Values of Adeep and AshaNow are selected so that 
the mid-ocean mixing compares with values in Experiments #l and #2. 

The resulting mid-ocean w’s at 1000 m (Fig. 16) compare closely with previous 
experiments. Striking differences occur along the boundaries, however, where front- 
like features in w have been dramatically reduced. Boundary values are still relatively 
large, but they have diminished by as much as an order of magnitude in some areas. 

The 1000 m horizontal velocity field (Fig. 17) has many of the features of the 
previous solutions, even along the boundaries. The same is true for the bottom 
velocity ub, which has slightly stronger along-isobath flow around the shadow-dome 
region. (Note, the sense of this flow around the shadow dome for all minimum- 
mixing solutions is opposite that in the *(east) = 0 solution.) 

Density-adjustment amplitudes in this case are about a factor of 2 larger than 
those in experiment #2. This is as large as we consider reasonable given the 
ignorance of the unsmoothed data. Shallow density adjustments tend to be largest 
near the western boundary. 

North of 20N, the transport streamfunction for this problem (Fig. 18) is similar to 
unadjusted + (Fig. 5) but density adjustments result in slightly smoother IJJ, particu- 
larly near the boundaries. 
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Figure 16. fw at 1000 m for Experiment #3. Contours as in Figure 9. 

f Dynamical impact of p adjustments. Amplitudes of density adjustments, 6, are small 
enough to be attributable to expected errors, with horizontal variation comparable to 
the smoothing scales. Their local dynamical impact can be measured with (ll), 
rewritten here 

Ub. V(f/h) = k(U$ * Of +fivJ. 

Both terms on the right are computed from p, h and 70. U, . Vf (Fig. 19) typically 
dominates fwp by nearly an order of magnitude. Large-scale features in U, . Vf 
computed from p + fi are similar. There are distinct differences on smaller scales, 
however, particularly south of 40N. 

The contribution to U, . Vf due solely to p from Experiment #2 is plotted in 
Figure 20. The dominance of shorter zonal scales result from the fact that 

U;Vf = 2.Vf x$s_ohzVpdz 

is a weighted vertical integral of the zonal density gradient. (The factor of l/f is partly 
responsible for larger values near the equator.) The dynamical impact of fi is also 
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Figure 17. u at 1000 m for Experiment #3. Vector scaling as in Figure 6. 

much larger, with smaller scales, than the contribution fromfw,. While wind-stress 
estimates are subject to a variety of error sources (see Hellerman and Rosenstein, 
1983), it is highly unlikely that plausible errors in r. could affecttie by as much as t?i 
affects U, . Vf. 

6. Comparison with observations 

The analysis of Section 5 shows that minimum-mixing w  is particularly sensitive to 
errors in p. In contrast, u is relatively robust. The purpose of this section is to 
compare the robust predictions with independent evidence of the general circula- 
tion. Results are compared to direct observations of the time-averaged horizontal 
currents. Reliable measurements of the mean u are rare however, because of 
energetic variability with relatively short time scales. Therefore, much of the 
discussion focuses on comparing the predicted flows to notions of the circulation that 
have been obtained from descriptive studies of property distributions. The predic- 
tions provide a framework for explaining property distributions in terms of advection 
by the time-averaged circulation. 
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Figure 18. Streamfunction I) for Experiment #3. Contour interval as in Figure 4. Note: $ is 
determined up to an arbitrary constant. 

In this test of the model, two aspects of the predicted flow field are of particular 
interest. The first is a strong mid-depth westward flow across the North Atlantic in a 
fairly narrow range of latitude, between roughly 25N and 33N. The second is a 
tendency for ub to align with isobaths so that shallow water lies on the right. 

The predicted velocities described below come from the minimum-mixing solution 
obtained in Experiment #2 of Section 5. The major features described below show 
up consistently in the minimum-mixing solutions presented in the previous sections, 
both with and without density adjustments. We consider details of the predicted 
flows to be suspect near the lateral boundaries, where data-error sensitivities are 
greatest and model errors are also likely to be relatively large. 

a. Near-sur$aceflow. The purpose of describing the near-surface flow field is twofold. 
First, it demonstrates the expected result that the near-surface horizontal flow is well 
approximated by the dynamic method, i.e. by vertically integrating the geostrophic 
shear from some depth below the thermocline where the flow is arbitrarily set to 
zero. Second, comparing surface flows computed from smoothed and unsmoothed 
data shows that smoothing has eliminated some persistent features in the data. The 
effects of smoothing are particularly apparent near the lateral boundaries. 
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contours (+/-): 0.10. 0.20. 0.40. 0.80. 1.60. 3.20, 6.40.12.80 

Figure 19. U, . Vffor unadjusted p. Contours as in Figure 9. 

The minimum-mixing surface pressure is plotted in Figure 21. This plot is nearly 
identical to surface pressure relative to zero at 1000 m, or any other depth below the 
main thermocline (see Bogden, 1991). 

Figure 21 can be compared to dynamic height at the sea surface relative to the 
lOOO-dbar surface from Reid (1978). The contour intervals are comparable. (In the 
ocean, the difference between dynamic height and the vertical integral of dpldz = 
-pg is of order lpO - pi/p0 = 10P3, where p0 is a mean density.) The major 
differences are attributable to smoothing and, to a lesser extent, to different data 
sets. Reid used a high-quality subset of the data used by Levitus (1982). 

North of 10N and away from the lateral boundaries, the large scale features in 
Figure 21 are comparable to those in Reid’s result. The most prominent differences 
are associated with the Gulf-Stream and North-Atlantic Current system. The 
tortuous contours in the western North Atlantic in Reid’s result may reflect the 
variable nature of the geostrophic currents or highly structured mean flows. In any 
case, the time and space averaging used by Levitus (1982) has resulted in a heavily 
smoothed version of the geostrophic shear. In particular, the classical mid-latitude 
“C-shaped” circulation (Reid, 1978) is almost removed in the smoothed data. 
Important differences occur along the ocean boundaries as well. Many of the 
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contours (+/-): 0.10, 0.20. 0.40. 0.60. 1.60. 3.20. 6.40.12.60 

Figure 20. U, . Vfcomputed from 6 in Experiment #2. Contours as in Figure 9. 

small-scale boundary features presented by Reid represent persistent patterns that 
are not included in the smoothed density field used here. These patterns are 
associated with known current systems such as the Labrador Current, along the 
boundary of the Labrador Sea, and the poleward-flowing Antilles Current near the 
Caribbean (e.g. Sverdrup et al., 1942). Reid’s result also has narrower and more 
intense poleward relative flows near 45N, 40W and equatorward flows near the coast 
of Northern Africa. Similar comments apply to comparisons with dynamic height 
calculations of Leetmaa et al. (1977) and Tsuchiya (1985). 

b. Mid-depth flow and the Meditewanean salt tongue. Compared to the near-surface 
flow, mid-depth flow in the North Atlantic is poorly known. Inference based solely on 
the dynamic method provides little insight on velocity because the assumed reference 
levels are unreliable, even as approximations, below the thermocline. Also, directly 
measured currents fail to provide a unified picture of the circulation because of their 
sparseness and the uncertainty resulting from their variability. 

The most tantalizing evidence of a time-averaged circulation comes from the 
property distributions. The salinity distribution in particular has motivated a variety 
of conflicting circulation schemes outlined below. Our calculations propose a resolu- 
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Figure 21. Surface pressure (divided by 1 gm/cm3) for minimum-mixing solution from 
Experiment #2 in Section 5. Contour interval: 10e4 cm2/sec2. 

tion to the controversy that is consistent with the directly observed currents. The 
predictions provide a framework for understanding the role of the time-averaged 
circulation in maintaining the salinity distribution. In particular, our results support 
an early conjecture by W&t (1935). 

The Mediterranean salt tongue is the most prominent mid-depth tracer distribu- 
tion in the North Atlantic. Highly saline effluent from the Mediterranean accounts 
for a vertical maximum in the salinity field at 1000-1200 m depth across the entire 
North Atlantic. Reid (1978) describes this feature and cites some of the earliest 
references. 

Controversy over the salt tongue concerns the relative importance of advection 
and mixing in the maintenance of the salinity maximum. For example, Wiist (1935) 
proposed a westward downgradient “spreading” along the maximum of the tongue- 
like salinity feature, originating near the Straits of Gibraltar. This interpretation 
requires mixing if salinity is to be conserved, otherwise flow must be along salinity 
isolines. Reid (1978) proposed a slightly different interpretation of the circulation 
based on the salinity distribution and the dynamic method, using the assumption that 
the flow at 2000 m is smaller than at 1000 m. Reid placed the salt tongue at the center 
of a “C-shaped” circulation that flows westward along the northern flank of the 
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Figure 22. u at 1000 m for minimum-mixing solution from Experiment #2 in Section 5. 
Vectors superposed on salinity at 1000 m from Levitus (1982) plotted with contour interval: 
0.1 PSU. Vector scaling as in Figure 6. 

tongue and eastward on the southern flank, with flow approximately along salinity 
isolines. The westward flows suggested by both Wiist and Reid are consistent with 
generally accepted notions of a large-scale mid-latitude gyre. Worthington (1976) 
proposed an altogether different scheme. The existence of the salt tongue extending 
across the Atlantic led Worthington to abandon the concept of a large-scale 
circulation extending across the basin at mid-depth. His scheme isolated the mid- 
depth circulation in the western basin, and avoided flowing through the salinity- 
maximum feature altogether. 

Our results predict strong, O(lcmlsec), westward flow along the salt tongue across 
the entire North Atlantic. This is clear in Figure 22 showing the predicted 1000 m 
velocity superposed on contours of salinity at 1000 m from Levitus (1982). The 
mid-ocean westward currents lie in a narrow range of latitude between 25N and 33N. 
Flow along the tongue supports Wust’s (1935) conjecture and the recent interpreta- 
tion of Reid (personal communication). There is strong westward flow in the 
solutions at 2000 m as well. Figure 23 shows the 2000 m velocity vectors and salinity 
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Figure 23. u at 2000 m for minimum-mixing solution in Experiment #2 in Section 5 
superposed on salinity at 2000 m from Levitus (1982) plotted with contour interval 
0.02 PSU. Vector scaling as in Figure 6. 

contours. The salt tongue is still evident at this depth, although the gradients are 
smaller in magnitude. 

Measurements of horizontal velocity corroborate the prediction. Several sets of 
measurements have been obtained in the latitude range where the results exhibit 
strongest westward flow. These are included in Figure 24, which shows a compilation 
of results from 1000-2000 m depth. Vectors are scaled the same as those in 
Figures 22 and 23. The measurements are discussed below. 

We focus first on the measurements near 30N. Two current-meter mooring 
clusters in the central North Atlantic at 27N and 28N are of particular interest. The 
moorings were deployed as part of the POLYMODE experiment in the mid-1970’s 
(Fu et al., 1982). Cluster A (28N, 48W) and Cluster B (27N, 41W) were set on the 
western and eastern flanks, respectively, of the Mid-Atlantic Ridge. Each vector 
represents a l-year average at a nominal depth of 1500 m (the smallest vector in 
Cluster A represents the only available 2-year average). Westward flow predomi- 
nates at both POLYMODE sites. One exception to westward flow occurred at the 
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Figure 24. u at 1000 m to 2000 m for directly measured currents from a variety of different 
sources discussed in text. Vector scaling as in Figure 6. 

southernmost mooring of Cluster B, where flow was toward the north-east. Compar- 
ison with Figures 22 and 23 shows good agreement with the prediction. Even the 
anomalous north-east vector at Cluster B coincides geographically with a flow 
reversal in the calculation (Fig. 22), although agreement on such small scale is 
undoubtedly fortuitous. 

Farther to the east, near 25W, two more current vectors at 32N and 33N (Fig. 24) 
indicate westward flow at the depth of the salt tongue. These measurements also 
coincide geographically with the predicted westward flow. The smaller vector at 33N, 
22W represents flow at 1000 m depth from a 7-year-long current-meter record, 
KIEL276 (Zenk and Miiller, 1988). However, despite the long record length, Zenk 
and Miiller determine that the time-average velocity is not significantly different 
from zero. 

The measurement located 200 km to the southwest at 32N, 24W, WHO1831, 
represents a 2-year average from 1070 m (Schmitz et al, 1988). Average flow at this 
depth was 1.2 cm/set. Westward flow was also measured at 470 m (2 cm/set) and at 
3000 m (0.5 cm/set). 
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Currents at both the KIEL276 and WHO1831 sites exhibited strong interannual 
variation. During October 1984 to October 198.5, the WHO1831 record showed the 
strongest year-average westward flow. During the same period, westward flow at 
KIEL276 was relatively weak. In the following year, the second and final year for 
WHO1831, the roles were reversed; westward flow at WHO1831 was weak while the 
KIEL276 record had a relatively strong westward component. The KIEL276 and 
WHO1831 measurements indicate that strong mid-depth westward flow may be 
associated with a jet-like feature with a time-varying position (Zenk and Miiller, 
1988). Evidence of a jet-like feature was obtained with current-following SOFAR 
floats coincident with the WHO1831 record (Schmitz et al. 1988). Twenty-one floats 
were deployed over 1.5” of latitude near WHO1831. Float trajectories indicated that 
the strong westward flow occurred in a narrow range of latitude (approximately 2”) 
around 32N. Westward flow in our prediction may represent a time and space 
average of a variable jet that may have been measured in the WHOI/KIEL studies. 

c. Mid-depth Jlow in the eastern basin. In the eastern North Atlantic, predicted 
flows exhibit a fair amount of horizontal and vertical structure. Our results show 
poleward flows at 1000 m along most of the eastern boundary north of 15N (Fig. 22). 
Along the coast of Africa, between 15N and 30N, poleward flow is strong and nearly 
depth independent below 1000 m. At the latitude of the Straits of Gibraltar, there is 
weak flow to the west. Poleward flow is evident north of 40N, and increases in 
magnitude north of 50N. In contrast with the 1000 m flow, the 2000 m eastern-basin 
flow between 35N and 50N is predominantly southward (Fig. 23). 

Between 35N and 50N, direct measurements at 1500 m show an overall pattern of 
poleward flow near the eastern boundary and southward flow farther offshore. This 
pattern is intermediate between our 1000 m and 2000 m predictions. The velocity 
vectors north of 35N in Figure 24 represent a composite of current-meter averages 
from several sources. The four westernmost vectors along 48N represent averages of 
2 to 4 years of data (Arhan et al., 1989). The other vectors north of 35N represent 
averages over % to 2 years (see Gould, 1983). Spatial variability in the measurements 
is large, reflecting the low statistical reliability of the averages. However, a pattern of 
poleward flow near the coast and equatorward flow farther offshore is robust in the 
observations, and observed flows are generally stronger than in the predictions. The 
exception to this trend occurs at the westernmost mooring at 48N and 35W, on the 
western flank of the ridge, where both the predictions and measurements have 
poleward flow. 

Distributions of salinity and other tracers led Reid (1979) to surmise poleward 
flow at the depth of the salinity maximum (1000 m) along the eastern boundary. Reid 
used maps of dissolved oxygen, salinity and silica on isopycnals (surfaces of constant 
potential density) as evidence for his argument. As is the case for salinity, oxygen and 
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silica also have extrema along the eastern boundary of the ocean. Unlike salinity 
however, the oxygen minimum and silica maximum lie farther to the south near 20N. 
Isopycnal distributions of these quantities show that the extrema extend poleward 
along the eastern boundary. This is evident in Reid’s vertical section near the coast, 
which indicates poleward flow along the boundary past 60N into the Norwegian- 
Greenland sea. (These tracer distributions are confirmed in the recent meridional 
section described by Tsuchiya et al., 1991.) 

Our results exhibit poleward flow at 1000 m near the eastern boundary north of 
45N (Fig. 22). At 2000 m, poleward flow north of 35N is not evident (Fig. 23). The 
indication of flow in the property distributions at 2000 m is less clear than at 1000 m. 
The same is true in general of the property distributions south of 35N. In the 
predictions however, poleward flow is relatively strong at 1000 m and 2000 m along 
the northwest coast of Africa. The analysis in Section 5 shows that these poleward 
flows are fairly robust, as are the associated large values of mixing. Large values of 
mixing are particularly noteworthy since the near-boundary flows in this region cross 
relatively large gradients in salinity (Figs. 22 and 23). 

At 2000 m, the predicted mid-latitude flow in the middle of the eastern basin 
differs in character from that at 1000 m depth. Between 33N and 50N, results predict 
a broad % cm/set equatorward flow (Fig. 23). Relative flow between 1000 m and 
2000 m in this region is consistent with the vertical geostrophic shear from Reid 
(1978) with poleward flow at 1000 m relative to the flow at 2000 m. However, since 
there is strong southward flow at 2000 m, this shear simply causes the absolute flow at 
1000 m to be relatively weak. The equatorward flow at 2000 m depth coincides with a 
5” southward displacement of the salinity maximum relative to 1000 m. The south- 
ward displacement in the salinity tongue appears in the “core layers” defined by 
Wiist (1935) as well. 

A variety of other tracers have been used to infer southward flow below 1000 m in 
the eastern basin. Wust (1935) identified an oxygen maximum layer at roughly 
2000 m depth with origins at higher latitude, the Middle North Atlantic Deep Water. 
Reid’s (1979) isopycnal analysis also shows that underlying extrema of oxygen and 
silica extend southward from the northernmost latitudes to near 40N. The water 
mass immediately underlying the salt tongue in the eastern basin is Labrador Sea 
Water. In addition to its characteristic oxygen maximum, used by Wiist to identify 
Middle North Atlantic deep water, Labrador Sea Water is characterized by vertical 
minima in both salinity and hydrostatic stability. From these characteristics, Labra- 
dor Sea water can be traced southward from 50N to as far as 38N in the eastern basin 
(Pingree, 1973; Talley and McCartney, 1982; Tsuchiya et al., 1991). Tsuchiya et al. 
(1991) identify a plausible mechanism for vertical mixing with the overlying Mediter- 
ranean salt tongue in order to explain why the distinctive characteristics are not 
apparent farther south. 
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d. Mid-depth flow in the northern North Atlantic. Our results predict a strong 
l-2 cm/set eastward current across the middle of the North Atlantic between 50N 
and 53N at 1000 m depth (Fig. 22). The 1000 m flow has the same character as the 
flow nearer the surface (Fig. 21), although the deeper flow has smaller magnitude 
and a somewhat smaller range of latitude. This eastward flow is a strong signal in the 
geostrophic shear; i.e. the 1000 m how is well approximated using the dynamic 
method and assuming the flow closer to the bottom is zero. 

At 1000 m depth, evidence of eastward flow along 50N comes from tracer 
distributions. Eastward flow along 50N has been proposed in a number of studies to 
account for eastward extension of Labrador Sea Water from the Labrador Sea into 
the eastern basin (e.g. Ivers, 1975; Talley and McCartney, 1982). 

Kraus (1986) presents a modern description of the North Atlantic Current near 
the surface based on hydrographic measurements and surface drifters. He describes 
a fairly broad eastward flow across the North Atlantic near 50N, similar to the 
pressure field in Figure 21. At 350 m and 600 m, measured currents along 48N have a 
strong eastward component (Arhan et al., 1989). Eastward flow at these depths is 
evident in the predictions as well, though with smaller magnitude (not shown). At 
1000 m and below, measured currents from Arhan et al. (1989) have stronger 
north-south components (Fig. 24). In the predictions, the strongest eastward flows 
below 1000 m lie north of 48N. 

e. Mid-depth flow in the western basin. In the western North Atlantic, the most 
prominent mid-depth feature in the predictions away from the boundary is the 
westward flow south of 33N. North of 33N, the flow is spatially more variable. At 
1000 m, there is an eastward flow between 35N and 40N (Fig. 22). but no eastward 
flow is apparent at 2000 m (Fig. 23). 

A large number of current measurements have been made in the western North 
Atlantic. At mid-depth, however, the nature of the time-averaged flow field remains 
uncertain. One reason is the relatively large variability in the time-dependent current 
field (e.g. Schmitz, 1984) and another is that the time-averaged currents have fairly 
small spatial scales (e.g., Schmitz, 1980). Various current measurements corroborate 
the predicted westward mid-depth flow in the western basin south of 33N. A 
15-month-long current-meter record from 800 m depth at 31N and 69.5W shows 
mean southwestward flow of 2.4 cm/set (Owens et al., 1982). Current-following 
SOFAR floats at 2000 m depth, deployed near 30N and 7OW, also indicated 
westward flow up to the boundary (Riser et al., 1978). A composite estimate of the 
averaged currents from a more extensive SOFAR-float data base shows westward 
flow west of 68W and south of 33N (Rossby et al., 1983). In this analysis, westward 
700 m currents are as large as several cm/set with slower flow at deeper depths. 

The set of vectors west of 60W labeled “SOFAR Floats” in Figure 24 represents a 
heavily smoothed version of the float-derived velocity measurements at 1500 m from 
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Owens (1991). The vectors in the plot were computed with spatial smoothing radius 
of roughly 500 km, and by weighting measurements in inverse proportion to the 
standard errors provided by Owens (1991). The smoothing scale is comparable to 
that used by Levitus (1982) to obtain the hydrographic data used in this study. The 
smoothed float velocities indicate westward flow in the same latitude range as in the 
predictions (Fig. 22); magnitudes are comparable as well. 

North of 33N, the comparison between predictions and direct observations is not 
as good. Schmitz (1980) presents the averaged mid-depth currents from E-month 
current-meter records at 6 sites along 55W, between 28N and 38N. Near 32N the 
averaged currents are westward at 1 cm/set or less. At 36N however, Schmitz 
describes a “jet-like” eastward flow of order 10 cm/set. This large-amplitude current 
is found from 600 m to the bottom, and covers less than three degrees of latitude. At 
38N the current flows in the opposite direction with nearly the same magnitude and 
about the same weak vertical shear. 

These deep nearly depth-independent observed currents are not evident in our 
results. The predicted eastward flow between 35N and 40N is relatively weak 
(approximately 1 cm/set) and decreases in magnitude at greater depths. The large 
observed shear between 36N and 38N is nearly barotropic. The model could predict 
it only as a large difference between Ub on different f/h contours. Once the bottom 
topography and density are smoothed, this is unlikely. We can only hope that the 
spatial average is correctly predicted. 

Between 45W and 7OW, the observed time-averaged near-surface Gulf Stream 
(e.g. Schmitz, 1980; Hogg, 1983) lies slightly north of the predicted eastward 
mid-depth flow at 38N (Fig. 22), following the 4000 m-5000 m isobath. North of the 
Gulf Stream, over the continental slope, hydrographic data provide evidence of an 
equatorward flow as a southward extension of cyclonic flow near the boundary of the 
Labrador Sea (e.g. Sverdrup et al., 1942; Ivers, 1975). 

This equatorward flow near the surface and north of the Gulf stream conflicts with 
the predictions at the edge of the computational domain. There is no equatorward 
flow along the boundary in the model, either at 1000 m (Fig. 22) or at the surface 
(Fig. 21). Instead, the predicted flow is strongly poleward. This apparent deficiency 
in the calculation could reflect inadequacies in the smoothed data fields because, as 
pointed out in the beginning of this section, the density field used here lacks 
expressions of the small-scale currents along the boundaries. 

South of 40N, the predicted mid-depth equatorward flow along the western 
boundary is robust, and is corroborated by measurements. Riser et al. (1978) present 
trajectories of SOFAR floats at 1500 m that confirm the prediction. After a 
meandering westward drift from their deployment positions near 28N and 7OW, the 
floats entered a relatively strong equatorward current that hugged the continental 
slope. Farther south, at 26.5N, current-meter observations show averaged equator- 
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ward mid-depth flow near the continental slope of up to 20 cm/set (Rosenfeld et al., 
1989; Lee et al., 1990). 

Still farther south along the boundary, SOFAR-float trajectories indicate that the 
equatorward western boundary flow turns east along the northern edge of the 
Caribbean (Rossby et al., 1983; Owens et al., 1988). These measurements conflict 
with the predictions. Two deficiencies in the model may account for the discrepancy 
between predicted and observed currents. First, as pointed out above, smoothing 
errors in p are likely to be large in this area as there is no evidence of the Antilles 
Current in the geostrophic shear. Second, and perhaps more important, the bottom 
topography used here does not include shoaling associated with the Caribbean. 
Consequently, the f/h contours terminate near 20N and 70W instead of following the 
shallow bathymetry toward the southeast (Fig. 1). The fate of the large observed 
(Rosenfeld et al., 1989; Lee et al., 1990) and predicted (Figs. 5 and 18) southward 
along-f/h transport near 26SN remains unclear from our results. 

f Deep flow in the eastern basin. Closer to the bottom, predicted horizontal flow is 
quite different from the flow at mid-depth. Along the major slopes in the bottom 
topography, flow tends to follow isobaths. This is apparent at 3500 m depth (Fig. 25) 
and on the bottom (Fig. 26). At mid-latitudes, IQ, aligns with isobaths so that 
topography shoals to the right. The flow is poleward along the eastern boundary and 
western flank of the Mid-Atlantic Ridge, and equatorward along the western 
boundary and eastern flank of the ridge. At northernmost latitudes, flow follows the 
bathymetry from east west to west. Away from the western boundary, speeds along 
the bottom approach 1 cm/set in some locations. The general patterns in the abyssal 
flow field are robust aspects of the calculation. 

Several predictions are verified by direct current measurements, as discussed 
below. It is difficult to obtain an impression of the large-scale current field from 
near-bottom measurements, however, because time-averaged flows near the bottom 
tend to follow local small-scale features in the bathymetry. This is apparent in the 
deep POLYMODE measurements along the Mid-Atlantic Ridge (Fu et al., 1982). 
Spatial coherence from mooring to mooring at the POLYMODE sites was unique to 
the 1000 m flow field. At 4000 m, the mean currents followed local features in the 
bathymetry with scales smaller than the mooring separation. Features on these scales 
have been smoothed out of the model topography so that, at best, the model predicts 
a spatially averaged version of the currents. Perhaps the best evidence of the 
large-scale flows near the bottom comes from tracer distributions. 

Dickson et al. (1985) analyzed 131 current-meter records of 6 to 24-month 
duration east of the Mid-Atlantic Ridge, from 19N to 54N. Many of the near-bottom 
flows were weak and statistically indeterminate. However, their conclusions confirm 
the overall nature of flows predicted in this study. In regions with reliable estimates 
(37N to 54N) they find cyclonic flow along topography with generally southward flow 



Bogden et al.: North Atlantic circulation 43 

60N 

50N 

40N 

. , , 

30N 

20N 

10N 

ON 

1 .oo 2.00 4.00’ 8.00 ‘16.00 ’ 

Velocity Scaling: cm/set 

Figure 25. u at 3500 m for minimum-mixing solution in Experiment #2 in Section 5. Also 
plotted is 3500 m isobath. Vector scaling as in Figure 6. 

along the ridge and a deep northward current along the eastern continental slope. 
Farther south the measurements are relatively sparse and they find only three 
directionally stable records. These records are near the bottom along 23W, at 30N 
and 35N, and indicate bottom-intensified poleward flow, not unlike that seen in 
Figure 26. 

Lee and Ellett (1965) find evidence of equatorward flow along the eastern flank of 
the Mid-Atlantic Ridge in tracer distributions. They identify a water mass of 
northern origin at 2500-3500 m depth that underlies Labrador Sea Water in the 
eastern basin. They trace maxima in salinity and dissolved oxygen to show that the 
primary path of this flow in the eastern North Atlantic is along the eastern flank of 
the ridge. They found evidence of this water mass at their southernmost hydro- 
graphic section at 43N. Tsuchiya et al. (1991) show the same water mass extending to 
41N and attribute its loss of distinctive characteristics to mixing with overlying high 
salinity water from the Mediterranean salt tongue. 

The predicted 3500 m flow (Fig. 25) continues southward along the eastern flank 
of the ridge and turns westward into the western basin, crossing the ridge south of 
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Figure 26. ub for minimum-mixing solution in Experiment #2 in Section 5. Vectors are 
superposed on bathymetry plotted with contour interval of 1 km. Scaling as in Figure 6. 

30N. The 3250 m oxygen distribution (Fukumori et al., 1991) shows the broad oxygen 
minimum in the eastern basin extending westward across the ridge in the same 
latitude range. West of the ridge, the oxygen minimum extends westward into the 
basin and poleward along the ridge, a pattern which is qualitatively consistent with 
the predicted currents in Figure 25. 

g. Deep flow in the northern North Atlantic. There is qualitative consensus among a 
variety of tracer-based studies about the deep water circulation in the northern 
North Atlantic (e.g. Ivers, 1975; Worthington, 1976). Dense water from the Norwe- 
gian-Greenland Sea flows over the shallow sills north of 60N to form the bottom 
waters of the northern basin. These waters are traced westward along the bottom 
topography into the Laboratory sea. It is thought that much of the flow diverts 
southward along the eastern flank of the Reykjanes Ridge (the northernmost branch 
of the Mid-Atlantic Ridge), with much of the flow passing west through the Gibbs 
Fracture Zone near 53N, 30W and then returning northward along the western flank 
of the Reykjanes Ridge. The predicted bottom currents flow in the same general 
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sense, from east to west along isobaths. There could be little evidence how the flow 
diverts around the Reykjanes Ridge because the ridge has been heavily smoothed in 
the bottom topography used here. Most of the predicted flow lies north of 55N. 

It is generally thought that these bottom waters continue west along the slope, 
through the Labrador Sea, and become part of the deep western boundary current 
(e.g. Warren, 1981). This continuation is not apparent in the predictions, probably 
due to inadequate resolution of the bottom topography and hydrography at the edge 
of the computational domain. Few of the northernmostflh contours extend into the 
Labrador Sea (Fig. 1). 

h. Deep flow in the western basin. The classical deep western boundary current, the 
most prominent feature of the predicted bottom flow west of the ridge, is repeatedly 
observed in current measurements. Hogg (1983) presents a compilation of near- 
bottom current-meter measurements for the western basin, north of 30N and west of 
45W. Time-averaged equatorward flows of up to 10 cm/set are observed along the 
continental slope in water depths from 2000 m to 5000 m. Flows in excess of 
10 cm/set are found near 30N and farther to the south (Rosenfeld et al., 1989; and 
Lee et al., 1990). Flows of this sort are a prominent feature of the calculation (Fig. 
26). 

Hogg (1983) attempts to construct a large-scale bottom flow scheme from the 
available measurements. He suggests a multiple-cell pattern for the horizontal flow 
north of 35N. The largest cell of the pattern, north of 36N, is a cyclonic recirculation 
pattern with eastward flow from 45W to 65W and westward flow from 38N up to the 
continental slope. The predicted bottom flows are consistent with this large-scale 
circulation scheme. A second cell proposed by Hogg is based on small-latitudinal- 
scale flows near 36N, 55W. (These were discussed above in regard to the mid-depth 
measurements of Schmitz, 1980.) Predicted flows do not include this small-scale 
feature. 

Based on the property distributions, the equatorward deep western boundary 
current has long been thought to continue south of 20N and across the equator (e.g. 
Wust, 1935). In the model, there is equatorward flow along the continental slope of 
South America at least to lON, but is not clear whether this flow is a continuation of 
the boundary flow farther to the north. This may be due to the unresolved shoaling of 
the bottom near the Caribbean. 

Based on property distributions, the bottom water in the western basin of the 
North Atlantic has been determined to originate near the Antarctic (e.g. Wiist, 1935; 
Warren 1981). Antarctic bottom water can be traced northward along the continen- 
tal slope of South America and across the equator west of the ridge. Between 8N and 
16N, the western-boundary current is transposed into a northward-flowing eastern- 
boundary current along the western flank of the ridge (e.g. Warren, 1981). Some of 
this water crosses the ridge into the eastern basin of the North Atlantic through the 
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Vema Fracture Zone at 11N (McCartney et al., 1991) with much of the bottom water 
spreading northward into the basin west of the ridge (Mantyla and Reid, 1983). 

Many of the predicted bottom-flow features south of 15N are not robust, particu- 
larly near the eastern boundary. There is some indication of eastward flow across 
11N and poleward flow in the deepest sections of the eastern basin, as suggested by 
McCartney et al. (1991). However there is no indication of poleward flow along the 
western flank of the Mid-Atlantic Ridge south of 12N. 

Farther north along the western flank of the ridge, properties of the Antarctic 
bottom water can be traced northward into the deepest waters of the western basin 
(Mantyla and Reid, 1983). They are also found as far north as the Grand Banks of 
Newfoundland near 50N. North of 50N, properties along the bottom are characteris- 
tic of water of northern origin, indicating mixture of the two water masses near the 
Grand Banks. 

The predicted bottom currents are consistent with these property distributions. 
Robust features in the calculcation include northward flow along the western flank of 
the ridge as far north as 50N, and northwestward flow into the deepest portions of 
the western basin south of 30N. At the latitude of the Grand Banks, the predicted 
currents along the ridge turn east along the bathymetry to merge with equatorward 
flow along the western boundary. This is where the observations of Mantyla and Reid 
(1983) indicate an admixture of the waters of northern and southern origin. 

7. Comparison with previous studies 

Mid-depth flow speeds predicted here are as much as an order of magnitude larger 
than those predicted in beta-spiral calculations (e.g. Stommel and Schott, 1977; 
Olbers et al., 1985). The beta-spiral model uses geostrophic dynamics with prescribed 
p and eliminates velocity indeterminacy with a criterion that minimizes flow across 
density surfaces. Olbers et al. (1985) implemented the beta-spiral model using the 
same p field as here but with a different tracer-conservation criterion than that used 
by Stommel and Schott (1977). The beta-spiral models predict relatively weak 
0(1 mm/set) mid-depth flows with no large-scale pattern. Two important differ- 
ences between the beta-spiral model and the model used here could account for the 
discrepancy. First, beta-spiral models do not use top or bottom boundary conditions 
on the flow. Consequently, the dynamics are ignorant of bathymetry and the 
dynamically indeterminate velocity is an arbitrary scalar function of horizontal 
positon x. Second, the beta-spiral estimates are local in x (i.e. the practical velocity 
indeterminancy corresponds to an arbitrary vector function of x) so that the resulting 
velocity field is divergent. The reduced dynamical determinancy increases reliance 
on the tracer-conservation constraint for determining velocity. The small predicted 
velocities may be related to the fact that zero flow conserves any tracer in the absence 
of mixing and sources. 

Hogg (1987) and Fukumori (1991) use geostrophic dynamics with prescribed p, but 
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they improve on the beta-spiral method by enforcing volumetric mass conservation 
over the entire model domain. Consequently, in these models the dynamical indeter- 
minancy in velocity corresponds to an arbitrary scalar function of x. Hogg and 
Fukumori each consider the flow in rectangular areas (up to 20” on a side) in the 
vicinity of the Mediterranean salt tongue. The patterns of their predicted mid-depth 
flows have larger scales than the flows predicted by Olbers et al. (1985). Fukumori 
predicts weak 1200 m flow around the salt tongue consistent with Reid (1978), 
however, Hogg (1987) predicts westward flow at 1200 m in the same region. Although 
cross-isopycnal velocities in Hogg’s solutions are comparable in magnitude to the 
1000 m w’s obtained in Section 5, his westward flow is an order of magnitude smaller, 
nearly equivalent to u = 0 at 1000 m. As in the beta-spiral method, the dynamics used 
by Hogg and Fukumori are ignorant of the ocean bottom. Differences between their 
predictions may be attributable to differences in the tracer-conservation criteria. 

Wunsch and Grant (1982) modeled the North Atlantic circulation using the 
section method, developed by Wunsch (1978), which uses essentially the same 
dynamics and boundary conditions as in this study. However, the flows predicted by 
Wunsch and Grant differ substantially from the flows predicted here. An important 
difference between the section method and our approach concerns the manner in 
which the dynamics are combined with data. In the section method, dynamical 
constraints are imposed along the perimeter of large horizontal domains. Since the 
data fields are not interpolated within the domains, free-mode variations are not 
constrained by f/h and the hyperbolic structure of the dynamics is lost. In the 
hyperbolic problem, the velocity indeterminancy at all points on the same f/h contour 
is eliminated by specifying velocity at only one of the points. In the section method, 
however, even though two points along the perimeter of the model domain may lie on 
the same f/h contour, the dynamically indeterminate velocity component at each 
point can be specified independently. In this sense, the dynamical uncertainty of the 
section method is much larger than it would be if the fields were interpolated in three 
dimensions. Also, the section method uses unsmoothed p and h data and allows 
dynamical misfit to compensate for sampling errors. 

Provost and Salmon (1986) develop a methodology that also uses the same 
dynamics as here. As with the section method, Provost and Salmon use unsmoothed 
p and fairly well-resolved h. In contrast to the section method, the fields modeled by 
Provost and Salmon (1986) are spatially continuous. However, to compensate for 
data errors, their method allows dynamical misfit and incorporates a smoothness 
constraint that leads to an elliptic problem for the pressure. It remains unclear from 
their results whether the dynamical misfit is necessary for a reasonable circulation. 

A large number of studies have combined prescribed p with numerical models 
having nonlinear dynamics and flux-gradient parameterizations for Reynolds stresses 
and property fluxes. Comparison with these studies is problematic because of the 
variety of built-in assumptions about the dynamics of unresolved scales. For example, 
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Sarmiento and Bryan (1982) prescribe p in a primitive-equation model. They find 
that unreasonably large vertical velocities dominate their solutions when smoothed p 
is incorporated directly into the model. They allow for data errors by admitting heat 
and fresh-water sources in their equations for temperature and salt conservation but 
only obtain “acceptable” model flows with unacceptably large internal source terms. 
They attribute this to the failure of their model to resolve mesoscale-eddy variability. 
However, to the extent that the mid-ocean velocity in their model satisfies nearly the 
same dynamics as in this study, it is possible that their use of p and h optimized as in 
Section 5 would ameliorate these problems. 

8. Summary/discussion 

The hyperbolic dynamics used in this study represent little more than the com- 
bined constraints of geostrophy, continuity and bottom topography. The validity of 
these dynamics in a local balance has been demonstrated with velocity measurements 
by Bryden (1980) Koblinsky et al. (1989) and others. Their results show that the 
non-locally forced deep flow along f/h contours, the component we refer to as the 
“dynamical free mode,” often dominates the locally wind-forced flow across f/h 
contours. We enforce the hyperbolic dynamics in a global sense, over the entire 
North Atlantic. This accentuates the importance of the free-mode as an element of 
the large-scale flow. We estimate the magnitude of the free-mode component from 
its implications for the potential-density distribution. 

Free-mode selection according to the classical condition of no net mass flux 
normal to the eastern boundary, the “*(east) = 0 condition,” leads to unrealistic 
front-like features in the mid-ocean. This is seen in a calculation by Mellor et al. 
(1982) their Figure 11, and in our Figure 4 which reproduces many of the same 
features. There, front-like features exhibit vertical velocities that are implausibly 
large because they require correspondingly large cross-isopycnal flows. Front-like 
features no longer dominate the mid-ocean flow when the *(east) = 0 constraint is 
relaxed and free-mode selection is based instead on the minimum-mixing criterion. 
We do not conclude from these results that there must be net transport normal to the 
eastern boundary. On the contrary, f/h contours do not intersect the eastern 
boundary with realistic bathymetry, so free-mode selection has no direct bearing on 
mass transport normal to the coast. The reason the @(east) = 0 condition determines 
the free-mode here, and in earlier studies, is because of an ad-hoc decision to 
truncate the numerical grid somewhere offshore. 

Near northwest Africa, from 15N to 30N, predicted flow follows f/h contours, 
parallel to the coast. This poleward flow is problematic as it requires large mass flux 
through the oxygen-minimum region that has been argued to be relatively quiescent 
(e.g. Luyten et al., 1983). This strong flow prediction is sensitive to free-mode 
variations. This feature is also sensitive to density adjustment, as can be seen by 
comparing Figure 17 from Experiment 3 with Figure 7 for the unadjusted density 
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field. This is not suprising because, as pointed out in Section 2c, data errors are likely 
to have greater impact on predictions near lateral boundaries, where bottom- 
topography gradients are largest. We have little confidence, therefore, in predictions 
near the coast. 

Away from the coasts, density adjustments have relatively little impact on the 
large-scale features in the horizontal flow. Their primary effect is to eliminate the 
remaining front-like features and anomalously large w’s in the minimum-mixing 
solution without adjustments (Section 4). While wind-stress plays a role in the 
calculation, the dynamical impact of density adjustments exceeds the influence of 
plausible errors in the wind-stress measurements. Our ability to diagnose the 
circulation relies critically, therefore, on accurate knowledge of the density field, 
particularly in relation the large-scale bathymetry. Dynamically ignorant averaging 
of density and bottom topography apparently leads to front-like features. The 
density adjustments compensate for this, yielding dynamically compatible data. 

This study leaves open questions relating to more highly resolved bathymetry. 
Koblinksy et al. (1989) showed that low-frequency currents respond to topography 
with O(100 km) length scales. If the large-scale flow “feels” bathymetry on a smaller 
scale than we have used, then our neglect of these scales amounts to a neglect of the 
potentially important “Reynolds-type” bottom stresses. The objective here has been 
to investigate the limit in which such terms are negligible, although this limit is only a 
hypothesis. Resolving bottom topography on smaller scales changes the nature of the 
hyperbolic problem by introducing multiple regions of closed f/h contours, or 
“shadow domes.” Welander (1969) and Straub and Rhines (1990) discuss the 
existence of front-like features in association with such regions. They predict large 
currents flowing along the f/h contours that diverge, and then reconverge, around 
shadow domes. Flows of this type appear here in relation to the shadow dome at 
3OW, 40N. Results show them to be sensitive to free-mode selection and density 
errors. Whether these features are an inherent part of the large-scale circulation or 
an artifact of neglected scales remains unclear. 

Robust aspects of the calculation include the strong O(1 cm/set) mid-depth 
westward flow along the Mediterranean salt tongue, and the tendency for bottom 
currents to flow isobaths with shallow water to the right. Significant departure from 
these predictions requires unreasonably large cross-isopycnal flows. Nevertheless, 
the prediction of flow through the salt tongue implies that mixing must be important 
in maintaining this feature. Otherwise, currents must flow parallel to salinity isolines, 
as proposed by Reid (1978) and Fukumori (1991). 

Although we use a minimum-mixing criterion to obtain reasonable results, the 
results do not imply that cross-isopycnal mixing is negligible. We use residual mixing 
in (2) and the second vertical derivative of potential density referenced to 1000 m, to 
compute cross-isopycnal diffusion coefficients. At mid-latitudes, the second deriva- 
tive is everywhere negative and of order lop3 gm/cm3 km2, thus upward velocities 
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correspond to positive diffusivities. The diffusivities are of order 1 cm2/sec and vary 
in x on the same scales as w. The amplitudes, though large, compare with values that 
Hogg (1987) computed for a region in the salt tongue. 

Whereas the minimum-mixing criterion is admittedly ad hoc, we use it only as a 
weak constraint. Consequently, the results are not sensitive to details of the criterion. 
The penalty for cross-isopycnal flow serves merely to bound the w  with a plausible 
range of magnitudes. Any approximately conserved tracer that defines a material 
surface with slopes that are comparable to isopycnal slopes will serve the same 
purpose. Also, because of the simple vertical structure in the subthermocline velocity 
field (w/I u 1 varies nearly linearly in z with maximum amplitude at the bottom), the 
solutions are not sensitive to the depth at which the criterion is applied. We found 
similar results (not presented), for example, when we employed a criterion that 
minimized mean-square wb. 
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