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a b s t r a c t

This paper investigates the long-run recovery experience of US banks that received capital infusions
under the Capital Purchase Program (CPP), a part of the Troubled Asset Relief Program (TARP). Based
on a dynamic recovery model, our results show that recovering CPP banks tended to be in better financial
condition than other CPP banks. Long-run event study analyses of common stock prices reveal that, in the
quarter after repayment of TARP funds, CPP banks experienced economically large and significant buy-
and-hold wealth gains of 14%, equivalent to approximately $329 billion. We conclude that TARP was suc-
cessful in fostering bank financial and stock price recovery.

Published by Elsevier B.V.

1. Introduction

‘‘I certainly think that the TARP has mostly served its purpose
and that it’s time to start thinking about how we are going to
unwind that program . . . many banks are paying back the TARP
and a lot of the money that was put out is now coming back to
the Treasury’’.

Chairman Ben Bernanke in a Senate Banking Committee hearing
(December 3rd, 2009).

Unprecedented failures occurred in 2008 among large financial
institutions engaged in the securitization of home loans. Bear
Stearns and Merrill Lynch merged with commercial banks at fire-
sale prices, Lehman Brothers was liquidated, government-spon-

sored mortgage lenders Fannie Mae and Freddie Mac were nation-
alized, and a number of megabanks became insolvent. Panic in
financial markets caused collapses of capital asset prices on a glo-
bal scale. In an effort to restore stability and liquidity to the finan-
cial system, the US government passed the Emergency Economic
Stabilization Act on October 3, 2008 to mitigate systemic risk. Un-
der this Act, the Troubled Asset Relief Program (TARP) provided the
US Treasury with $700 billion to bail out failing institutions4 and
prevent a repeat of the Great Depression banking collapse.5

Taking advantage of TARP funds, US Treasury Secretary Paulson
on October 14, 2008 opened the Capital Purchase Program (CPP)6

designed to inject cash into banks in exchange for preferred stock
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4 Although the Act stated that only relatively strong institutions would be eligible
for TARP funding, the program was later aimed at rescuing troubled banks and
automobile companies. See Ghosh and Mohamed (2010) and Broome (2011) for
excellent overviews of TARP.

5 About one-half of US banks (or approximately 15,000 banks) closed their doors in
the Great Depression. Studies by Bernanke (1983) and Anari et al. (2005) show that
credit contractions associated with large numbers of bank failures exacerbated the
depth and duration of the economic downturn in the Depression years. See also
Shimizu (2006) on efforts by the Japanese government from 1999 to 2001 to stabilize
the economy by injecting capital into banks and requiring them to expand bank credit
under the Business Revitalization Plan during the financial crisis at that time.

6 TARP resources were committed by the Treasury to different programs as follows:
Capital Purchase Programs (CPP) – $250 billion, Public–Private Investment Program
(PPIP) – $100 billion, Term Asset-Backed Securities Loan Facility (TALF) – $100 billion,
Systematically Significant Failing Institutions (AIG) – $70 billion, etc. (see the
Treasury report to Congress, June 10, 2011).
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and warrants.7 After implementing stress tests to gauge impending
losses in large institutions, regulatory capital requirements were im-
posed by infusing capital to meet minimum common equity levels
after projected losses. Over the course of the program, a total of
707 CPP institutions received $205 billion in TARP funds. About
$190 billion was paid out to large banks with more than $10 billion
in assets. Hence, TARP funds were primarily intended to keep large
banks afloat until the economy revived. Implicit in this strategy
was the presumption that solvent institutions would act prudently
to manage their financial condition, recover from their losses, and re-
pay TARP funds within a reasonable period of time. As of June 1,
2011, 130 institutions had repaid $180 billion with remaining bal-
ances outstanding at small bank participants.8

In this paper we examine the recovery experience of CPP banks
receiving TARP funds. We define the recovery period as the time
span from receipt to later repayment of TARP funds by participat-
ing banks. Small banks with less than $500 million in assets are ex-
cluded from our analyses due to the lack of requisite accounting
and financial data. We contribute to the growing TARP literature
by providing evidence on the following research questions: What
are the determinants of financial condition recovery among CPP
banks that repaid TARP funds compared to other CPP banks? Can
we use such information to predict future CPP bank recoveries?
Did participating banks experience stock wealth gains during or
after the period of repayment? Is there a relationship between
financial condition and stock price recovery? Are there policy
implications that would be useful to regulators and other govern-
ment officials in terms of effectively managing systemic bank risk?

Our empirical analyses investigate CPP banks’ health from two
perspectives: (1) we develop a dynamic recovery model to capture
the time series characteristics of CPP banks’ financial recovery and
(2) we perform a long-run event study using CPP banks’ common
stock prices to measure wealth effects over time. Our dynamic
recovery model utilizes quarterly bank holding company data from
December 2007 to December 2010 to identify the determinants of
bank recovery. Financial health is proxied in terms of the recovery
probability of repaying CPP banks relative to nonrepaying CPP
banks. Our main contribution in this respect is to document the
determinants of changes in financial health among CPP banks after
the implementation of TARP. In brief, our results show that recov-
ering CPP banks that repaid TARP obligations tended to have stron-
ger overall financial condition, as reflected in higher capital, asset
quality, profits, dividends, liquidity, and size, than nonrecovering
CPP banks. Further out-of-sample tests based on forecasted proba-
bilities of bank recovery derived in the present paper support the
reliability of the dynamic recovery model. These new forecasted
probabilities contribute to the emerging dynamic hazard literature
(e.g., see Shumway, 2001; Duffie et al., 2007; Duffie et al., 2009) by
enabling bank regulators, academic researchers, and others to
more readily utilize dynamic models as early warning systems
(EWSs).

Our long-run event study investigates CPP common stock reac-
tions in the following well-defined event windows: before the re-
ceipt of TARP funds, within the interim from receipt to later
repayment of TARP funds, and after repayment. We use a variety
of event study methodologies. Stock prices should reflect the full
information effects of capital infusions on banks’ recovery.
Throughout the post-TARP announcement period, investors were

able to gauge the long-run economic effects of capital infusions
on individual institutions and the banking system as a whole. If
stabilization of the system was successful, troubled institutions
should have been beneficiaries of increased public confidence. In
this respect, unlike most long-run event studies that focus on
underreaction or overreaction to a specific information announce-
ment (i.e., market inefficiency), we are interested in the total eco-
nomic impact of capital infusions on the banking industry.
Referring to the buy-and-hold reference portfolio results, CPP
banks that repaid TARP funds by year-end 2010 had significant
abnormal returns of about 4.7% in the interim between receiving
and repaying funds. More importantly, in the quarter after repay-
ment of TARP funds, CPP banks experienced economically large
and significant buy-and-hold wealth gains of 14%, equivalent to
approximately $329 billion. Linking our dynamic-recovery/event-
study results, cross-sectional analyses show that long-run abnor-
mal returns were significantly related to recovering financial con-
dition over time.

Based on the empirical evidence, we conclude that TARP was
instrumental in fostering the financial and stock price recoveries
of CPP banks. A major policy implication is that troubled banks
exposed to potential debt losses could benefit from capital
infusions.

1.1. Related literature

TARP literature can be divided into studies of CPP banks’ finan-
cial health and stock price performance. Related to our dynamic
recovery analyses, previous studies examine the financial condi-
tion of CPP banks from a comparative static perspective. Compared
to non-recipients, Bayazitova and Shivdasani (2012) find that CPP
banks tended to be larger with greater funding uncertainties and
weaker capital ratios, stronger asset quality, and higher commer-
cial and industrial loans. Taliaferro (2009) reports evidence that
CPP banks normally used TARP funds to improve their capital posi-
tions, rather than support lending.9 Some characteristics of banks
likely to participate in the CPP were: high leverage, high commit-
ments and other opportunities for new lending, and exposure to
troubled asset classes such as real estate loans. Duchin and Sosyura
(2012) show that CPP funding was more probable among banks with
political connections, lower capital adequacy, earnings, and liquidity,
and larger size. Li (2012) also finds that political connections were a
determinant of TARP funding and that most of this funding was used
to bolster capital ratios as opposed to increase lending. Finally,
Jordan et al. (2010) observe that the market-to-book ratios of CPP
banks were lower than other banks. Lower market-to-book ratios
were associated with higher expenses, nonaccrual assets, and real
estate investments but lower non-interest and interest income. In
general, these studies suggest that CPP banks were more financially
distressed than non-recipients.

By contrast, evidence by Ng et al. (2010) indicates that CPP
banks had higher profitability, as well as lower ratios of non-
performing loans to total loans, book-to-market, capital, and
cash-to-deposits, than other banks. They infer that CPP partici-
pants generally had stronger financial condition than non-CPP
banks prior to and during the initiation of TARP.

Some recent papers have documented the financial condition of
recipient CPP banks after the receipt of TARP funds. Wilson and Wu
(2012) show that early TARP exit by the end of 2009 was associ-
ated with higher CEO pay, bank size, capital, and financial condi-
tion compared to other CPP banks. Empirical analyses by Cornett
et al. (2013) employ probit models to demonstrate that pre-crisis

7 Originally, TARP funds were intended to purchase ‘‘toxic’’ assets from troubled
institutions and address liquidity and credit flow problems in large institutions, but
this approach was later abandoned by the Treasury in favor of capital infusions to
avoid zombie banks with negative net worth and increased moral hazard risk.

8 The government implemented a Small Business Lending Program from July to
September 2011 to raise capital at smaller banks lending more heavily to small
businesses. As of October 6, 2011, among 332 recipient banks, 137 banks used some
of these funds to repay TARP obligations.

9 For an in-depth analysis of the lending activities of CPP banks, see Contessi and
Francis (2011).
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health is not related to the probability of later repaying TARP
funds. Especially among small banks, banks that later repaid TARP
funds had improvements in loan portfolio quality, expense reduc-
tion, and income growth. Banks that missed dividend payments
(deadbeats) tended to lose liquidity in an effort to make TARP pay-
ments, which further weakened their financial condition. Static
Cox proportional hazard model results show that pre-crisis health
was unrelated to the time to first repayment of TARP funds. Other
hazard model results reveal that under-achievers (i.e., banks with
below average pre-crisis profits) used TARP funds to increase cap-
ital and decrease loan loss provisions prior to repayment, whereas
over-achievers (i.e., banks with above average pre-crisis profits)
appeared to view TARP funds as a cheap source of financing to rein-
vest in other assets as their capital improved. Also, large banks re-
paid TARP funds faster than small banks, which they attribute to
greater public scrutiny on big banks.

In sum, prior studies of CPP banks’ financial condition focus on
different points in time in the pre- and post-TARP period and ob-
tain a variety of findings. Extending previous studies that utilize
a comparative static approach to investigating bank health, the
present paper seeks to better understand the dynamic changes in
financial condition over time among CPP banks that repaid versus
did not repay TARP funds.

Related to our long-run event study analyses, a smaller litera-
ture exists on the stock price reactions of CPP banks in response
to TARP funding. Veronesi and Zingales (2010) hypothesize that
government intervention to restore confidence in the presence of
market failure should create value. Confirming this conjecture,
short-run event study analyses in the announcement period Octo-
ber 10–14, 2008 (i.e., days �4 to 0) for 10 banks and securities
firms forced to take CPP capital infusions in the first phase of the
program indicated a total gain of $130 billion upon summing
changes in these institutions’ debt, equity, and derivative valua-
tions. However, they find that, whereas preferred stockholders
gained an estimated $6.7 billion, common stockholders lost about
$2.8 billion in this 5-day event window. In view of the latter com-
mon stock wealth loss, Hoshi and Kashyap (2010) observe that
some banks did not want to participate in the CPP due to signaling,
debt overhang, and executive compensation issues.10 Negative sig-
naling could damage public opinion about potential future losses at
participating banks, cause a loss of public confidence, and trigger a
deposit run on a bank. Debt overhang occurs due to the fact that pre-
ferred stock is senior to common stock, such that bank recovery after
capital infusions would not flow through to common shareholders
until TARP funds were repaid. This problem could be exacerbated
for banks with bonds selling at deep discounts, which would benefit
from the new capital. Also, TARP provisions restricted executive
compensation which raised risks of losing key managers and reduc-
ing management incentives to recover.11 Together, consistent with
the common stock results in Veronesi and Zingales, these drawbacks
of participation could cause wealth losses.

Another study by Bayazitova and Shivdasani (2012) argues
that government capital infusions signal private information
about financial condition, thereby certifying that recipient banks

are healthy and helping to resolve information asymmetries in
addition to financial distress costs. Short-run event study analy-
ses of stock price changes on days �1 and 0 with respect to
October 14, 2008 point to significant wealth gains associated
with the CPP announcement but not later dates when individual
banks received capital infusions. The initial recipients gained
14.48% in this narrow event window, and 223 later recipients
gained 4.01%.12 Also, banks approved for TARP but declining par-
ticipation did not experience any wealth effects. Further tests
show that passage of legislation to tax employee bonuses at TARP
institutions lowered their average excess returns by 8% but tended
to increase returns among nonparticipating institutions. Also, posi-
tive (negative) wealth gains occurred on days �1 and 0 with re-
spect to announcements of TARP repayment by institutions
without (with) a stock issue announcement on the same day.13

Although a large wealth gain appears to occur among initial recip-
ients, as shown by Veronesi and Zingales, Morgan Stanley’s stock
price substantially increased in response to concomitant news
about a deal to raise capital from Mitsubishi, a large commercial
bank in Japan. Excluding this outlier, the initial recipients had al-
most zero wealth gains in their five-day event window. In general,
initial TARP recipients experienced little or no common stock
wealth gains in the opening days of capital infusions.

Closely related to our study, Ng et al. (2010) consider long-run
price reactions among CPP banks. They divide the post-TARP peri-
od into two subperiods: (1) the CPP initiation subperiod in the last
quarter of 2008 and first quarter of 2009, and (2) the post-CPP ini-
tiation subperiod in the second to fourth quarters of 2009. Banks
receiving capital infusions in the last quarter of 2008 and first
quarter of 2009 comprise the CPP bank sample (n = 186). Compar-
ing buy-and-hold returns of CPP banks to those of non-CPP banks,
CPP banks underperformed other banks by 6% in the former period
but outperformed by 14.3% in the latter period. A multivariate
regression analysis of buy-and-hold returns on banks with respect
to CPP participation after controlling for CPP amount, market beta,
size, and book-to-market risk factors confirmed these patterns in
stock valuation over time. They inferred that undervaluation in
the initiation period occurred due to negative market sentiment
at that time.14

Some CPP portfolio return ambiguities are present in the Ng
et al. study that lead to difficulty in interpreting their results.
In the CPP initiation period, even though some participating
banks did not receive funding until later in this period, they
are counted in CPP portfolio returns for the entire period. Also,
in the post-initiation period, some CPP banks had repaid govern-
ment funds prior to the end of this period but are included in
CPP portfolio returns for the entire period. These sampling pro-
cedures introduce ambiguities about the long-run effects of TARP
funds on CPP banks’ stock prices. Moreover, unlike their study,
we follow the standard practice in long-run event studies of
building reference non-CPP portfolios to control for size and
book-equity/market-equity (BE/ME) in addition to applying a
variety of test methods due to potential pitfalls in long-run
event study analyses.

10 Other reasons not to participate were required dividend payments to the
government (i.e., 5% in the first 5 years and 9% thereafter) and limitation of dividend
payments of 1% per quarter to common shareholders. A small percentage of TARP
banks have missed their government dividend payments (see Wilson (forthcoming)).

11 Cadman et al. (2012) report corroborating evidence that executive compensation
affected acceptance of TARP funds and later likelihood of repayment of TARP funds
and executive turnover. Also, Kim (2010) finds that TARP restrictions on executive pay
lowered banks share prices, especially among larger and better performing banks.

12 Kim (2010) also found positive wealth effects among TARP recipients on days �1
to +1 around this announcement date.

13 Another study by Farruggio et al. (2013) finds similar short-run common stock
wealth effects to the initial announcement of TARP. They also report negative
(positive) wealth effects in a 5-day event window around announcements of capital
infusions (repayments).

14 Other studies focus on the wealth effects on borrowers of banks receiving TARP
funds (Song and Uzmanoglu, 2011), wealth effects on banks’ existing preferred stocks
(Kim and Stock, 2012), and wealth effects of rescue efforts in different countries (King,
2009).
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The next section overviews our dynamic recovery model and
presents the empirical results. Section 3 describes the long-run
event study and discusses the findings. Section 4 concludes.

2. Dynamic recovery model

2.1. A dynamic model of bank recovery

Bank prediction models have a long history as early warning
systems (EWSs) of pending bank failures by regulatory agencies
(e.g., see Meyer and Pifer (1970), Martin (1977), Sinkey (1979),
Thomson (1991), Cole and Gunther (1995), and Wheelock and
Wilson (2000), and many others). Studies confirm that regression
models perform well as EWSs. Traditionally, regulators use static
forecast models that compute predictors at a point in time prior
to bank failure.

More recently, Shumway (2001) proposes a multi-period haz-
ard model that estimates time-varying probabilities of financial
distress prior to failure. He argues that one-period models ignore
changing firm characteristics over time and, therefore, are unduly
restricted to limited information about potential failure. Cole and
Wu (2009) test Shumway’s conjecture by comparing the forecast-
ing accuracy of a time-varying hazard model versus a one-period
probit model in terms of their ability to identify pending US bank
failures in the periods 1985–1992 and 2009–2010. They find that,
when predicting failures in the next year, the ability of the hazard
model to exploit dynamic information improves its predictive
power relative to the probit model. However, this advantage dissi-
pates when attempting to predict failures two or three years into
the future due to the information gap that exists in the data series.
For these longer prediction horizons, neither type of model accu-
rately predicts bank failures. They also find that inclusion of mac-
roeconomic variables (e.g., real GDP growth rates and three-month
Treasury bill rates) does not improve predictive accuracy.15

An obvious shortcoming of the static EWS approach is that
potentially rich time-series dynamics of covariates are ignored. In
this regard, Duffie et al. (2007) develop a dynamic hazard model
of the likelihood of default that exploits time-series movements
in explanatory covariates.16 Applying the model to 2700 US firms
in the period 1980–2004, they demonstrate that incorporating the
dynamics of firm-specific and macroeconomic covariates enables
maximum likelihood estimation of multi-period survival probabili-
ties and boosts out-of-sample predictive performance relative to
other available models.

Our dynamic model of bank recovery and resultant estimators
are based on Duffie et al. (2007). Because we focus on recovery ver-
sus nonrecovery for CPP banks and ignore other types of exit, such
as default, merger, acquisition, and liquidation, a simplified model
setup with a singly-stochastic counting process is employed
(rather than a doubly-stochastic formulation). Also, instead of
focusing on the default process, we build a dynamic recovery mod-
el that estimates recovery probabilities. A Markov state vector X(t)
of bank-specific covariates determines variations in bank recovery
intensity defined as k(t) = K(X(t),b) = exp(a + b X(t)). The Markov
state process X(t) is assumed to follow an autoregressive time ser-
ies process, or

Xðt þ 1Þ ¼ XðtÞ þ jðh� XðtÞÞ þ Ceðt þ 1Þ; ð1Þ

where e(t)’s are independent, standard-normal vectors at time t,
and coefficients c = (j,h,C) are estimated via maximum likelihood
estimation (MLE) methods. Our sample contains n banks. During
observation period [0,T], CPP banks can only leave the sample due

to recovery by time T. Let Ti denote the observed lifetime of the
ith bank. If a bank’s lifetime is cut short, let \i be the censoring indi-
cator, where \i = 1 if Ti is a recovery time, and \i = 0 if Ti is a cen-
soring time. The total number of recovery events is given byPn

i¼1?i. Recovery likelihood is defined as

LðF ; c; bÞ ¼ LðXðtÞ; cÞ � LðXðtÞ;? ðtÞ; TðtÞ; bÞ; ð2Þ

where

LðXðtÞ; cÞ ¼
YT

k¼0

fXðkþ1Þ;XðkÞðXðkþ 1ÞjXðkÞ; cÞ ð3Þ

is the likelihood of vector X(t) of covariates (assumed to follow the
above mean-reversion dynamic process) with density function
fX(k+1), X(k) being jointly normal distributed, and

LðXðtÞ;?ðtÞ;TðtÞ;bÞ¼
Yn

i¼1

GitðbÞ

¼
Yn

i¼1

exp �
Z Ti

t0
i

KðXðsÞ;bÞds

 !
�½expðXiðTiÞbÞ�?i

ð4Þ

is the likelihood of recovery for n banks, where t0
i is the time of first

appearance for bank i in our sample. The above overall MLE prob-
lem can be decomposed into the separate problems

sup
c
LðXðtÞ; cÞ ð5Þ

and

sup
b

LðXðtÞ;?ðtÞ;TðtÞ;bÞ¼sup
b

Yn

i¼1

e
�
R Ti

t0
i

KðXðsÞ;bÞds
½expðXiðTiÞbÞ�?i : ð6Þ

When we obtain in-sample estimates of all coefficients
(c = [j,h,C]) of dynamic processes and coefficients (b) of the recov-
ery intensity function, it is straightforward to calculate the pre-
dicted probability of recovery. In this respect, the conditional
expectation of the probability of nonrecovery can be computed
from time T to s > T in the future as

pðXðTÞ; sÞ ¼ E e�
R s

T
kðuÞdujXðTÞ

� �
; ð7Þ

and the probability of bank recovery to time s > T is

qðXðTÞ; sÞ ¼ E
Z s

T
e�
R z

T
kðuÞdukðzÞdzjXðTÞ

� �
: ð8Þ

The above forecasted nonrecovery and recovery probabilities
are proven in Duffie et al. (2007). Unfortunately, in practice these
calculations are onerous, as there are several variables in the recov-
ery intensity function k(t), each with different autoregressive time
series processes. When we replace the expectation with the aver-
age over Gibbs sample paths for all variables, brute-force Monte
Carlo is extremely numerically intensive, and reliable results are
difficult to obtain. Consequently, in Appendix A, we derive analyt-
ical approximations for these probabilities, which we later use to
rank banks on recovery propensity in an out-of-sample test of
model reliability. These new probability formulas for forecasted
nonrecovery and recovery contribute to the literature, enabling
bank regulators, academic researchers, and others to more readily
utilize dynamic hazard (and recovery) models as early warning
systems (EWSs).

15 For an application of a time-dependent Cox regression model to Australian firms,
see Partington and Kim (2008).

16 See also Duffie et al. (2009).
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2.2. Dynamic recovery model results

We collect accounting information from the FR Y-9C Consoli-
dated Financial Statements for Bank Holding Companies in the
sample period from first quarter 2002 to first quarter 2011. Data
for smaller banks with total assets less than $500 million are ex-
cluded due to insufficient data to construct financial ratios. Requi-
site data was available for 272 CPP banks and 948 non-CPP banks
with a total of 34,069 firm-quarters of data. In terms of demo-
graphics, California and Illinois well surpassed other states in
terms of our CPP banks with each representing about 8% of sample
banks. Regionally speaking, Southern states exceeded other areas
of the country with about 36% of recipients in our sample. The
leading Southern states in rank order were North Carolina, Virginia,
Georgia, Florida, Tennessee, and Texas. Midwestern states ac-
counted for about 31% of our CPP banks, with leading states (in
rank order) Illinois, Missouri, Ohio, Indiana, Wisconsin, and Mich-
igan. In the Northeast, the leading states were New York and Penn-
sylvania. The wide distribution of bank recipients across the United
States reveals that the TARP program was national in scope and not
limited to selected states.

We use the structure of the CAMELS rating system to guide the
choice of 34 financial ratios and calculations for analysis. These
variables are listed in Table 1. The CAMELS rating system is utilized
by bank regulators to assess a bank’s overall condition.17 Defini-
tions of each dimension of the CAMELS rating system as well as
examples of variables under each dimension follow.

� Capital adequacy (C). Financial institutions are expected to
maintain levels of capital that mitigate the adverse outcomes
resulting from risks. Variables that provide information about
the adequacy of banks’ capital include total equity capital
divided by total assets (Eq_Assets) and the one-year growth rate
in total equity (EqGrowth).
� Asset quality (A). A financial institution that successfully man-

ages and controls the risks that may affect the value or market-
ability of its assets is said to have high asset quality. Credit risks

Table 1
Accounting and financial ratio measures of bank condition.

A. Capital adequacy
1. Eq_Assets Total equity capital/total assets
2. Chrg_Cap Net charge-offs on loans and leases/total equity capital
3. Tier1Lev Tier 1 leverage ratio
4. Tier1Cap Tier 1 risk-based capital ratio
5. CapRatio Total risk-based capital ratio
6. EqGrowth One-year growth rate in total equity
7. Zscore Z-score = Return on assets plus capital adequacy ratio/standard deviation of return on assets (3 years quarterly data)

B. Asset quality
1. Chrg_Assets Net charge-offs on loans and leases/total assets
2. Chrg_Allow Net charge-offs on loans and leases/allowance for loan losses
3. Prov_Assets Provision for loan and lease losses/total assets
4. PD_RELoans Loans secured by real estate past due and nonaccruals/loans secured by real estate
5. PD_Loans Total loans and leases past due and nonaccruals/total loans and leases
6. PDRE_Assets Loans and leases past due plus nonaccruals plus other real estate owned/total assets
7. SFMtg_Assets Single family (1–4) mortgages/total assets
8. MFMtg_Assets Multifamily mortgages/total assets

C. Management
1. SDROA Standard deviation of return on assets (3 years quarterly data)

D. Earnings
1. ROA Net income after taxes/total assets
2. Margin Net income/total income plus net gains on securities
3. Div_Assets Dividends/total assets

E. Liquidity
1. Sec_Assets Total securities (at fair value)/total assets
2. Trade_Assets Trading assets/total assets
3. Cash1_Assets Cash plus federal funds sold plus Treasury bills plus municipal bonds/total assets
4. Cash2_Assets Cash plus federal funds sold plus fair value of securities/total assets
5. HTM_Assets Realized gains (losses) on held-to-maturity securities/total assets
6. AFS_Assets Realized gains (losses) on available-for-sale securities/total assets
7. Dep_Assets Total deposits/total assets
8. NonDep_Assets Nondeposit funds/total assets

F. Sensitivity to market risk
1. DebtPD_Sec Debt securities past due and nonaccrual/total securities
2. MortSec_Assets Mortgage-backed securities plus asset-backed securities/total assets
3. Chg_Cash2 Quarterly rate of change in the ratio of cash plus federal funds sold plus fair value of securities/total assets
4. IntSensA_L Interest sensitive assets/interest sensitive liabilities
5. CVIntInc Coefficient of variation of net interest income (standard deviation/mean based on 3 years of quarterly data)
6. Complex Bank holding company complexity dummy variable, 0 for non-complex banks or 1 for complex banks

G. Synthetic CAMELS
1. CAMELS1 Sum of decile rankings from 1 (low) to 10 (high) of capital, asset quality, management, earnings, liquidity, and sensitivity to

market risk (see text for accounting and financial ratio proxies)
2. CAMELS2 Sum of distribution rankings from 1 (low) to 8 (high) of capital, asset quality, management, earnings, liquidity, and

sensitivity to market risk (see text for accounting and financial ratio proxies)

H. Other
1. LogAssets Total assets (log)

17 CAMELS is a numerical composite rating of overall bank financial condition
assessed by regulatory supervisors ranging from 1 (best) to 5 (worst). See Feldman
and Schmidt (1999) for a discussion of CAMELS scores, as well as Whalen (2005) for
an application of hazard models to predicting CAMELS downgrades.

5052 W. Liu et al. / Journal of Banking & Finance 37 (2013) 5048–5061



are of prime importance for this dimension. An example of a
variable in this area is net charge-offs on loans and leases
divided by total assets (Chrg_Assets).
� Management (M). This dimension relates to the ability of the

board and management to operate the bank in a safe, sound,
and efficient manner in all aspects. The three-year standard
deviation of the return on assets (SDROA) is a proxy for this area.
� Earnings (E). The focus of this dimension is upon the quantity,

quality, and trend of earnings. Ratios that provide information
about earnings include net income after taxes divided by total
assets (ROA) and dividends divided by total assets (Div_Assets).
� Liquidity (L). The financial institution’s funds management

practices should ensure that existing and future sources of
liquidity match its funding needs, and these sources should
not be excessively expensive or precarious in times of market-
wide financial stress. Examples of liquidity variables include
total securities divided by total assets (Sec_Assets) and total
deposits divided by total assets (Dep_Assets).
� Sensitivity to market risk (S). This dimension relates to the

degree to which changes in interest rates, foreign exchange
rates, or commodity or equity prices can cause a decline in a
financial institution’s earnings or capital. Two of the variables
used to measure market risk sensitivity are interest sensitive
assets divided by interest sensitive liabilities (IntSensA_L) and
the coefficient of variation of net interest income (CVIntInc).

We also aggregate selected variables into synthetic CAMELS
scores. We compute the CAMELS1 variable by summing decile

rankings of the following variables wherein ranks for each variable
are ordered from 1 (low) to 10 (high) in terms of financial condi-
tion: equity capital plus reserves/total assets, gross charge-offs
on loans/total assets, standard deviation of return on assets using
three years of quarterly data, net income after taxes/total assets,
cash plus federal funds sold plus Treasury bills plus municipal
bonds/total assets, and quarterly rate of change in the ratio of cash
plus federal funds sold plus fair value of securities/total assets.
Benchmark cutpoints for forming decile ranks for each financial ra-
tio are established using data from a stable banking period from
2002 to 2004, i.e., a decile rank of 1 (10) corresponds to low (high)
financial health. The same decile cutpoints are used in later sample
period years 2007 to 2010 to compute CAMELS1 scores. The CAM-
ELS2 variable is similarly computed, except that banks are placed
into groups (instead of decile ranks) based on their location in
the distribution of each variable. We selected cutpoints for each
variable to divide bank observations into eight groups that con-
form approximately to a normal distribution (e.g., cutpoints are
set at ±0.5, ±1, and ±2 standard deviations from the mean for the
capital adequacy and earnings measures). Banks are scored from
1 (low) to 8 (high) for each variable, and these scores are summed
to obtain the CAMELS2 score.

Bank financial health is measured in terms of recovery rates
estimated from our dynamic recovery model in the interim
between receiving TARP funds in late 2008 or early 2009 and
year-end 2010. Of 272 CPP banks with available Y-9C data, 72 fully
repaid and 200 banks had not repaid TARP funds by year-end 2010.
Banks repaying TARP funds in this time frame are classified as

Table 2
Univariate results of accounting and financial ratio measures of bank condition in the dynamic recovery model.

Variable name Intercept (std. error) t-Stat. Coefficient (std. error) t-Stat.

A1⁄ – Eq_Assets �4.81 (0.20) �24.05 10.13 (1.47) 6.89
A2 – Chrg_Cap �3.79 (0.13) �29.15 �1.12 (2.33) 0.48
A3⁄ – Tier1Lev �4.35 (0.24) �18.13 0.55 (0.20) 2.75
A4⁄ – Tier1Cap �4.41 (0.16) �27.56 0.48 (0.07) 6.86
A5⁄ – CapRatio �4.53 (0.17) �26.65 0.50 (0.06) 8.33
A6⁄ – EqGrowth �3.88 (0.12) �32.33 �0.36 (0.10) 3.60
A7 – Zscore �3.90 (0.20) �19.50 0.25 (0.70) 0.36
B1 – Chrg_Assets �3.74 (0.17) �22.00 �35.69 (54.99) 0.65
B2 – Chrg_Allow �3.82 (0.20) �19.10 0.06 (0.95) 0.06
B3 – Prov_Assets �3.60 (0.17) �21.18 �79.97 (48.23) �1.66
B4 – PD_RELoans �3.76 (0.22) �17.09 �2.03 (3.74) �0.54
B5 – PD_Loans �3.56 (0.24) �14.83 �6.45 (5.21) �1.24
B6⁄ – PDRE_Assets �3.28 (0.25) �13.12 �17.27 (7.74) �2.23
B7 – SMFtg_Assets �3.97 (0.27) �14.70 0.78 (1.36) 0.56
B8⁄ – MFMtg_Assets �3.47 (0.18) �19.28 �17.60 (7.6) 2.32
C1 – SDROA �3.81 (0.12) �31.75 0.24 (0.23) 1.04
D1⁄ – ROA �3.93 (0.13) �30.23 140.84 (49.36) 2.85
D2 – Margin �3.79 (0.16) �23.69 �12.95 (40.25) �0.32
D3⁄ – Div_Assets �3.85 (0.13) �29.62 92.80 (30.80) 3.01
E1⁄ – Sec_Assets �4.60 (0.31) �14.84 4.31 (1.47) 2.93
E2⁄ – Trade_Assets �3.88 (0.13) �29.85 7.77 (3.23) 2.41
E3⁄ – Cash1_Assets �4.34 (0.20) �21.70 5.35 (1.36) 3.93
E4⁄ – Cash2_Assets �4.93 (0.29) �17.00 4.61 (0.96) 4.80
E5 – HTM_Assets �3.82 (0.12) �31.83 466.04 (1856.19) 0.25
E6 – AFS_Assets �3.84 (0.13) �29.54 236.49 (230.23) 1.03
E7⁄ – Dep_Assets �0.00 (0.73) �0.00 �5.16 (1.01) �5.11
E8⁄ – NonDep_Assets �4.40 (0.22) �20.00 3.55 (1.03) 3.45
F1 – DebtPD_Sec �3.83 (0.13) �29.46 �4.82 (61.80) �0.08
F2⁄ – MortSec_Assets �4.36 (0.24) �18.17 5.02 (1.73) 2.90
F3 – Chg_Cash2 �3.81 (0.12) �31.75 �1.60 (1.09) �1.47
F4⁄ – IntSensA_L �4.72 (0.12) �39.33 0.42 (0.01) 4.20
F5⁄ – CVIntInc �4.16 (0.18) �23.11 0.03 (0.01) 3.00
F6⁄ – Complex �4.18 (0.16) �26.13 1.21 (0.23) 5.26
G1 – CAMELS1 �4.66 (0.52) �8.96 1.93 (1.15) 1.68
G2⁄ – CAMELS2 �5.72 (1.02) �5.61 4.73 (2.49) 1.90
H1⁄ – LogAssets �9.28 (0.90) �10.31 0.36 (0.06) 6.00

The recovery rate is defined as K(t) = exp(a + bVAR), where VAR is a single predictor variable. Variable names coincide with accounting and
financial ratio measures of bank condition shown in Table 1. The sample consists of 272 CPP banks, of which 72 repaid and 200 did not repay
TARP funds by year-end 2010. Quarterly data are utilized from December 2007 to December 2010. Standard errors are shown in parentheses.
Asterisks mark variables that are significant at the 5% level or higher, with the exception of G2 which is close to this level.
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recovered banks. As a first step, a univariate analysis of financial
variables is performed to identify covariates that significantly dis-
criminate between repaying (recovered) and nonrepaying (nonre-
covered) CPP banks.18 Variables that significantly (at the 5% level
or higher) affect recovery rates are marked with an asterisk in Table 2
(e.g., the positive and significant estimated b coefficient for variable
A1 indicates that a higher total equity capital/total assets ratio is
associated with increased recovery rates). A total of 21 out of 36
variables are significant univariate discriminators with respect to
repaying versus nonrepaying CPP banks.

The univariate results in Table 2 indicate that banks repaying
TARP funds improved across all CAMELS performance dimensions.
The most significant variables with larget-statistics exceeding 4.0

are total equity capital/total assets (Eq_assets), Tier 1 risk-based
capital ratio (Tier1Cap), total risk-based capital ratio (CapRatio),
cash plus liquid assets/total assets (Cash2_Assets), total deposits/to-
tal assets (Dep_Assets), interest sensitive assets/interest sensitive
liabilities (IntSensA_L), bank holding company complexity (Com-
plex), and total assets (LogAssets). Thus, larger, more complex banks
with higher capital levels, more cash, less deposit funding, and po-
sitive interest sensitivity tended to have faster recovery rates.
Additional covariates that are significant (at the 5% level) suggest
that recovery rates improved for banks with less credit risk (i.e,
PDRE_Assets measuring loans and leases past due plus nonaccruals
plus other real estate owned/total loans and leases), higher profits
(i.e., ROA or return on assets), faster rising profits (i.e., CVIntInc de-
fined as the coefficient of variation of net interest income over the
past three years), higher securities exposures (i.e., Sec_Assets or
total securities/total assets, Trade_Assets or trading assets/total

Table 3
Correlation coefficients of significant accounting and financial ratio measures of bank condition.

A1 A3 A4 A5 A6 B6 B8 D1 D3 E1 E2 E3 E4 E7 E8 F2 F4 F5 F6 G2

A3 0.77
A4 0.71 0.84
A5 0.69 0.80 0.98
A6 0.46 0.45 0.32 0.31
B6 0.21 0.29 0.44 0.48 �0.03
B8 0.08 0.14 0.17 0.18 �0.01 0.28
D1 0.08 0.03 �0.01 �0.03 0.12 �0.33 0.10
D3 0.11 0.03 �0.04 �0.05 0.05 �0.18 �0.09 0.09
E1 0.07 0.10 0.26 0.26 �0.06 0.14 0.00 �0.01 �0.06
E2 0.08 0.04 0.05 0.05 0.02 0.04 �0.09 �0.04 0.12 �0.03
E3 0.05 0.14 0.30 0.30 �0.01 0.27 0.00 �0.07 �0.11 0.06 �0.06
E4 0.07 0.15 0.39 0.40 �0.05 0.31 0.01 �0.07 �0.13 0.66 �0.04 0.62
E7 �0.104 �0.03 0.14 0.15 �0.22 0.37 0.14 �0.11 �0.20 0.10 �0.06 0.33 0.32
E8 �0.28 �0.29 �0.44 �0.45 0.02 �0.45 �0.17 0.08 0.13 �0.14 0.03 �0.36 �0.36 �0.86
F2 0.02 0.07 0.20 0.20 �0.03 0.17 0.00 �0.06 �0.09 0.64 �0.06 �0.04 0.44 0.09 �0.10
F4 0.10 0.11 0.12 0.11 0.03 0.00 0.04 0.07 �0.04 �0.06 0.05 0.10 0.06 �0.06 0.00 �0.07
F5 0.08 �0.01 0.04 0.04 0.07 0.09 0.04 0.07 �0.04 0.00 0.07 0.01 �0.01 0.02 �0.03 0.06 0.08
F6 �0.00 �0.03 �0.04 �0.07 �0.01 �0.10 �0.16 0.11 0.07 �0.18 �0.19 �0.05 �0.11 0.10 �0.10 �0.05 0.25 0.03
G2 0.18 0.18 0.17 0.15 0.16 �0.14 �0.15 0.30 0.04 0.05 �0.07 0.39 0.30 0.01 �0.06 �0.07 0.07 0.04 0.12
H1 0.19 0.21 0.30 0.32 0.22 0.34 0.06 �0.14 0.00 0.11 0.12 0.17 0.26 0.05 �0.14 0.15 0.01 0.14 �0.12 �0.03

Estimated correlation coefficients between significant univariate variables in the dynamic recovery model from December 2007 to December 2010 (see Table 2). Variable
names coincide with accounting and financial ratio measures of bank condition shown in Table 1.

Table 4
Results of accounting and financial ratio measures of bank condition in dynamic recovery model.

Variable names Full model t-Stat. Reduced model t-Stat. Reduced model excluding eight large banks t-Stat.

Constant �13.89 (3.08) �4.51 �10.12 (1.24) �8.16 �9.87 (�1.48) �6.67
A1⁄ – Eq_Assets 20.56 (7.72) 2.66 13.71 (6.24) 2.20 14.28 (6.38) 2.24
A6 – EqGrowth �13.59 (11.18) �1.22
B6⁄ – PDRE_Assets �3.60 (0.85) �4.24 �3.18 (0.69) �4.61 �3.77 (0.72) �5.24
B8 – MFMtg_Assets �3.77 (9.42) �0.40
D1⁄ – ROA 156.35 (45.74) 3.42 141.21 (37.66) 3.75 189.32 (60.41) 3.13
D3⁄ – Div_Assets 275.99 (114.41) 2.41 207.78 (102.87) 2.02 194.94 (100.54) 1.94
E1 – Sec_Assets 4.05 (3.41) 1.29
E2 – Trade_Assets 0.19 (6.79) 0.03
E3 – Cash1_Assets 3.51 (2.91) 1.21
E7 – Dep_Assets 3.96 (2.36) 1.68
F2 – MortSec_Assets 0.59 (3.35) 0.18
F4⁄ – IntSensA_L 0.18 (0.07) 2.57 0.12 (0.06) 2.00 0.12 (0.06) 2.00
F5⁄ – CVIntInc 0.03 (0.01) 3.00 0.03 (0.01) 3.00 0.02 (0.01) 2.00
F6 – Complex 0.19 (0.35) 0.54
G2 – CAMELS2 �2.55 (1.85) �1.38
H1⁄ – LogAssets 0.31 (0.12) 2.58 0.29 (0.07) 4.14 0.27 (0.09) 3.00

The recovery rate is defined as KðtÞ ¼ expðaþ
P

ibiVARiÞ, where VAR is multiple predictor variables. Variable names coincide with accounting and financial ratio measures of
bank condition shown in Table 1. The sample consists of 272 CPP banks, of which 72 repaid and 200 did not repay TARP funds by year-end 2010. Quarterly data are utilized
from December 2007 to December 2010. Standard errors are shown in parentheses. The full model includes all significant univariate variables (see Table 2). The reduced
model only includes predictors significant at the 5% level, which are marked with asterisks. For robustness purposes, another version of the reduced model is run excluding
eight large CPP banks forced by the US Treasury to accept TARP funds (viz., Bank of America, Bank of New York Mellon, Citigroup, Goldman Sachs, JP Morgan Chase, State
Street Corporation, Morgan Stanley, and Wells Fargo).

18 Some CPP banks made partial repayments prior to full repayment. We define
recovery as full repayment of TARP funds.
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assets, and MortSec_Assets or mortgage-backed securities plus as-
set-backed securities/total assets), and stronger overall financial
condition (i.e., CAMELS2 measuring the sum of the CAMELS distri-
bution rankings). We infer that these covariates played important
roles in explaining recovery rates of banks repaying TARP funds.

Table 3 shows the correlation matrix for these 21 variables. In
the second step, we dropped variables with correlation coefficients
higher than 0.65 with another variable and lower univariate signif-
icance in Table 2 than its counterpart. This step eliminated five
variables (viz., A3, A4, A5, E4, and E8) to yield 16 predictors (viz.,
A1, A6, B6, B8, D1, D3, E1, E2, E3, E7, F2, F4, F5, F6, G2, and H1).

In the third and last step, we estimate the dynamic recovery
model using the 16 chosen predictors. Table 4 shows the results
for the full model containing all predictors. Seven variables (B6,
B8, E1, E2, E3, F2, and F6) are insignificant at the 5% level. Two
other variables (E7 and G2) exhibit opposite signs from the univar-
iate results suggesting collinearity with other predictor variables.
After dropping these variables, we obtain the reduced model con-
taining the following seven predictors:

� A1 – Total equity capital/total assets.
� A6 – Loans and leases past due plus nonaccruals plus other real

estate/total assets.
� D1 – Net income after taxes/total assets.
� D3 – Dividends/total assets.
� F4 – Interest sensitive assets/interest sensitive liabilities.
� F5 – Coefficient of variation of net interest income (standard

deviation).
� H1 – Total assets (log).

As shown in Table 4, these variables are significant (at the 5%
level or higher) determinants of CPP bank recovery. For robustness
purposes, we re-ran the reduced model excluding eight large CPP
banks that were forced by the US Treasury to accept TARP funds
(viz., Bank of America, Bank of New York Mellon, Citigroup, Gold-
man Sachs, JP Morgan Chase, State Street Corporation, Morgan
Stanley, and Wells Fargo) with little change in results. In general,
the dynamic recovery model results suggest that recovering banks
over time exhibited stronger overall financial condition than non-
recovering banks, as evidenced by higher capital, loan quality, prof-
its, dividends, liquidity (i.e., more short-term, interest-sensitive

assets than liabilities), and asset size. These results tend to be con-
sistent with previously-cited studies by Cornett et al. (2013) and
Wilson and Wu (2012) that find capital and asset size differences
among repaying CPP banks. However, we also find that profitability
and associated dividend payments as well as balance sheet liquid-
ity19 help to explain bank recovery.

As an out-of-sample test of the reliability of the reduced model,
as discussed at the end of Section 2.1, we estimated the recovery
probabilities of CPP banks that had not repaid TARP funds by
year-end 2010 over a three-quarter horizon in 2011.20 These CPP
banks are ranked on their forecasted recovery probabilities and then
compared to actual repayments of CPP banks from January to Sep-
tember in 2011. Fig. 1 summarizes the power curve results. The
curve shows that, among the nonrepaying CPP banks in the top
20% of forecasted recovery probabilities, about 65% of these banks
repaid TARP funds within the forecast horizon. Over 90% of banks
repaying TARP funds in the next three quarters were ranked in the
top 40% of forecasted recovery probabilities. Also, following Duffie
et al. (2007, p. 665), we computed an accuracy ratio defined as twice
the area between the power curve and the dashed 45� line in Fig. 1. A
negative accuracy ratio indicates no out-of-sample predictive power.
We estimate this ratio to be 69%. Based on the power curve and
accuracy ratios, we infer that the reduced model does a good job
of identifying CPP banks that are likely to repay TARP funds in the
near future.

An anonymous referee noted that CPP banks repaying TARP
funds may well have been motivated in part by executive compen-
sation constraints imposed by US Treasury on February 4, 2009. At
that time, total annual CEO compensation was restricted to
$500,000. To test this conjecture, we collect executive compensa-
tion data from the Corporate Library. From each bank’s 2008 proxy
statements, we use the aggregate total dollar value of each form of
CEO compensation in the summary compensation table. CEO com-
pensation data was available for 124 of our 272 sample banks.21

We subsequently augmented the reduced model with a new variable
measuring CEO compensation restrictiveness, which is defined as
zero if compensation is below $500,000 and total compensation
minus $500,000 otherwise. For this variable, the estimated coeffi-
cient was positive (i.e. 0.05) and significant at the 1% level (i.e., t-sta-
tistic of 2.72). Hence, as the restrictiveness of the executive
compensation constraint increased, the probability of TARP repay-
ment or recovery increased. In this augmented reduced model, total
assets is insignificant, which is not surprising due to increasing exec-
utive compensation with bank size. Because other variables remain
significant in the reduced model, the results affirm that recovering
banks had stronger financial condition than other banks.

In view of differences in the financial condition of repaying and
nonrepaying CPP banks, we next evaluate whether investors were
able to identify recovering CPP banks. If so, recovering CPP banks
should have experienced higher stock prices than nonrecovering
CPP banks. To investigate this conjecture, we conduct a long-run
event study of CPP banks’ stock prices, in addition to cross-sec-
tional analyses of the relation between abnormal stock returns
and recovery rates of CPP banks over time.
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Fig. 1. Out-of-sample power curve for three-quarter recovery prediction from
January 2011 to September 2011 for CPP banks not repaying TARP funds by year-
end 2010. The power curve shows the relation between the fraction of late
recoveries among CPP banks (n = 132) (i.e., banks not repaying TARP funds by year-
end 2010 but recovering within three quarters in 2011) and their estimated
recovery probabilities at year-end 2010 using the reduced model in Table 4 (e.g., 0.1
coincides with banks ranked in the top 10% at year-end 2010).

19 Cornett et al. (2013) do find large banks repaying TARP funds sooner than other
banks had higher unused loan commitments/total loan commitments ratios, which
they interpret as indicating higher liquidity. However, if a bank had low total loan
commitments, this ratio would not be informative about its liquidity.

20 As cited in an earlier footnote, a number of small banks used funds from the Small
Business Lending Program to repay TARP obligations from July to September 2011.
However, these small banks were not in our sample CPP banks due to unavailability of
requisite accounting and financial data.

21 Only 10 of these 124 banks with CEO compensation data had executive
compensation below $500,000, which means that most banks were constrained by
the Treasury rule.
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3. Long-run event study

According to Hoshi and Kashyap (2010), the eventual success or
failure of the CPP program could not be determined at the time of
its initial implementation. The authors cite future economic
growth, exit from current government intervention programs,
and regulatory reform as the primary factors that would shape
the actual outcome. In this section we investigate the long-run im-
pact of capital infusions on the common stock values of participat-
ing banks. Among the 272 CPP banks with available financial data,
195 banks had publicly-traded stock, of which 63 banks repaid and
132 banks had not repaid TARP funds by year-end 2010. The time
period between receipt of TARP funds and later payment provides a
well-defined event period around which to organize our analy-
ses.22 If banks’ recovery was accelerated by capital infusions, we ex-
pect abnormal common stock wealth gains relative to similar
nonparticipating banks in this long-run event window. We also
investigate CPP banks’ stock prices before and after this TARP fund-
ing event period.

Due to the potential for misspecified test statistics in long-run
event studies, Lyon et al. (1999) evaluate alternative approaches
for testing long-run abnormal returns that attempt to control for
new listing, rebalancing, skewness, and cross-sectional depen-
dence biases, in addition to bad model problems of asset pricing
(see Barber and Lyon, 1997; Kothari and Warner, 1997; Fama,
1998). They find that well-specified test statistics in random
samples are generated by two methods: (1) reference portfolio
abnormal returns that control for firm characteristics using buy-
and-hold returns and (2) calendar-time portfolio abnormal returns
based on an asset pricing model. Due to advantages and disadvan-
tages of these methods, we follow their recommendation to
employ both methods in long-run event study tests.

3.1. Reference rortfolios

We construct nine reference portfolios from non-CPP bank
holding companies with available financial data and publicly-
traded stock. Portfolios are formed using 3 � 3 sorts with respect
to bank size and book-equity/market-equity (BE/ME). Due to vola-
tile common stock prices in the TARP funding period, size is prox-
ied by the book value of equity rather than market value. Reference
portfolios are formed as follows:

1. The book value of equity is gathered for each non-CPP bank on
the last day of the quarter from 2008 to 2010.

2. Non-CPP banks are ranked on the book value of equity on the
last day of quarter t to form three groups of small, medium,
and large banks, respectively.

3. Each size group is further partitioned into three subgroups on
the basis of their respective BE/ME ratios on the same day.

4. Daily returns of the size-BE/ME reference portfolios are com-
puted from the first day of quarter t + 1 to the last day of the
same quarter.

Using this procedure, the total number of reference portfolio
banks varies from 110 to 140 banks over time due to bank failures,
mergers, and new charters.

We compute long-run portfolio returns in two ways. The cumu-
lative rebalanced return of reference portfolio i from time T to s is
commonly defined as follows:

Rreb
i ðT; sÞ ¼

Ys
t¼T

1þ
PNit

k¼1Rkt

Nit

" #
� 1; ð9Þ

where Rkt is the return on security k on day t, and Nit denotes the
number of securities on day t for portfolio i. Lyon et al. (1999) argue
that this long-run return suffers from monthly rebalancing bias due
to maintaining equal weights as well as new listing bias. Conse-
quently, they propose the following buy-and-hold cumulative re-
turn for reference portfolio i from time T to s:

Rbh
i ðT; sÞ ¼

XNiT

k¼1

Qs
t¼Tð1þ RktÞ � 1

NiT
: ð10Þ

This return measures the passive equally-weighted investment
performance of all securities in the reference portfolio (i.e., no
monthly rebalancing or inclusion of newly-listed firms in the
investment period). Table 5 compares average quarterly returns
based on rebalanced versus buy-and-hold return equations from
January 2008 to December 2010. Similar to Lyon et al. (1999), we
find that rebalanced returns are upwardly biased relative to buy-
and-hold returns in 8 out of 9 size-BE/ME reference portfolios.

3.2. Event study tests and results

Reference portfolio tests are performed using the long-horizon
abnormal return for asset i defined as

ARiL ¼ RiL � EðRiLÞ; ð11Þ

where RiL is the L = s � T period return for asset i, E(RiL) is the L per-
iod expected return on the size-BE/ME reference portfolio for the ith
asset, and expected returns are estimated using both the rebalanced
or buy-and-hold returns. We also repeat this test using matched-
control non-CPP banks in the same size group with the closest BE/
ME ratio to each CPP bank.

Calendar-time portfolio methods have the advantage of mitigat-
ing cross-sectional dependence of sample returns, which is likely
an issue in the present case due to event-date clustering and indus-
try clustering (see Loughran and Ritter, 1995; Brav et al., 1995;
Brav and Gompers, 1997; Mitchell and Stafford, 2000). Following
Jaffee (1974) and Mandelker (1974), we utilize two calendar-time
portfolio approaches. One approach is to estimate an asset pricing
model using a portfolio of firms that had an event under study
within a chosen time span and test the null hypothesis that the
mean monthly excess return as proxied by the intercept term (ai)
is zero. Here we estimate the Fama–French (see Fama and French,
1992, 1993, 1995) three-factor model augmented with momentum
for CPP banks in the period October 1, 2008–December 31, 2010:

Rit � Rft ¼ ai þ biðRmt � RftÞ þ siSMBt þ hiHMLt þmiMOMt þ �it ;

ð12Þ

Table 5
Comparison of average quarterly CPP bank returns on size-BE/ME sorted reference
portfolios based on rebalanced versus buy-and-hold returns: sample period from
January 2008 to December 2010.

Rebalanced return (%) Buy-and-hold return (%) Difference (%)

S-L 1.24 (8.86) �1.61 (8.87) 2.85
S-2 4.25 (8.50) 3.61 (8.69) 0.64
S-H 1.24 (15.76) �7.19 (15.73) 8.43
M-L 0.79 (15.41) �0.49 (13.98) 1.28
M-2 �2.21 (13.62) �4.53 (14.41) 2.42
M-H �7.17 (16.42) �14.65 (14.92) 7.48
L-L 0.36 (10.70) 0.36 (11.28) 0
L-2 3.83 (18.20) 3.20 (17.87) 0.63
L-H �4.71 (23.88) �7.47 (25.18) 2.76

Nine reference portfolios for non-CPP banks are constructed by sorting into three
size groups (small, medium, and large) and three BE/ME groups (low, 2, and high).
The total non-CPP bank sample varies over time from 110 to 140 banks due to
failure, mergers, and new charters. Long-run returns are computed using both
rebalanced versus buy-and-hold formulas and shown in average quarterly terms.
Standard deviations are shown in parentheses.

22 The CPP program opened on October 14, 2008 and closed on November 19, 2009.
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where Rit is the daily return on the value-weighted portfolio of
banks, Rft is the daily Treasury bill return, Rmt is the daily return
on the value-weighted CRSP market index, SMBt is the daily va-
lue-weighted return on small stocks minus big stocks, HMLt is the
daily value-weighted return on high BE/ME stocks minus low BE/
ME stocks, MOMt is the daily return on high minus low return port-
folios in the past year, and �it is the error term. All predictors are
gathered from Kenneth French’s website. Results are generated for
all CPP banks (n = 195), CPP banks repaying TARP funds by year-
end 2010 (n = 63), and non-CPP banks (n = 195). We should note
that a major disadvantage of this approach is a poorly defined event
window, as we cannot investigate abnormal returns in different
event windows defined around the receipt and later repayment of
TARP funds as used in the reference portfolio approach. A second
approach is to compute Eq. (11) each month for an individual CPP
bank relative to its non-CPP reference portfolio, average these
cross-sectional abnormal returns for all CPP banks in each month,
and then obtain the grand mean of these monthly portfolio averages
over the sample period.

Table 6 reports the reference portfolio results. Focusing on the
receipt to repayment window, after rescaling abnormal returns in
terms of average quarterly abnormal returns due to differences
in event window lengths across repaying banks, panels A, B, and
C show that recovering CPP banks had rebalanced abnormal re-
turns of 3.52%, buy-and-hold abnormal returns of 4.71%, and
matched-control abnormal returns of 4.98%, respectively. The lat-
ter two results are significant at the 10% level or higher. In the
quarter before receipt of TARP funds, these three methods generate
abnormal returns equal to �3.84%, �5.22%, and 0.30%, respectively,
with significant negative buy-and-hold results. In the quarter after
receipt of TARP funds, abnormal returns were insignificantly differ-
ent from zero, i.e., �0.07%, �2.29%, and 0.06% for rebalanced, buy-
and-hold, and control bank returns, respectively. Lastly, in the
quarter after repayment of TARP funds, economically large and sta-
tistically significant wealth gains of 8.37%, 14.02%, and 9.74% oc-
curred, respectively. Using the buy-and-hold returns, we estimate

the total wealth gain for CPP banks in this post-repayment quarter
to be approximately $329 billion. These large wealth gains in the
post-repayment window indicate that investors perceived repay-
ment of TARP funds as good news about the expected future per-
formance of CPP banks. While the receipt of the capital infusion
could be viewed as a positive, there remained great uncertainty
as to the success of the inflows. The uncertainty was removed with
the repayment. Indeed, the fact that the regulatory authorities al-
lowed the repayment represented a certification of the financial
stability of the repaying banks, a fact that shows up in our event
study results.

As pointed out by an anonymous referee, it is possible that part
of the post-repayment wealth gain was attributable to banks get-
ting out of onerous compensation restrictions. Consequently, we
re-ran the event study tests in Table 6 using 33-out-of-63 sample
banks for which CEO executive compensation was available (see
Section 2.2). Only 2 of these 33 banks had CEO compensation be-
low the $500,000 Treasury restriction. We ran a cross-sectional
regression using buy-and-hold abnormal returns in the quarter
after repayment of TARP funds as the dependent variable and
CEO compensation divided by $500,000 as the independent vari-
able. The estimated coefficient of 0.24 is significant at the 10% level
(t-statistic of 1.89), which suggests that bank shareholders indeed
benefited from removing compensation restrictions via repayment.

Another observation from the results in Table 6 is that share-
holders were only partially able to discern recovering banks from
other CPP banks prior to repayment of TARP funds. Thus, our re-
sults suggest some degree of opaqueness in banking.23

Among CPP banks, a subset of nine large banks were forced by
the US Treasury to accept $125 of the total $205 billion in TARP
funds paid out.24 Dropping Wachovia due its merger with Wells Far-
go, Table 7 repeats the buy-and-hold reference portfolio results in
Table 6 excluding these eight banks. Again, the largest wealth gains
occurred in the quarter after repayment of TARP funds, with a signif-

Table 6
Long-run event study results based on reference portfolios for CPP banks repaying
TARP funds by year-end 2010.

Event window Abnormal return (%) t-Statistics

Panel A. Rebalanced returns
Receipt to repayment 3.52 1.51
One quarter before receipt �3.84 �1.51
One quarter after receipt �0.07 �0.17
One quarter after repayment 8.37 2.94

Panel B. Buy-and-hold returns
Receipt to repayment 4.71 1.96
One quarter before receipt �5.22 �2.13
One quarter after receipt �2.29 �0.55
One quarter after repayment 14.02 4.74

Panel C. Control bank returns
Receipt to repayment 4.98 1.66
One quarter before receipt 0.30 0.08
One quarter after receipt 0.06 0.01
One quarter after repayment 9.74 2.34

This table presents average quarterly long-run abnormal return estimates for CPP
banks repaying TARP funds by year-end 2010 (n = 63) in four different event win-
dows: (1) the period from receipt to repayment of TARP funds, (2) one quarter
before receiving TARP funds, (3) one quarter after receiving TARP funds, and (4) one
quarter after repayment of TARP funds. Estimated abnormal return results are
presented for reference portfolio and matched-control approaches. Nine reference
portfolios for non-CPP banks are constructed by sorting into three size groups and
three BE/ME groups (n ranges from 110 to 140 over time). For the reference port-
folio approach, CPP banks’ long-run abnormal returns are estimated using rebal-
anced versus buy-and-hold return formulas. Matched-control abnormal returns are
estimated by pairing each CPP bank with a non-CPP bank using the size group and
closest BE/ME ratio to each CPP bank. Results for the receipt to repayment event
window are in terms of average quarterly abnormal returns.

Table 7
Long-run event study results based on reference portfolios for CPP banks taking into
account large banks forced to accept TARP funds repaying TARP funds by year-end
2010.

Event window Abnormal return (%) t-Statistics

Panel A. CPP banks excluding eight large banks
Receipt to repayment 1.54 0.64
One quarter before receipt �2.25 �0.61
One quarter after receipt �2.47 �0.52
One quarter after repayment 7.75 2.16

Panel B. Eight large CPP banks
Receipt to repayment 2.53 0.60
One quarter before receipt 14.00 2.60
One quarter after receipt �1.17 �0.09
One quarter after repayment 27.88 2.36

This table repeats buy-and-hold abnormal return results in Table 6 for two sub-
samples. Panel A provides results for CPP banks repaying TARP funds by year-end 2010
excluding eight large banks (n = 55) forced by the US Treasury to accept TARP funds
(viz., Ban of America, Bank of New York Mellon, Citigroup, Goldman Sachs, JP Morgan
Chase, State Street Corporation, Morgan Stanley, and Wells Fargo). Panel B gives
results for these eight banks. Estimated buy-and-hold abnormal return results are
presented for reference portfolios based on sorting non-CPP banks into three size
groups and three BE/ME groups (n ranges from 110 to 140 over time). Results for the
receipt to repayment event window are in terms of average quarterly abnormal
returns.

23 Comparing the credit ratings of banks and nonfinancial firms, Morgan (2002)
concludes that banks are more opaque than other firms. By contrast, comparative
analyses of the stock price efficiency of banks and nonfinancial firms by Flannery et al.
(2004) finds little or no evidence to support bank opaqueness.

24 Bank of America ($15 billion), Bank of New York Mellon ($3 billion), Citigroup
($25 billion), Goldman Sachs ($10 billion), JP Morgan Chase ($25 billion), State Street
Corporation ($2 billion), Merrill Lynch ($10 billion), Morgan Stanley ($10 billion),
Wachovia ($5 billion), and Wells Fargo ($20 billion).

W. Liu et al. / Journal of Banking & Finance 37 (2013) 5048–5061 5057



icant average abnormal return of 7.75% for this sample of banks.
Other event windows generated wealth gains with similar signs as
in Table 6 but are insignificant. For the eight large banks, abnormal
returns in this post-repayment quarter averaged 27.88% resulting in
wealth gains of approximately $209 billion, well exceeding the origi-
nal TARP payout of $115 billion to these banks. Clearly, capital infu-
sions benefited beneficiary bank shareholders. Other banks had
wealth gains of approximately $120 billion, again well exceeding
TARP capital infusions.

Bayazitova and Shivdasani (2012) found that stress tests (viz.,
the Supervisory Capital Assessment Program or SCAP) announced
by federal banking supervisors on May 7th, 2009 aided the stabil-
ization of financial markets. These tests sought to determine if the
largest 19 US bank holding companies had sufficient capital to with-
stand an unexpected economic downturn. SCAP buffers were zero
for 9 of these 19 institutions, which means they had sufficient cap-
ital to cover estimated losses in an adverse scenario and pass Tier 1
capital ratios without any additional capital. Other banks with a po-
sitive capital buffer were required to develop a detailed capital plan
to correct the shortfall. SCAP results published in the financial press
generated considerable interest across the nation. As suggested by
an anonymous referee, we examined stock price movements
around the May 7th event date. Of the eight large banks in panel
B of Table 7, 4 banks passed the stress tests (i.e., Bank of New York
Mellon, Goldman Sachs, JP Morgan Chase, and State Street Corpora-
tion) and 4 failed (i.e., Bank of America, Citigroup, Morgan Stanley,
and Wells Fargo). Interestingly, during the period from receipt of
TARP funds on October 28th, 2008 to one day before the stress test
announcement, banks that passed the stress tests had significant (at
the 1% level) average abnormal returns of 22.97% compared to an
insignificant average loss of �1.44% among failing banks. This dif-
ference in stock performance suggests that investors could distin-
guish between the financial conditions of passing and failing
banks prior to the release of stress test results. Nevertheless, in a
front page article of the Wall Street Journal of May 7th, 2009, FDIC
Chairman Sheila Bair noted, ‘‘I think this will be a confidence-instill-
ing announcement.’’ (p. A2) Further analyses of two event windows
for the post-announcement week May 7th to May 13th and post-
announcement month May 7th to June 5th showed that average
abnormal returns for both banks that passed and failed stress tests
were positive but insignificant. We infer that, given that banks fail-
ing the tests did not experience negative wealth effects, the stress
tests helped assure investors that troubled banks could survive
even if economic conditions worsened.

Table 8 gives the calendar-time portfolio results for the sample
period October 1, 2008 to December 31, 2010.25 For CPP banks that
repaid TARP funds by year-end 2010 (n = 63), the estimated a using
daily returns in the sample period is positive but insignificant. By
contrast, the estimated as for all CPP banks (n = 195) as well as
non-CPP banks (n = 140) are negative, with the latter exhibiting sig-
nificance at the 10% level. We infer from this evidence that CPP
banks did not experience the wealth losses of non-CPP banks in this
sample period. In panel B, mean monthly calendar-time abnormal
returns for CPP banks repaying TARP funds and all CPP banks are po-
sitive at 0.06% and 0.01% per day, respectively, albeit insignificantly
different from zero; nonetheless, these positive abnormal returns are
consistent with wealth gains documented above using the reference
portfolio approach for CPP banks repaying TARP funds.

Lastly, we test for abnormal returns among CPP banks that had
not repaid TARP funds by year-end 2010. As shown in Table 9, sim-
ilar to the CPP banks that repaid their obligations, negative and sig-
nificant abnormal returns occurred in the quarter before receiving

capital infusions. Similar to repaying CPP banks, these banks had
negative abnormal returns in the quarter after receiving capital
infusions; however, a significant abnormal return of �6.27% for
nonrepaying CPP banks occurred which is much larger than the
insignificant �2.29% for repaying CPP banks. One year after receiv-
ing TARP funds, nonrepaying CPP banks continued to have negative
average quarterly abnormal returns of �3.69% that are highly sig-
nificant. We infer from these findings that investors were able to
some extent to identify nonrecovering CPP banks.

Comparing our results to those of Ng et al. (2010), who estimate
buy-and-hold abnormal returns of CPP banks relative to an un-
matched portfolio of non-CPP banks, we also find increasing
wealth gains over time after capital infusions. However, by parsing
CPP banks into those that repaid versus those that had not repaid,
we are able to clearly show that the repayment of TARP funds by
CPP banks was the main factor contributing to large post-TARP
funding wealth gains. CPP banks that had not repaid funds by
year-end 2010 did not experience wealth gains.

4. Cross-sectional analyses

Linking our dynamic-recovery/event-study results, we ran a
cross-sectional regression of buy-and-hold abnormal returns for
CPP banks on their estimated average quarterly recovery intensi-
ties. Recovery intensities are measured by the term k (see Sec-
tion 2.1) using the reduced model variables in Table 4 and,

Table 8
Long-run event study results based on calendar-time portfolio methods for CPP banks
repaying TARP funds by year-end 2010.

â (%) t-Statistics

Panel A. Factor model approach
Repaid CPP banks 0.01 0.22
CPP banks �0.04 �1.05
Non-CPP banks �0.07 �1.71

MMAR (%) t-Statistics

Panel B. Mean monthly calendar-time abnormal returns
Repaid CPP banks 0.06 1.51
CPP banks 0.01 1.06

Using the factor model approach, panel A shows estimates of intercept terms (a) for
the Fama–French three-factor model augmented with momentum. Equal-weighted
daily returns for CPP banks repaying TARP funds by the year-end 2010 (n = 63), all
CPP banks (n = 195), and non-CPP banks (n = 140) are used in the period October 1,
2008 to December 31, 2010. Panel B gives results for the mean monthly calendar-
time abnormal return approach. On a given calendar day, we calculate the abnormal
return (ARit) for each CPP bank using the returns on the nine size-BE/ME non-CPP
banks’ reference portfolios (Rpt), or ARit = Rit � Rpt, and then compute the mean
abnormal return (MARt) across all the CPP banks, or MARt ¼

PN
i¼1ARit=N. A grand

mean daily abnormal return is calculated as MMAR ¼ 1
T

PT
t¼1MARt for the period

October 1, 2008 to December 31, 2010.

Table 9
Long-run event study results based on reference portfolios and buy-and-hold returns
for CPP banks not repaying TARP funds by year-end 2010.

Event window Abnormal return (%) t-Statistics

One quarter before receipt �4.03 �2.30
One quarter after receipt �6.27 �2.88
One year after receipt �3.69 �3.38

This table presents long-run abnormal return estimates for CPP banks that had not
repaid TARP funds by year-end 2010 (n = 132) in three different event windows: (1)
one quarter before receiving TARP funds, (2) one quarter after receipt of TARP funds,
and (3) one year after receipt of TARP funds. Estimated abnormal return results are
presented for the reference portfolio approach using buy-and-hold returns. Nine
reference portfolios for non-CPP banks are constructed by sorting into three size
groups and three BE/ME groups (n ranges from 110 to 140 over time). Results for
the one year after receipt event window are in terms of average quarterly abnormal
returns.

25 As a caveat, Lyon et al. (1999) point out that this test is prone to bad model
problems when samples are gathered from a single industry. See also Fama (1998) for
discussion of bad model problems in long-run event studies.
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therefore, capture multiple dimensions of financial recovery. Three
different samples of CPP banks are used: (1) all CPP banks, (2) CPP
banks repaying TARP funds by year-end 2010, and (3) CPP banks
not repaying TARP funds by year-end 2010. For CPP banks repaying
(not repaying) TARP funds, we use the interim from receipt of
funds to their repayment (one year after receiving funds) to com-
pute average quarterly long-run abnormal returns and average
quarterly recovery intensities.

The results in panel A of Table 10 for the full sample reveal a
highly significant (at the 1% level) estimated coefficient of 1.20
(with t-statistic of 3.37) between long-run wealth gains of CPP
banks and their recovery intensities over time. Dropping the eight
largest banks from the sample in panel B has little of no effect on
the results. Thus, stock gains among CPP banks after receiving
TARP funds were closely related to banks’ probabilities of recovery
as captured by multiple financial dimensions in our dynamic
recovery model. Breaking out the full sample into CPP banks repay-
ing and not repaying TARP funds, it is worth noting that this rela-
tion is strongest in the case of CPP banks not repaying TARP funds
by year-end 2010. For nonrepaying banks the estimated coefficient
is 7.97 (t-statistic of 5.11) compared to 0.51 (t-statistic of 1.75) for
repaying banks. We interpret these results to be related to the
large stock price increases among repayment banks in the quarter
after returning TARP funds. More specifically, investors are forming
expectations about nonrepaying banks’ potential recovery based
on their financial condition. By implication, our dynamic recovery
model could be used by investors to help select stocks of banks
most likely to repay TARP funds in the near future.

5. Conclusion

In an effort to assess whether capital infusions helped stabilize
US banks and enhance their recovery, this paper investigated the
long-run recovery experience of US commercial banks that re-
ceived capital infusions from TARP funds distributed to distressed
banks under the Capital Purchase Program (CPP). To do this, we
performed financial condition and stock price analyses of CPP
banks later repaying TARP funds by year-end 2010 relative to other
CPP banks that had not repaid TARP funds.

Financial condition in the sample period from December 2007
to December 2010 was measured by means of a dynamic recovery
model that estimates the probabilities of CPP banks repaying TARP

funds relative to other CPP banks. Our results showed that recover-
ing CPP banks tended to have higher capital, loan quality, profits,
dividends, liquidity, size, and therefore overall financial condition
than other CPP banks. Further out-of-sample tests in 2011 based
on forecasted probabilities of bank recovery derived in the present
paper supported the reliability of our dynamic recovery model.
These new forecasted probabilities of expected future recovery
contribute to the dynamic modeling literature by enabling bank
regulators, academic researchers, and others to more readily utilize
dynamic hazard (and recovery) models as early warning systems
(EWSs). Further analyses confirmed earlier work by Bayazitova
and Shivdasani (2012), who found that executive compensation
restrictions prompted banks to repay TARP funds. As CEO compen-
sation restrictions increased, the probability of repayment was
higher, holding financial condition constant.

Common stock performance was investigated by means of a
long-run event study of CPP banks using a variety of test methods.
For recovering CPP banks, reference portfolio results revealed sig-
nificant buy-and-hold abnormal returns of about 4.7% in the inter-
im between receiving and repaying TARP funds, as well as
economically larger and significant buy-and-hold wealth gains of
14.02% equivalent to approximately $329 billion in the quarter
after repayment of TARP funds. This evidence lends some support
for the notion that banks are opaque, as investors could only par-
tially identify recovering banks before TARP repayments. Addition-
ally, cross-sectional analyses showed that abnormal returns were
significantly related to both removing onerous compensation
restrictions and recovering financial condition. Consistent with
Bayazitova and Shivdasani (2012), who found that banks experi-
enced negative abnormal returns after passage of rules to restrict
CEO compensation of TARP recipients, our cross-sectional tests
indicated that abnormal returns after repayment of TARP funds
were significantly related to executive compensation. Reflecting
investor assessments of expected financial recovery, there was also
a significant relationship between estimated long-run abnormal
returns and average recovery intensities of CPP banks, especially
among those that had not yet repaid TARP funds by year-end
2010. The latter finding suggests that, due to sizeable wealth gains
after repayment of TARP funds, investors are attempting to use
financial information to identify recovering banks. Hence, an unex-
pected result of the capital infusions is that market discipline
among troubled banks appears to have been improved.

Empirical analysis of both financial statement data on the CPP
banks and equity market responses to important events in the pro-
gram suggest that TARP played an important role in fostering the
recovery of these banks. Despite negative public perceptions at
the time of its implementation as being harmful to ‘‘main street’’
America, our evidence suggests that the TARP program was suc-
cessful for the banks in our sample. These results have potentially
important policy implications for other financial systems and other
time periods, especially for though not limited to troubled Euro-
pean banks that have been exposed to sovereign debt losses and
that could benefit from similar capital infusions.

Appendix A. Derivation of approximations for recovery and
nonrecovery probabilities

In this appendix, we derive an approximation for evaluating the
following nonrecovery probability:
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Table 10
Cross-sectional regression event study results using buy-and-hold returns and
average recovery intensity for CPP banks.

Constant ðâÞ Coefficient ðb̂Þ Adj. R2

Panel A. Full sample
All CPP banks �0.05 (�2.73) 1.20 (3.37) 0.06
CPP banks repaying 0.02 (0.63) 0.51 (1.75) 0.09
CPP banks not repaying �0.12 (�5.23) 7.97 (5.11) 0.16

Panel B. Excluding eight large banks
All CPP banks �0.07 (�3.36) 2.45 (3.57) 0.07
CPP banks repaying 0.02 (0.54) 0.54 (0.90) 0.03
CPP banks not repaying �0.13 (�4.99) 7.69 (4.77) 0.15

This table presents cross-sectional regression results for the following OLS regres-
sion model: ARi ¼ aþ b�ki , where ARi is the average quarterly abnormal return for
the ith bank, and �ki is the average quarterly recovery intensity defined in Section 2.1
using the reduced model variables in Table 4 (with t statistics in parentheses). We
consider three different samples of CPP banks: (1) all CPP banks (n = 195), (2) CPP
banks repaying TARP funds by year-end 2010 (n = 63), and (3) CPP banks not
repaying TARP funds by year-end 2010 (n = 132). In the case of CPP banks repaying
(not repaying) TARP funds, we use the interim from receipt of funds to their
repayment (one year after receiving funds) to estimate long-run abnormal returns
and average recovery intensities. Panel A includes all CPP banks. Panel B excludes
eight large banks forced to accept TARP funds by the US Treasury (viz., Bank of
America, Bank of New York Mellon, Citigroup, Goldman Sachs, JP Morgan Chase,
State Street Corporation, Morgan Stanley, and Wells Fargo).
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To simplify the derivation, we begin by considering the one-
period case, i.e., letting s = T + 1, but later generalize to the multi-
period case. In this case, upon applying a Taylor expansion to the
recovery rate function e�k(s), we obtain

pðXðTÞ; sÞ �
Z

e�kðsÞf ðXðsÞjXðTÞÞdXðsÞ

¼
Z X1

N¼0

1
N!
ð�kðsÞÞN

" #
f ðXðsÞjXðTÞÞdXðsÞ: ð14Þ

A simple univariate model (to be extended to multiple variables
shortly) can be specified as:

kðsÞ ¼ exp½aþ bXðsÞ�: ð15Þ

Consequently, we can write
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with X(t) following a mean reversion model, or

XðsÞ � XðTÞ ¼ jðh� XðTÞÞ þ CeðsÞ; ð17Þ

such that
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2p
p

C
exp � ½XðsÞ � jh� ð1� jÞXðTÞ�2

2C2

( )
: ð18Þ

Integrating this function, for any given order N we get:

ð�1ÞNffiffiffiffiffiffiffi
2p
p

CN!

Z
exp½NaþNbXðsÞ�exp �½XðsÞ�jh�ð1�jÞXðTÞ�2

2C2

( )
dXðsÞ

¼ ð�1ÞNffiffiffiffiffiffiffi
2p
p

CN!

Z
exp �½XðsÞ�jh�C2Nb�ð1�jÞXðTÞ�2

2C2

( )

�exp NaþC2N2b2

2
þNbðjhþð1�jÞXðTÞÞ

" #
dXðsÞ

¼ ð�1ÞN

N!
exp NaþC2N2b2

2
þNbðjhþð1�jÞXðTÞÞ

" #
: ð19Þ

Finally, we obtain:

pðXðTÞ; sÞ � 1þ
X1
N¼1

ð�1ÞN

N!
exp Naþ C2N2b2

2
þ Nbðjhþ ð1� jÞXðTÞÞ

" #

¼ 1þ
X1
N¼1

ð�1ÞN

N!
exp

C2N2b2

2
þ Nbðjhþ ð1� jÞXðTÞÞ þ Na

" #
; ð20Þ

which converges when N is large. Extending the model to multiple
periods, i.e., n > 1, we have:

XðTþ1Þ�ð1�jÞXðTÞ¼jhþCeðTþ1Þ
1

1�j
XðTþ2Þ�XðTþ1Þ ¼ jh

1�j
þ C

1�j
eðTþ2Þ

..

.

1

ð1�jÞn�1 XðTþnÞ� 1

ð1�jÞn�2 XðTþn�1Þ¼ jh

ð1�jÞn�1þ
C

ð1�jÞn�1 eðTþnÞ: ð21Þ

By summing these equations, we get

1

ð1� jÞn�1 XðT þ nÞ � ð1� jÞXðTÞ

¼ jh
Xn

t¼1

1

ð1� jÞt�1 þ C
Xn

t¼1

eðT þ tÞ
ð1� jÞt�1 : ð22Þ

Since e(T + n)s are independent standard normal distributed, we
can simplify the last term on the right-hand-side of Eq. (11) as

C
Xn

t¼1

eðT þ tÞ
ð1� jÞt�1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð1� jÞ2n � 1

1=ð1� jÞ2 � 1

s
CeðT þ nÞ; ð23Þ

so that

XðT þ nÞ � XðTÞ ¼ ½1� ð1� jÞn�ðh� XðTÞÞ

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð1� jÞ2 � ð1� jÞ2n�2

1=ð1� jÞ2 � 1

s
CeðT þ nÞ: ð24Þ

In this multi-period case, the nonrecovery probability can be
derived by replacing j, h, and C in Eq. (20) by

j! ½1� ð1� jÞn�
h! h

C !

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð1� jÞ2 � ð1� jÞ2n�2

1=ð1� jÞ2 � 1

s
C: ð25Þ

Finally, Eq. (20) can be easily generalized to multiple variables.
By assuming there exist J interpretive variables, we have

pðXðTÞ;sÞ�1þ
X1
N¼1

ð�1ÞN

N!

� exp
N2PJ

i¼1C2
i b

2
i

2
þN

XJ

i¼1

biðjihiþð1�jiÞXiðTÞÞþNa

" #
:

ð26Þ

Hence, for the recovery probability defined as

qðXðTÞ; sÞ ¼ E
Z s

T
e�
R z

T
kðuÞdukðzÞdzjXðTÞ

� �
; ð27Þ

in the case of a singly-stochastic exit-counting process, we obtain

qðXðTÞ; sÞ ¼ 1� pðXðTÞ; sÞ �
X1
N¼1

ð�1ÞNþ1

N!
exp

N2PJ
i¼1C2

i b
2
i

2
þ N

XJ

i¼1

biðjihi

"

þð1� jiÞXiðTÞÞ þ Na�: ð28Þ

We observe that, as N becomes large, the two expansion series
in Eqs. (20) and (28) become very volatile. Since there is numeri-
cally no way to choose the correct order number N of the expan-
sions, this approach is untenable.26

In practice, we know the average value of recovery intensity
k(t) = exp(a + bX(t)) is quite small27 and that all the variables are
normally distributed around their mean values. As such, there exists
a cutoff Nc for the order number N. Thus, our final approximations for
the nonrecovery and recovery probabilities, respectively, are as
follows:

pðXðTÞ;sÞ�1þ
XNc

N¼1

ð�1ÞN

N!
exp

N2PJ
i¼1C2

i b
2
i

2
þN

XJ

i¼1

biðjihiþð1�jiÞXiðTÞÞþNa

" #
;

qðXðTÞ;sÞ�
XNc

N¼1

ð�1ÞNþ1

N!
exp

N2PJ
i¼1C2

i b2
i

2
þN

XJ

i¼1

biðjihiþð1�jiÞXiðTÞÞþNa

" #
: ð29Þ

with the cutoff Nc being the first order number N which satisfies

AðN þ 1Þ > AðNÞ; ð30Þ

26 This problem arises from the normality assumption for interpretative variables in
the recovery function. Under normality, recovery intensity function k(t) = ex-
p(a + bX(t)) has some small probability to become very large, which leads to a trivial
recovery rate exp(�k(t)). When applying a Taylor expansion on such a recovery rate
function, to produce a reliable result, we need to choose the order number N beyond
the magnitude of recovery intensity k(t) = exp(a + bX(t)), which is impossible to
numerically determine.

27 In our sample, only 72 of 272 banks recovered within two years, which
corresponds to an average recovery intensity �k of about 0.038.
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where

AðNÞ ¼ 1
N!

exp
N2PJ

i¼1C2
i b

2
i

2
þ N

XJ

i¼1

biðjihi þ ð1� jiÞXiðTÞÞ þ Na

" #
:

ð31Þ
The above process of determining the order number Nc has an

intuitive explanation; that is, the above probabilities are mostly
determined by the deterministic component N

PJ
i¼1biðjihiþ

ð1� jiÞXiðTÞÞ þ Na, whereas the noise component
N2
PJ

i¼1
C2

i b2
i

2 only
contributes a small correction. When the latter noise component
becomes important, the expansion series should be truncated.
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