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Abstract

Resonances and Fundamental Bounds in Wave Scattering

Hanwen Zhang

2022

This thesis presents three results in wave scattering, centered around scattering matrices

and fundamental limits in scattering responses.

First, we develop a new resonance-based construction of scattering matrices in open

electromagnetic systems. We use quasinormal modes to develop an exact, ab initio gen-

eralized coupled-mode theory from Maxwell’s equations. This quasinormal coupled-mode

theory, which we denote “QCMT”, enables a direct, mode-based construction of scattering

matrices without resorting to external solvers or data. We consider canonical scattering

bodies, for which we show that a conventional coupled-mode theory model will necessarily

be highly inaccurate, whereas QCMT exhibits near-perfect accuracy.

Second, for arbitrary scattering matrices, we obtain power-concentration bounds for

wave scattering by generalizing classical brightness theorem to wave scattering. We show

that power per scattering channel generalizes brightness, and the rank of an appropriate

density matrix generalizes étendue to states with arbitrary coherence. The bounds apply to

nonreciprocal systems that are of increasing interest, and we demonstrate their applicability

to maximal control in nanophotonics for metasurfaces and waveguide junctions. Through

inverse design, we discover metasurface elements operating near the theoretical limits.

Finally, adapting recently developed techniques for electromagnetic-response bounds to

quantum dynamics, we develop a general framework for identifying fundamental bounds

in quantum control. We show that an integral-equation-based formulation of conservation

laws in quantum dynamics leads to fundamental limits for quantum control scenarios. We

demonstrate the utility of our bounds in three prototype systems– three-level driving, de-

coherence suppression, and maximum-fidelity gate implementations – and show that our

bounds are tight or nearly so in each case. Global bounds complement local-optimization-

based designs, illuminating performance levels that may be possible and those that cannot

be surpassed.
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Chapter 1

Introduction

Nature has developed various nanoscale structures that possess unique optical properties.

Lord Rayleigh in 1917 [9] pointed out that nanoscale structures create special reflection

profiles via optical interference and cause iridescent colors of many birds, butterflies, and

beetles. However, it is only until recently that engineering of artificial nanophotonic struc-

tures became possible due to the advancement of nanoscale fabrication techniques. That

opens the door for nanophotonics, where light is manipulated by designing optical struc-

tures on a scale comparable to the wavelength. As a prominent example, by designing

the spatial periodicity of the dielectric constant, photonic crystals can inhibit the propa-

gation of certain light frequencies. It provides a way to guide light through sharp bends

seems impossible in waveguides. In plasmonics, the interaction between light and metallic

nanostructures can sustain the oscillation of free electron gas in metals. This creates highly

localized resonances much smaller than the wavelength, and significant field enhancement

in the near field that has been utilized for amplifying near field heat transfer [10, 11, 12],

spontaneous emission [13, 14, 15], and Raman scattering [16, 17, 18]. More recently, many

efforts have been made to create multifunctional metasurfaces by patterning a piece of ma-

terial subwavelength in thickness. Metasurfaces [19, 20, 21] hold the promise to significantly

reduce the size of traditional optical elements such as gratings and lenses.

A critical distinction between nanophotonics and ray optics is that the interference

between waves is fully harnessed to create scattering responses much larger than those in

geometric optics . Resonances formed by wave interference play a significant role in creating

1



large scattering responses. In nanophotonics, coupled-mode theory (CMT) exploits this

fact and decomposes the scattering process into power-carrying channels interacting with

resonances. However, CMT is perturbative in nature and can only be applied to cases

of well-separated resonances with high quality factors. It has been a successful theory

in explaining mode couplings in photonic crystals. However, with the growing interests in

plasmonics and metasurfaces where resonances are often of low quality factors, CMT breaks

down, and alternative theories for such modal analysis are needed.

Another challenge in nanophotonics is how to design optimal structures to achieve the

desired scattering responses. Computational inverse design [5, 22, 23, 24] has become a pop-

ular strategy for finding local optimal designs through the rapid computation of gradients

of design variables. It often produces highly complex designs with superior performance

compared with intuition-based design methods. However, this local optimization approach

does not provide physical insights on why certain designs are better, and this local method

is often trapped by numerous low-quality local optima. An emerging need is a framework

that identifies fundamental limits to what is possible for these design problems.

1.1 Overview of this thesis

This thesis aims to address important problems related to the modal analysis of wave

scattering and fundamental bounds in nanophotonics design. In addition, we also apply a

bound framework developed in nanophotonics to quantum control problems, obtaining the

limit on which quantum states can be controlled. In Chapter 2, we provide an overview

of the scattering framework of Maxwell equations, introducing important concepts such

as definitions of passivity, reciprocity, scattering channels, and scattering matrices. The

remainder of this thesis is divided into three parts, each addressing a separate question

related to wave scattering. Chapters 3, 5, and 7 serve respectively as the background

information for Chapters 4, 6, and 8, which contain original contributions of this thesis that

can be found in Ref. [25, 26, 27].

For the first part, we use quasinormal modes to develop an exact coupled-mode theory

for analyzing scattering responses, decomposing scattering responses into contributions from
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each resonance. In Chapter 3, we introduce the coupled-mode point of view of scattering.

In the weak-coupling limit, the coupled-mode theory (CMT) naturally emerges, and we

summarize its essential ingredients. In the strong-coupling limit, CMT breaks down, and

we review a conceptually related approach originated from nuclear physics that formally

include resonant information. We then introduce quasinormal modes, how they are related

to resonances, and how they can incorporate strong coupling in scattering processes.

In Chapter 4, we start the construction of an exact coupled-mode theory from quasinor-

mal modes. We use the quasinormal mode information inside the scatterers only, making

it possible to expand the scattering matrix in terms of each resonance. We derive exact

equations analogous to conventional CMT ones that describe the interaction between scat-

tering channels and resonances. We show that the breakdown of conventional CMT is

primarily due to the presence of low quality factor modes. These modes contribute to a

smooth varying nonresonant background that is absent in conventional CMT. We show that

conventional CMT is recovered in the weak coupling and high-quality-factor limit from our

exact theory. In addition, we demonstrate the equivalence of a few different quasinormal

mode formulae by pole expansions of Green’s functions.

For the second part, we generalize the brightness theorem of ray optics to nanophotonics.

In Chapter 5, we introduce the classical étendue and brightness theorem in ray optics

with a simple derivation from Hamilton mechanics. We take a phase-space approach to

illustrate these two concepts: the étendue is the phase space volume of a ray bundle, and

the brightness is related to the intensity of rays. We demonstrate how these concepts lead to

concentration bounds in non-imaging optics and how they reveal difficulties when designing

imaging systems.

In Chapter 6, we generalize the brightness and étendue concepts into wave scattering

and prove that concentrating incoherent power is an impossible task. First, we introduce the

density matrix framework to incorporate coherence information between scattering chan-

nels. We generalize the brightness to be the power each scattering channel carries and the

wave étendue to be the rank of the relevant density matrix. We prove the brightness the-

orem for wave scattering: it is impossible to concentrate incoherent power. The argument

only involves the passivity of the system, so this result can be applied to lossy, nonreciprocal
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systems. We derive analogous channel concentration bounds as in ray optics and inverse

designed grating structures that approach these bounds. As a ramification of the concentra-

tion bound, we demonstrate the concept of wave étendue governs the robustness of power

transports. Combining coherent power from multiple channels is inherently unstable and

susceptible to incoherence noise.

For the third part, we apply a local-conservation-law-based framework developed in

nanophotonics for identifying fundamental bounds to quantum control problems. In Chap-

ter 7, we introduce the optimization frameworks in nanophotonics as finding optimal scat-

terer distributions in space. Then we summarize inverse design as a local optimization

approach to nanophotonics design. We also provide the derivation of a framework for iden-

tifying global bounds originally developed in nanophotonics. Since quantum control can

be seen as designing scattering responses in time, we naturally translate this framework

and related concepts from nanophotonics to quantum control in Chapter 8. Although this

nanophotonic framework is not the contribution of this thesis, we include it here because

many concepts are more naturally discussed in the nanophotonics setting.

In Chapter 8, we repeat the derivation of the bound framework in the quantum control

setting, turning the pulse design problem into a quadratically constraint quadratic program.

We then relax it into a convex problem, which can be solved efficiently for global bounds

to original design problems. We apply this framework to find minimum transition time,

maximum decoherence suppression, and maximum gate fidelity. Compared with designed

driving pulses, we find the bounds identified are almost tight and thus significantly improve

results on quantum speed limits from previous works. Our framework possesses the unique

advantage that constraints of practical importance, such as leakage prevention, can be easily

incorporated.
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Chapter 2

Preliminaries

In this chapter, we introduce basic equations and notions that will be useful in this thesis.

Since most of this work is related to the scattering of electromagnetic waves, we first in-

troduce Maxwell’s equation and essential elements of scattering theory. Then we introduce

scattering channels as the basis for far-field radiations that carry power away from scat-

terers. This enables us to represent scattering problems by scattering matrices. Scattering

matrices represent both a conceptual and notational simplification when analyzing scatter-

ing problems and will be of central importance from Chapter 3 to Chapter 6. It is also

implicitly related to Chapter 8, where many concepts in electromagnetic scattering are the

same as those in driven quantum systems, and the propagator of a quantum system plays

the same role in time as scattering matrices do in space.

2.1 Maxwell equations

We start by introducing time-harmonic Maxwell equations at frequency ω in SI convention

with dimensionless units (ε0 = µ0 = c = 1):

∇ ·D(r, ω) = ρe(r, ω) , ∇×E(r, ω) = iωB(r, ω)− Jm(r, ω) ,

∇ ·B(r, ω) = ρm(r, ω) , ∇×H(r, ω) = −iωD(r, ω) + Je(r, ω) . (2.1)
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In the above equations, E,D and H,B are respectively the electric and magnetic fields,

ρe, ρm and Je,Jm are respectively the electric and magnetic charge densities, electric and

magnetic current densities The magnetic charge and current are included here for mathe-

matical convenience. When we include continuity equations for both electric and magnetic

charges and currents ∇ · Je/m = iωρe/m, the two divergence equations on the left side of

Eq. (2.1) are automatically satisfied by the two curl equations on the right side.

The constitutive relation between D,B and E,H works as a phenomenological theory

to incorporate the macroscopic interaction between materials and electromagnetic waves.

Throughout this work, we are interested light-matter interaction in the linear and time-

invariant regime, so the most general constitutive relations are given by

D(r, ω) = ε(r, ω)E(r, ω) + ζ(r, ω)H(r, ω) ,

B(r, ω) = η(r, ω)E(r, ω) + µ(r, ω)H(r, ω) , (2.2)

where ε, µ, ζ, η are all 3 by 3 matrix variables that specify the nature of materials interacting

with electromagnetic fields E,H .

Combining the two curl equation in Eq. (2.1) and the constitutive relation in Eq. (2.2),

we can write the equation between E,H and material quantities in compact six-vector

notation:  −∇×

−∇×


︸ ︷︷ ︸

=Θ

E
H


︸ ︷︷ ︸

=ψ

−iω

 ε ζ

−η −µ


︸ ︷︷ ︸

=B

E
H

 = −

 Je

−Jm


︸ ︷︷ ︸

=ξ

. (2.3)

The seemingly strange sign convention in Eq. (2.3) is to ensure that the operator Θ− iωB

is complex symmetric when BT = B. The reason for such convention will be clear when we

clarify a few important cases of B . In the following, we may often hide the position r and

frequency ω dependence whenever there is no confusion.
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2.2 Important classes of material B

2.2.1 Passivity

We call a system passive if it cannot generate energy by itself, so the output power will

never be greater than the input one. By a simple calculation with the Poynting flux and

the fact the energy within a closed surface cannot increase, we obtain the relation

Im

ε(ω) ζ(ω)

η(ω) µ(ω)

 ≥ 0 , for real ω. (2.4)

Note that Im of a matrix A is given by 1
2i(A − A

†) and † is the Hermitian conjugation,

and A ≥ 0 with matrix variables means the matrix is positive semidefinite. In particular,

when ω is real, the material is lossless if the equality holds, which means

ε(ω) ζ(ω)

η(ω) µ(ω)

 is

Hermitian.

2.2.2 Reciprocity

We call a system reciprocal if there is symmetry between the detection of fields and the

source that generates them . This is true when B is complex symmetric:

B =

 ε ζ

−η −µ

 =

 ε ζ

−η −µ


T

= BT , (2.5)

where T is the unconjugated transpose of B . This ensures that Θ−iωB is complex symmet-

ric because the sign convention of Θ makes it already complex symmetric. This ultimately

results in the system Green’s function being complex symmetric ΓT (r, r′) = Γ(r′, r), since

its Green’s function can be formally understood as the inverse of Γ = (Θ− iωB)−1 .

In most practical situations, we only need an isotropic permittivity tensor ε, a constant

multiple of a 3 by 3 identity matrix. When proving general results, we only rely on passivity

and in some instance reciprocity, so the compact notation in Eq. (2.3) allows us to include

general material tensors at no extra cost.
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2.3 Scattering and volume integral equations

We first consider an incident wave ψinc in the presence of background Bbg(r) and assume we

have complete knowledge of the system under such incident excitation. Now we introduce

inhomogeneity ∆B(r) in addition to Bbg(r) , so that B(r) = Bbg(r) + ∆B(r). We refer

to the inhomogeneity as a collection of scattering bodies or scatterers. The scatterers

are polarized by the existing field ψinc , producing a scattered field ψscat generated by the

polarization current. Naturally, ψscat satisfies the outgoing radiation boundary condition.

The above description can be captured by the integral representation of the solution

ψ(r) to Eq. (2.3) under ψinc excitation:

ψ(r) = ψinc(r) + iω

∫
Γbg(r, r′)∆B(r′)ψ(r′)︸ ︷︷ ︸

=ψscat(r)

, (2.6)

where Γbg is the background Green’s function without any scatters (B = Bbg ):

(Θ− iωBbg)Γbg(r, r′) = δ(r − r′)I . (2.7)

where I is the 6 by 6 identity matrix. We note that ψinc satisfies (Θ − iωBbg)ψinc = 0 ,

subject to appropriate boundary conditions. The total field ψ consists of the incident field

ψinc and the scattered field ψscat .

2.4 Scattering channels

Although ψinc and ψscat include all the information of a scattering problem, we often only

care about a specific set of incoming and outgoing waves. The details near or inside scatter-

ers may be irrelevant. For example, scattering can happen inside junctions of waveguides.

Far away from the scatterers, only guided modes can carry energy in and out of the junction.

For the scattering of a periodic structure, such as gratings or photonic crystal slabs, only the

coupling between diffraction modes (Bloch modes) is of interest. For scattering in vacuum

with localized scatterers, we may primarily be interested in certain angular distributions

of far-field patterns. In general, there is always a physically important basis set in the far
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field. We naturally want to use the basis to represent our scattered fields.

We can enclose the scatterer region with a large enough bounding surface Σ , on which

we define our basis functions for incoming and outgoing waves as illustrated in Fig. 4.1. We

call the relevant basis functions scattering channels. The surface normal of the bounding

surface is parallel to the propagation direction. Depending on the propagation direction,

we can define the in and out channel bases

Φout =

Eout,1 Eout,2 . . .

Hout,1 Hout,2 . . .

 ,Φin =

Ein,1 Ein,2 . . .

Hin,1 Hin,2 . . .

 . (2.8)

One feature of the aforementioned examples of scattering channels is that they all have

constant wave front on the surface whose normal is parallel to the wave propagation. For

a waveguide invariant in z direction, the modes always have e±ikzz dependence. Bloch

modes with scatterers periodic in x and y direction are very similar to the waveguide case,

except their waveform in the x, y is also related to the scatterer’s periodicity. The natural

bounding surfaces are planes across which the modes propagate for these two cases. For

vacuum scattering with localized scatterers, the natural bounding surface is an enclosing

sphere, so the basis can be chosen propagating in the radial direction with different angular

patterns. Such a choice leads to vector spherical waves (VSWs) with asymptotic radial

dependence e±ikr

r .

2.4.1 Power orthonormal basis

An important consequence of channels’ translational or spherical symmetry is that a suitable

inner product can be defined on the bounding surface so that the scattering channel basis

can be chosen as orthonormal in terms of power-flow-based inner product. Due to the

particular functional form of the waveguide and Bloch channel basis, the ∇× operator in

the splits into two parts

∇× =∇‖ ×+ik⊥× , (2.9)

where k⊥ = k⊥n and n is the surface normal of the bounding surface and k⊥ is the wave

vector magnitude in the propagation direction. Such separation indicates that these channel
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functions are eigenfunctions to a generalized Hermitian eigenproblem with “weight” defined

by matrix Q =

 −n×

n×

 with eigenvalue k⊥. We can define a power inner product

with Q between these channels basis as

∫
Σ
ψ†
Q

4
ψ =

1

2
Re

∫
Σ

dSn ·E∗ ×H , (2.10)

which is the integration of the Poynting vector over the bounding surface. The Hermitian

nature of channel function eigenproblems immediately shows different channel functions are

power orthogonal among incoming and outgoing sets. In addition, incoming and outgoing

channels are automatically power orthogonal since their k⊥ are in opposite signs. With

spherical symmetry and direction calculation, this orthogonality relation also holds for

VSWs. In other words, we can choose the channels basis to be orthonormal:

〈Φout,Φout〉 =

∫
Σ

Φ†out

Q

4
Φout dS = I,

〈Φin,Φin〉 =

∫
Σ

Φ†in
Q

4
Φin dS = −I

〈Φin,Φout〉 =

∫
Σ

Φ†in
Q

4
Φout = 0 , (2.11)

where I represents the identity matrix. In particular, the channels mentioned, including

VSWs, Bloch, and waveguide modes, all satisfy the above relations.

2.4.2 Representation of in and out fields

A finite number of basis functions can give arbitrarily good accuracy because the integral

operator in Eq. (2.6) is compact [28]. Physically speaking, this means the total interaction

strength of a finite scatterer is also finite. Consequently, we can simply represent the

incoming and outgoing fields with the help of column vectors cin and cout containing the

coefficients of expansions incoming and outgoing fields:

ψin = Φincin , ψout = Φoutcout . (2.12)
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A special and sometimes convenient choice is to make Φout the time-reversal of Φin .

Incoming and outgoing fields carry energy into and out of the surface Σ, so their spatial

dependence contains singular points as sinks or sources. However, the incident wave is

always a traveling wave, so the power integral for incident fields over a closed surface is

always zero, which must be a combination of incoming and outgoing ones so that the

singularities are canceled. After all, it is a solution to the homogeneous background Maxwell

equations. As a result, the incident channel functions can always be written as

Φinc = αΦin + βΦout, (2.13)

where α and β are constants. Up to arbitrary phase factors, for vector spherical waves,

α = β = 1
2 ; for plane waves, α = β = 1. (See Appendix A for details of the plane wave basis

definition.) Any given incident wave can be represented in the incoming/outgoing-wave

basis by the expression

ψinc = Φinccinc = Φincin + ΦoutSbgcin. (2.14)

By matching the vectors multiplying Φin in Eqs. (2.13,2.14), we can see that cinc = 1
αcin.

Here Sbg is a matrix that connects cin and cout without scatterers and is simply identity

times β by Eq. (2.13) when scattering background is vacuum. We call Sbg the background

scattering matrix. In the next section, we will introduce the concept of the scattering matrix

in detail.

2.5 Scattering matrix representation

Since scattering problems we are considering here are linear, cout must depend linearly on

cin. We can represent this linear dependence by a matrix S, called the scattering matrix,

cout = Scin . (2.15)
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The scattering matrix S not only encapsulates the solution to the scattering problem for

any relevant incident fields but also shows how different channels are coupled. Because of

Eq. (2.11), the incoming/outgoing power into/out of the bounding surface Σ are given by

c†incin and c†outcout respectively.

In addition, properties and symmetries in the original problem are reflected as simple

algebraic relations of S . If the scattering process is passive as in Sec. 2.2.1, we must have

power out c†outcout = c†inS
†Scin no greater than power in c†incin for any cin , so we conclude

passivity leads to the positive semidefiniteness of I −S†S with I being the identity matrix:

S†S ≤ I . (2.16)

A useful restatement of the above relation is that the eigenvalues of S†S are no greater than

1. If the scattering problem is reciprocal as in Sec. 2.2.2, the scattering matrix is complex

symmetric, a property already reflected in Green’s functions:

ST = S , (2.17)

when the incoming and outgoing channels are chosen to be time-reversal pairs. (A proof of

this fact is a byproduct of results in Chapter 4.) The complex symmetric property makes

sense physically since we can think of obtaining cout as a detection process from source cin .

ST represents the switch between sources and detections, and reciprocity states the switch

is physically equivalent.

2.6 Summary

In this chapter, we introduced basic equations and the concept of passive and reciprocal

systems. We defined scattering channels as the natural basis for representing scattering far

fields. This leads to the scattering matrix framework, where passivity and reciprocity are

encoded as algebraic properties of scattering matrices. In Chapter 3 and 4, we will view

scattering as a mode coupling process and represent S in terms of resonant modes. The

scattering matrix gives a general and powerful framework to represent scattering problems
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in general; it is the critical tool in generalizing the classical brightness theorem to wave

scattering in Chapter 6. In Chapter 8, we switch from Maxwell equations to the Schrödinger

equation, in which propagators U are conceptually equivalent to the scattering matrices we

introduced here.
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Chapter 3

Resonant Scattering

The presence of resonances is the singular cause of large scattering responses. For physical

intuitions into scatterings, it is highly desirable to decompose a scattering matrix S into

contributions of individual resonances. This chapter surveys resonant scattering from the

coupled mode point of view. In Sec. 3.1, we first partition between a scatterer and a

channel region. In the weak-coupling limit, the interaction between the two can be treated

perturbatively, resulting in a simple yet powerful framework widely used in nanophotonics

for representing the scattering matrix S by resonances. Beyond the weak coupling limit,

this perturbative approach fails and one approach that originated in nuclear scattering is to

invert the channel block directly to deal with the exact interaction. This process produces

a representation of S by unperturbed modes in the scatterer region; this can be seen as an

indirect way of incorporating resonant information, so it does not lead to a true extension

of the coupled-mode theory. Then we show another way of achieving the same goal is to

start from the resonances directly, formalized by the introduction of quasinormal modes.

We introduce these modes and summarize important properties in Sec. 3.2 and pave the

way for the construction of S , which comes in Chapter 4.

3.1 Coupled mode point of view

The scattering response is often noticeably larger near certain frequencies because of a

build-up of energy inside a scatterer formed by interference between waves, creating rela-
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tively long-lived resonant modes inside. Then the resonant modes leak out of the scatterer,

producing large scattering responses. This two-fold process is called resonant scattering,

and the frequency dependence of the extinction cross section σext often takes the form of a

Lorentzian peak

σext(ω) ∼ 1

(ω − ω0)2 + Γ2
0

, (3.1)

where ω0 is the resonance frequency with Γ0 represents the half-width of the peak. A useful

dimensionless parameter is the quality factor of the resonance given by Q = ω0
2Γ0

. The

parameter Γ is the inverse lifetime of the resonance, as it dictates the time required for

energy to be lost by the fraction 1/e. The higher the quality factor, the sharper the peak.

Since resonant scattering can be understood as resonant modes forming inside scatterers

under external excitation, it is advantageous to view such processes as external scattering

channels being coupled to resonant modes in scatterers. As a result, one can partition

the Maxwell operator into two spatially separated regions. We use “C” to denote the part

where channel modes are defined, and “S” to denote the other where the scatterer modes are

defined. After partitioning the operator into the scattering “S” and the channel “C” parts,

an appropriate ordering of spatial variables bring the Maxwell operator into the following

block form

Θ =

 ΘS ΘSC

ΘCS ΘC

 , (3.2)

where ΘSC and ΘCS couple the ΘS and ΘC parts. We carry out the same partitioning pro-

cedure for B , so Eq. (2.3) is divided into the “C” and “S” blocks with couplings. Scatterer

modes and channel modes can be respectively defined as the generalized eigenfunctions of

ΘS and ΘC :

ΘSψS = iωSBSψS , ΘCψC = iωCBCψC (3.3)

The channel defined here is technically different from those defined on the bounding surface

in Sec. 2.4, but they are conceptually the same. The definition here coincides with the

one for the waveguide resonator interaction setup but not for scattering in free space. It is

because, in the waveguide and resonant cavity setup, channel and resonant modes do live in

disjoint spatial regions, but the separation becomes artificial for free-space scattering since
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channels such as VSWs are defined everywhere in space. Despite this difference, these two

definitions are conceptually the same and thus can help us understand a few coupled-mode

frameworks.

We note here that this partition approach originates from nuclear physics [29, 30, 31, 32].

In nuclear scattering, it is also reasonable to consider the states in the nuclei coupled to

a continuum scattering states (channels). This framework is usually referred to as the

Feshbach projection.

In the following, we discuss how this partitioning leads to a formal representation of the

scattering matrix.

3.1.1 Weak coupling

When the coupling between scatterer and channel modes is weak, indicated by properties

of ΘSC and ΘCS , we can treat the coupling via perturbations. The decay rate of individual

resonances comes from the change of eigenvalues ωS caused by the overlap between ψS and

ψC . Those scatterer modes are essentially closed modes with weak coupling to external

channels. These closed modes can be normalized in terms of the stored energy by Hermitian

inner products. Since the coupling is assumed to be weak, we will see in Sec. 3.1.2 that the

resulting coupling constants (related to the decay rate) are also small required by energy

conservation. This shows that high Q feature is an equivalent way of stating weak coupling

between modes and channels.

The intuition discussed above forms the basis of a simple yet powerful framework:

coupled-mode theory (CMT). CMT attempts to describe all scattering processes purely

in terms of high Q resonances interacting with scattering channels and uses physical argu-

ments such as passivity and reciprocity to reduce the number of undetermined parameters.

3.1.2 Coupled mode theory

In the weak-coupling limit, scattering response is dominated by sharp Lorentzian peaks as-

sociated with high Q resonances. When these resonances are well separated in frequency, it

is natural to describe the scattering problem purely in terms of a phenomenological theory,

called the coupled-mode theory (CMT). We simply adopt the coupled-mode point view, re-
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placing the scatterer with a set of resonant modes represented by a vector a, whose elements

represents their modal amplitudes. Coupled mode theory has been applied extensively to

resonant phenomena across the nanophotonics landscape [33, 34, 35, 36, 37, 38, 39, 40, 41,

42, 43, 44]. There are four key matrices that appear in coupled-mode theory. Their resonant

frequencies are denoted by ωn with decay rate Γn, which are summarized into a diagonal

matrix Ω with Ωii = ωi− iΓi. These resonant modes are coupled to incoming and outgoing

channels represented by vectors cin and cout respectively. Their coupling strengths are ele-

ments in matrices K and D. Finally, without any scatterers, there is a “direct” scattering

process of incoming waves to outgoing waves captured by the matrix Sbg. Often this matrix

is denoted as a “C” matrix [45], but we use Sbg to emphasize it is the background scattering

matrix. These relations are summarized in the CMT equations, which at frequency ω (e−iωt

harmonic time dependence) read [45]:

i(Ω− ω)a = DTcin , (3.4)

cout = Sbgcin +Ka , (3.5)

where the first one describes how the incoming waves are coupled to resonances and the

second relates the outgoing wave to the resonance amplitude a . By reciprocity, passivity,

and time-reversal arguments, all parameters are constrained by the following relations:

K = D (reciprocity) , (3.6)

K†K = −2 Im Ω (passivity) , (3.7)

SbgD
∗ = −D (time-reversal invariance) , (3.8)

where D∗ is the elementwise complex conjugate of D . By solving a in Eq. (3.4) and

substituting it into Eq. (3.5), we obtain the scattering matrix S as

S = Sbg − iK(Ω− ω)−1DT , (3.9)

which is a generalization of the response from as single Lorentzian peak in Eq. (3.1).
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As an artifact of CMT’s phenomenological origin, the second constraint implicitly de-

termines the number of channels that can be coupled to the number of resonances since

the rank of K†K must equal the rank of Ω . This constraint also shows that weak coupling

(small coupling constants in K) is equivalent to the presence of high Q resonances. We

remark that another phenomenological feature of this theory is that energy losses are ac-

counted for by adding one physically inaccessible channel. That is why the overall theory

always appears to have time-reversal symmetry, leading to the third constraint above.

3.1.3 Strong coupling

When the coupling is strong, the perturbative approach fails, so does CMT as well. This is

expected because when the coupling represented by the off-diagonal blocks is large, the new

modes formed via coupling can be entirely different from their original counterparts. In this

case, a simple perturbative treatment certainly cannot capture this dramatic change.

Although CMT has been a successful theory for applications ranging from waveguide

filters [46] to photovoltaic absorbers [42] to transparent displays [47] and enables predic-

tions of high-performance designs and fundamental limits, such predictions are only valid

within the limits of CMT itself, which requires a key assumption: weak coupling between

high-quality-factor (Q) resonances [33]. This assumption is violated in many scenarios

of emerging interest (including photovoltaic absorbers). For example, plasmonic struc-

tures [48, 49] have significant material losses, large-area metasurfaces [50, 51, 52] comprise

large numbers of low-Q, highly coupled resonances, and random media that are encountered

in wavefront-shaping applications [53] have significant nonresonant contributions to their

response. There is a need for a CMT-like framework without the assumption of weakly-

coupled high-Q resonances.

In the nuclear physics approach, to deal with strong coupling in the partitioned repre-

sentation, the ΘS block is inverted in the process of solving the scattering problem, retaining

the coupled-mode view while accounting for the off-diagonal coupling exactly. This leads

to a formal construction of scattering matrices in terms of the unperturbed scatterer modes

with the coupling modification hidden in the self-energy term. As a result, the resonance

information is not used directly, so it is not the resonant expansion that we seek. However,
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this representation is still useful for formal manipulations and leads to few-mode expansions

useful for nuclear scattering [32] and optics [54, 55].

Next, we introduce how to incorporate strong coupling by directly using resonant modes,

also known as quasinormal modes, unlike in the partitioned approach above.

3.2 Quasinormal mode

Another way of incorporating the strong coupling is to start with the exact resonant modes,

also known as the quasinormal modes (QNMs), defined via the non-Hermitian eigenvalue

problem of the Maxwell operator in Eq. (2.3) with radiation boundary conditions [56]:

Θψm = iω̃mB(ω̃m)ψm with outgoing radiation boundary conditions , (3.10)

where the whole Maxwell operator is diagonalized and these modes already contain the

exact coupling between scatterer modes with channel modes. Whereas normal modes are

solutions of Hermitian eigenproblems and are guaranteed to form a complete basis for the

fields in a scatterer, the solutions of a non-Hermitian eigenproblem do not necessarily form

a complete basis, and these singularities are the “exceptional points” that have garnered

tremendous recent interest [57, 58, 59, 60]. Yet these are, necessarily, singular points in

the space of all possible field and material distributions, and at any generic perturbation

away from an exceptional point, the quasinormal modes will comprise a complete basis [59].

In fact, QNMs are likely to be over-complete [61, 62]—only a subset are likely necessary

to form the expansion basis—and this leads to multiple equivalent expansion formulae and

various sum rule relations [63].

3.2.1 Normalization issue

Because of the radiation boundary condition, the eigenproblem for finding QNM is open,

and thus non-Hermitian, whose eigenvalues are complex with a negative imaginary part.

This negative imaginary part indicates that these modes generate energy that propagates

to infinity. Although such behavior is the signature of resonances, it causes normalization
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difficulties mathematically; the radiation condition requires the far field to take the form

eiωr with a negative Imω = −Γ , so we have

∣∣eiωr
∣∣ = eΓr . (3.11)

This shows the far field amplitude diverges exponentially for large r as illustrated in

Fig. 3.1(a). Any conventional normalization methods for closed systems are going to fail

when dealing with QNMs.

The divergence, however, does not pose any physical inconsistency and we can un-

derstand why it happens. Our intuition about resonances comes from the time domain

analysis, regarding them as transient modes inside the resonator. However, the definition

in Eq. (3.10) is in the frequency domain. The origin of the divergence comes from us tak-

ing a stationary view of such transient phenomenon. Consequently, there is no physical

inconsistency and the divergence can be saved.

(a)

(b)

Figure 3.1: (a) Illustration of a quasinormal mode diverging outside of the resonant cavity. (b) By introducing
perfect absorbers in the PML region Ω2 , the previous divergent mode in (a) decays. Then the unconjugated
product in Eq. (3.17) can be used to normalize the qusinormal mode. The normalization is independent of
parameters of PML implementations. (Reproduced from Ref. [1].)

The normalization of QNMs is still an active field of research. Here we adopt the

perfectly matched layer (PML) based normalization method together with an unconjugated

inner product as in Ref. [1, 56]. As shown in Fig. 3.1(b), the perfect absorbering material

in the PML region squashes the divergence outside the cavity/scatterer. This method

can be regarded as a generalization of the complex coordinate stretching method for 1D
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systems [61]. Over different normalization methods, our choice here is convenient since it

utilizes the complex symmetric nature of the operator in Eq. (3.10), so this normalization

method is a manifestation of the complex symmetric properties of Θ . The open radiation

boundary condition destroys any hope for a Hermitian problem, so we can only rely on

reciprocity for general results. When the material is not reciprocal (B 6= BT ), we can use

generalized reciprocity and two sets of basis, one for B and one for BT .

In the following section, we will summarize results about the orthogonality and nor-

malization of QNMs based on unconjugated inner products. We will not assume B is

reciprocal, and use generalized reciprocity instead. With a slight burden on the notation,

the results will form a coupled-mode theory for nonreciprocal systems. This sheds light on

how nonreciprocity will change the coupling between channels and resonances.

3.2.2 Unconjugated orthogonality and normalization

Since we do not assume reciprocity, for any eigenfrequency ω̃m, indexed by m, we have to

distinguish between right quasinormal modes ψR,m and left quasinormal modes ψL,m:

ΘψR,m = iω̃mB(ω̃m)ψR,m , (3.12)

ΘψL,n = iω̃nB
T (ω̃n)ψL,n . (3.13)

where the transpose in the material B operator arises from ψL,n being defined on the left

of the operators Θ and B, transposing the entire equation, and utilizing the complex-

symmetry of the Θ operator (ΘT = Θ). For reciprocal materials, B = BT and the left

QNMs (comprising the “dual basis” [59]) coincide with the right QNMs. We assume any

standard computational discretization of the problem (with sufficiently high accuracy) [64],

and write the QNMs as columns in a basis matrix:

ΦRqnm =

(
ψR,1 ψR,2 . . .

)
, (3.14)
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with corresponding eigenvalues

Ω =


ω̃1

ω̃2

. . .

 , (3.15)

and similarly define ΦLqnm for the left QNMs, which share the same eigenvalues. One can

multiply Eq. (3.12) and Eq. (3.13) on the left by ψTL,n and ψTR,m, respectively; integrating

over all space V yields the QNM orthogonality relation [1]:

∫
V
ψTL,n (ω̃nB(ω̃n)− ω̃mB(ω̃m))ψR,m = 0 . (3.16)

To normalize the individual QNMs, we consider Eq. (3.16) with the left and right QNMs

indexed by the same value n; the material-dependent term in the middle goes to zero, but

instead, one can divide by ω̃n − ω and take the limit as the difference goes to zero:

lim
ω→ω̃n

∫
V
ψTL,n

(
ω̃nB(ω̃n)− ωB(ω)

ω̃n − ω

)
ψR,n

=

∫
V
ψTL,n

∂

∂ω
[ωB(ω)]ω=ω̃n

ψR,n = 1. (3.17)

Equation (3.17) cannot be used to independently normalize both ψL,n and ψR,n for a given n,

but in any scattering computation one only needs overlap integrals between them, for which

Eq. (3.17) is sufficient. For nondispersive materials, Eq. (3.16) reduces to an orthogonality

relation

(ω̃n − ω̃m)

∫
V
ψTL,nBψR,m = 0 , (3.18)

and the normalization is simply
∫
V ψ

T
L,nBψR,n = 1. Once all relevant modes are solved for,

they become the natural basis for the fields inside of scatterers.

3.3 Previous works

In the Sec. 3.2, we have introduced the PML-based normalization of QNMs. We will

start the expansion of scattered fields by QNMs. There are multiple approaches to such
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QNM expansions, e.g., via orthogonality decompositions [1, 65] or complex-analysis-based

Mittag–Leffler expansions [63, 66, 67]. These techniques have been used to successfully

apply modal analysis to plasmonics [1, 68, 69, 65] and diffraction gratings [70], where a

normal-mode approximation (as used in CMT) would necessarily be inaccurate. Yet while

these approaches can decompose scattered fields into modes, they have not successfully

captured the full interactions of the incident and scattered waves with the incoming and

outgoing channels, which is the second key component to a CMT-like theory. References [71,

72] construct scattering matrices but require least-squares procedures and alternative full-

Maxwell solvers to do so. Consequently, none of the previous approaches yield all relevant

CMT equations, nor can they construct the full scattering matrices of the system.

3.4 Summary

In this chapter, we introduced the coupled-mode point of view of scattering, where spatial

regions are partitioned into scattering and channel parts. In the weak coupling limit the

framework of coupled-mode theory emerges, where resonances are well separated and have

high quality factors. QNMs are the natural basis for a nonperturbative coupled-mode

theory. We also summarized the normalization technique we use for QNMs and previous

unsuccessful attempts to construct the exact scattering matrices from these modes. In

Chapter 4 we will start the first-principle construction of the scattering matrices from

QNMs.
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Chapter 4

Quasinormal Coupled Mode

Theory (QCMT)

In this chapter, we develop a complete CMT-like theory with quasinormal modes. Con-

ventional CMT, briefly summarized in Sec. 3.1.2, comprises two linear matrix equations,

the first of which connects the excited-mode amplitudes to the incoming-wave amplitudes,

and the second of which connects the outgoing-wave amplitudes to the incoming waves and

the resonant excitations. The key result of in this chapter is the derivation of a set of two

analogous equations based on quasinormal modes. To derive these equations, one first needs

a formal description of both QNMs in Sec. 3.2 and scattering channels in Sec. 2.4. We then

derive the two key QCMT equations through integral-equation identities that connect the

fields external to the scatterer to fields within the scatterer, where they can be expanded in

QNMs. The first equation has appeared in various (not obviously identical) forms in pre-

vious works [1, 65, 63, 56], whereas the second QCMT equation has to our knowledge not

appeared previously. We use these two equations to derive the QNM-based full scattering

matrix of any system (Sec. 4.1), which comprises frequency-dependent coupling matrices

(unlike their frequency-independent conventional counterparts). Our key results are summa-

rized in Sec. 4.2, representing the foundational components of QCMT. In Sec. 4.3, we show

that Mittag–Leffler pole expansions of our derived expressions, when certain asymptotic

conditions are satisfied, can lead to simplifications of the coupling matrices. We consider
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two canonical scattering problems as test examples of QCMT: one-dimensional Fabry-Perot

scattering, and three-dimensional Mie scattering, where we demonstrate the accuracy of

QCMT, and the necessary inaccuracy of conventional CMT (Sec. 4.4). A more general

discussion of the valid regimes of conventional CMT follows in Sec. 4.5; interestingly, we

find that QCMT shows a similar time-domain equation structure as its conventional CMT

counterpart, except that there is an additional direct-scattering term and all coupling ma-

trices are convolution operators in time, arising from the inherent frequency dependencies

of the underlying Maxwell operators.

4.1 From Maxwell to QCMT

A coupled-mode-theory representation decomposes a scattering problem into three sets of

degrees of freedom: the incoming-wave amplitudes, the outgoing-wave amplitudes, and the

amplitudes of the resonances, i.e., the quasinormal modes as illustrated in Fig. 4.1. The

incoming-wave amplitudes are specified by the problem of interest. This leaves two sets of

amplitudes to solve for: the QNM amplitudes (Sec. 4.1.1) and the outgoing-wave amplitudes

(Sec. 4.1.2). We derive the two corresponding QCMT equations in the following subsections.

4.1.1 QCMT Eqn 1: QNM amplitudes

The first QCMT equation should relate the quasinormal-mode amplitudes, a, to the incoming-

wave amplitudes cin (like its CMT counterpart, Eq. (3.4)). To do this we need to find the

QNM response for a given incident field. In the region of the scatterer, the scattered field

ψscat can be decomposed into the QNMs:

ψscat =

ψR,1 ψR,2 · · ·



a1

a2

...

 = ΦRqnma, (4.1)

where ΦRqnm is the basis of QNM resonance fields and a are the unknown expansion co-

efficients. To relate the expansion coefficients to the incoming-wave amplitudes, it might

be possible to use the typical differential form of Maxwell’s equations, but the fields have

25



Bounding 
surface

Background

Scatterers

Figure 4.1: An incident field ψinc in a background of material tensor Bbg impinges upon scatterers, with
susceptibility ∆B, exciting a scattered field ψscat. The coupling of the incident field to the resonances is
described by a coupling matrix D(ω) in a relation that comprises the first QCMT equation, Eq. (4.14).
Within the scatterers, the scattered field can be decomposed into quasinormal modes Φqnm, with modal
amplitudes a, which leak out into radiation amplitudes determined by a coupling matrix K(ω), as dictated
by the second QCMT equation, Eq. (4.15). The “channels” carrying power into and out of the scattering
bodies are defined on a bounding surface Σ, where they satisfy power-orthonormality relations, Eq. (2.11).
The S-matrix connecting the incoming-wave coefficients, cin, to the outgoing-wave coefficients, cout, is
determined by the QCMT equation of Eq. (4.16).

independent degrees of freedom everywhere in space, including outside the scatterer. In-

stead, all of the degrees of freedom can be brought inside the scatterer by using the volume

equivalence principle [64]. The material tensor B can be separated into background and

scatterer constituents as discussed in Sec. 2.3,

B = Bbg + ∆B . (4.2)

The incident field ψinc is the solution of Maxwell’s equations in the absence of the scatterer

(i.e. with B = Bbg everywhere), while the scattered field ψscat is the additional field excited

when ∆B is introduced, which is given by the difference between the total and incident

fields, ψscat = ψ−ψinc. Then straightforward manipulation of Maxwell’s equations yields a

differential equation for ψscatt with all degrees of freedom within the scatterer [64]:

Θψscatt − iωBψscatt = iω∆Bψinc , (4.3)
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One can see that Eq. (4.3) relates ψscat to ψinc, and thus should also define the connection

from a to cin. Inserting the expression relating ψinc to cin, Eq. (2.13), into the right-hand

side of Eq. (4.3), and the decomposition of ψscat into QNMs, Eq. (4.1), on the left-hand

side, and utilizing generalized reciprocity relations as well as the normalization properties

of the QNMs, Eqs. (3.16,3.17), leads directly to the first QCMT equation:

N(ω)i(Ω− ω)a =
iω

α
(ΦLqnm,∆BΦinc)cin , (4.4)

where N(ω) is a nonsingular matrix with entries

Nnm(ω) =

∫
V
ψTL,n

(
ω̃nB(ω̃n)− ωB(ω)

ω̃m − ω

)
ψR,m . (4.5)

If B is nondispersive, the normalization condition of Eq. (3.17) implies that N is the identity

matrix.

Equation (4.4) is our first QCMT equation. It is not new, having been derived in

Refs. [1, 56], but we included a brief derivation for completeness. The intuition behind

Eq. (4.4) is similar to that of the first CMT equation, Eq. (3.4): the QNM amplitudes a are

large for the modes (within ΦLqnm) that have large overlap with the incident field over the

scatterer volume, and/or whose resonant frequencies have small imaginary parts and real

parts close to the excitation frequency ω. The matrix N(ω) accounts for modal overlaps

in dispersive media, though as we show in Sec. 4.3, this matrix can be dropped from the

equation when a Mittag–Leffler expansion is valid.

4.1.2 QCMT Eqn 2: Outgoing-channel wave amplitudes

The second QCMT equation, analogous to Eq. (3.5) of conventional CMT, should determine

the outgoing-wave amplitudes from the incoming-wave and quasinormal-mode amplitudes.

First, we recognize that the outgoing-wave amplitudes are given by an overlap integral on

the bounding region Σ of the outgoing-wave basis functions with the total field ψ:

cout = 〈Φout, ψ〉 =

∫
Σ

Φ†out

Q

4
ψ. (4.6)
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We can write the total field as the incident field plus the scattered field, with the scattered

field itself being the field radiated from the polarization field inside the scatterer via a

convolution with the background Green’s function, Γbg:

ψscat(r) = iω

∫
V ′

Γbg(r, r′)∆B(r′)ψ(r′). (4.7)

The polarization field itself must be separated into incident and scattered fields, the latter

of which comprise the QNMs, per Eq. (4.1). Making these substitutions, we have

cout =

∫
Σ

Φ†out

Q

4
ψinc(r)

+ iω

∫
Σ

Φ†out

Q

4

∫
V

Γbg(r, r′)∆B(r′)ψinc(r
′)

+ iω

∫
Σ

Φ†out

Q

4

∫
V

Γbg(r, r′)∆B(r′)ΦRqnm(r′)a . (4.8)

The first term simply isolates the outgoing components of the incident field; from Eq. (2.14),

this term equals Sbgcin.

The second and third terms start with polarization-field terms inside the scatterer,

∆Bψinc and ∆BΦRqnma, respectively, convolve with the background Green’s function to

yield radiated (outgoing) fields on the bounds surface Σ, and then computes the power-

normalized overlap with the outgoing-wave basis functions, Φout. We can simplify these ex-

pressions via reciprocity. We assume that the background medium is a reciprocal material.

(If it is not, then one can simply use generalized reciprocity [73] and slightly modified ver-

sions of the expressions below.) Reciprocity in the background means that the background

Green’s function has a symmetry under reversal of its position arguments, i.e., transposition

of source and receiver locations. Typically that would be written ΓTbg(r, r′) = Γbg(r′, r).

However, this exact expression relies on either free-space or periodic boundary conditions

and does not apply, for example, in scattering scenarios with Bloch-periodic boundary condi-

tions. With full generality, for any boundary conditions, the reciprocal scenario represented

by the transpose and argument reversal of the Green’s function is given by time-reversing

28



the scattering channels, which we can encode in the Green’s function as the relation

ΓTbg(r, r′) = ΓTR
bg (r′, r) , (4.9)

where the “TR” superscript implies time-reversal of the channels. This relation does not

require any time-reversal symmetry of the scatterer itself. This definition includes both the

usual symmetry of the Green’s function for free-space or periodic boundary conditions, as

well as the special inner product defined in the Bloch-periodic case [74].

We now simplify the third expression on the right-hand side of Eq. (4.8), which will

imply a similar simplification for the second expression as well. First, we observe that

adding in any constant multiple of Φin to Φout in the overlap integrals will not change

the value of that integral, due to the orthogonality 〈Φin,Φout〉 = 0 and the scattered field

being always outgoing. As a result , we add α
βΦin to Φout, and this sum becomes 1

βΦinc

by Eq. (2.13), so we can replace Φ†out with
(

1
βΦinc

)†
. Now we can work with a regular

field Φinc, instead of the singular field Φout, which will enable a simplification below. The

basis functions in Φ∗inc are related to their time-reversed partners by ΦTR
inc = PΦ∗inc, where

P =

1 0

0 −1

. Using the fact that P 2 = I, we can write
(

1
βΦinc

)†
as 1

β∗ (PΦTR
inc )T . To

use reciprocity in the Green’s function part of the expression in Eq. (4.8), we want to take

its transpose. Upon using the reciprocity relation, Eq. (4.9), the position arguments of the

Green’s function can be reversed, in which case one can interpret the expression in a new

way: fields on the bounding surface Σ are transported into the scatterer, by the background

Green’s function, where they are overlapped with the fields inside the scatterer. Working

through this intuition mathematically, we find:

{∫
Σ

iω

β∗
(PΦTR

inc )T (r)
Q

4

∫
V

Γbg(r, r′)∆B(r′)ΦRqnm(r′)a

}T
=

iωaT

4β∗

∫
V

ΦT
Rqnm(r′)∆BT (r′)

∫
Σ

ΓTR
bg (r′, r)QPΦTR

inc (r)

=
iωaT

4β∗

∫
V

ΦT
Rqnm(r′)∆BT (r′)ΦTR

inc (r′)

=
iω

4β∗
(ΦTR

inc ,∆BΦRqnm)a , (4.10)
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The initial expression is the third right-hand side expression of Eq. (4.8), with 1
β∗ (PΦTR

inc )T

replacing Φ†out. The first equality expression is the transpose of the initial with ΓTR
bg (r′, r)

replacing ΓTbg(r, r′) via reciprocity, and QT replacing Q because it is complex symmet-

ric. The second equality expression simplifies the integral on the right-hand side of the

previous expression,
∫

Σ ΓTR
b (r′, r)QPΦTR

inc (r) = ΦTR
inc (r′), through the surface-equivalence

principle [73, 64]. The fact that ΦTR
inc is a traveling wave and free of singularities is crucial,

otherwise the surface-equivalence principle cannot be applied. The term QPΦTR
inc (r) are

the equivalent surface currents that generate the incoming fields ΦTR
inc , and the convolution

with the Green’s function ΓTR
bg (r′, r) produces the fields ΦTR

inc at points r′ in the scattering

body. The final equality expression is simply the transpose of the previous one, written

in inner product notation, where we now clearly see that the lengthy expressions on the

right-hand side of Eq. (4.8) are proportional to simple unconjugated overlap integrals of

the time-reversed incident fields with the fields ∆BΦRqnm, which are nonzero only in the

scatterer. The specific nature of ΦRqnm played no role in the derivation of Eq. (4.10), and

thus the simplification of the second term in Eq. (4.8) is of exactly the same form but with

the replacement ΦRqnma→ ψinc.

Having simplified each of the three terms in Eq. (4.8), we now have the second QCMT

equation:

cout =

{
Sbg +

1

4αβ∗
iω(ΦTR

inc ,∆BΦinc)

}
cin +

1

4β∗
iω(ΦTR

inc ,∆BΦRqnm)a . (4.11)

Equation (4.11), to our knowledge, has not been derived before. (See Appendix A.2 for a

more direct direction, without using the equivalence principle, for structures in vacuum.)

Intuitively, the first and third terms represent the direct background process from incoming

to outgoing waves, and the radiation from QNMs to outgoing waves, respectively. Interest-

ingly, the second term represents a Born-like scattering term (it is the first term in a Born

scattering series expansion) that apparently is not captured in the resonant response of the

third term. Equation (4.11) is the crucial QCMT equation that enables the solution of the

outgoing fields for a given input, and it will be the key to enabling an expression for the

scattering matrix.
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4.2 Quasinormal coupled mode theory

We can synthesize the two key results of the previous sections into our quasinormal coupled-

mode theory. To simplify comparisons with conventional CMT, we define frequency-dependent

matrices D(ω) and K(ω) that play similar roles to D and K in conventional CMT:

D(ω) =
iω

α
(ΦLqnm,∆BΦinc)

T , (4.12)

K(ω) =
iω

4β∗
(ΦTR

inc ,∆BΦRqnm) . (4.13)

Eqs. (4.12,4.13) are spatial overlap integrals between resonant modes and scattering

channel functions weighted by the scatterer susceptibility ∆B, representing the coupling

strengths between modes and channels. With these matrices, we can write the key QCMT

equations, Eqs. (4.4,4.11), as:

iN(ω)(Ω− ω)a = DT (ω)cin , (4.14)

cout =

{
Sbg +

iω

4αβ∗
(ΦTR

inc ,∆BΦinc)

}
cin +K(ω)a . (4.15)

Additionally, we can solve the first QCMT equation, Eq. (4.14), for the quasinormal-mode

amplitudes a, insert the result into the second QCMT equation, Eq. (4.15), and extract the

QCMT scattering matrix:

S = Sbg +
iω

4αβ∗
(ΦTR

inc ,∆BΦinc)− iK(ω) [N(ω)(Ω− ω)]−1DT (ω) . (4.16)

Eq. (4.16) shows that, once all QNMs are computed, S can be constructed at any frequency

from overlap integrals for the coupling strengths.

We see that Eqs. (4.14)–(4.16) show a similar functional form to the analogous CMT

equations, Eqs. (3.4,3.5,3.9). There are two key differences. First, the coupling matrices

K(ω) and D(ω) are now frequency-dependent, with a possible additional frequency de-

pendence arising in dispersive media from the matrix N(ω). This frequency dependence

is critical to accurate simulations, as we show in Sec. 4.4; in the time domain, they indi-

cate that the coupling operators are convolutions, as we discuss in Sec. 4.5. The second
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key difference is the appearance of the second term on the right-hand sides of Eq. (4.15)

and Eq. (4.16), which is proportional to the overlap of the time-reversal-generated incident

waves with the incident field, in the domain of the scatterer. This Born-scattering term

arises only in the presence of a scatterer (i.e. ∆B 6= 0 everywhere), and yet is part of the

“direct” scattering process, a term that has no counterpart in conventional CMT.

One can similarly ask whether the QCMT equations satisfy conservation laws similar

to those of Eqs. (3.6)–(3.8) of conventional CMT. With reciprocal materials and outgoing

channel functions that are time-reversed partners of the incoming channel functions, one

can see from Eqs. (4.12,4.13) that D(ω) and K(ω) will be identical,

D(ω) = K(ω) (reciprocal) (4.17)

up to the numerical factor α/4β∗. However, that is as far as one can go with simple QCMT

conservation laws. The analog of Eq. (3.7), K†K = 2 Im Ω, does not hold. Intuitively, that

equality is a statement that the mode-energy decay rate equals the power in the outgoing

channels, and certainly one could codify such a statement in a Poynting-flux evaluation of

the CMT quantities. However, Im Ω does not determine the mode-energy decay rate at

arbitrary frequency ω in the general scenario when the coupling matrices are frequency-

dependent. Similarly, there is no simple analog of Eq. (3.8), SbgD
∗ = −D, which enforces

a relation between the background scattering matrix and the coupling matrix D. A key

impediment is the presence of the Born term in the second CMT equation, Eq. (4.15), which

augments the background with a scatterer- and frequency-dependent matrix.

4.3 Pole expansion representations

The key equations derived to this point are Eqs. (4.14)–(4.16), which are the two QCMT

equations and the corresponding scattering matrix, in order. A key distinction between

conventional CMT and these equations is that the QCMT matrices are frequency-dependent,

and require the use of an overlap matrix N(ω) and its inverse. In this section, we show how

Mittag–Leffler pole expansions allow for removal of the N matrix and simplification of the
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frequency-dependent matrices in Eq. (4.23). When such pole expansions are applied to the

S matrix, it is also revealed in Eq. (4.24) that the dominant contribution of the nonresonant

scattering background comes from low-Q modes.

For our purposes, we can use the following form of a Mittag–Leffler expansion [75, 76]:

given a meromorphic function f(z) with simple poles z1, z2, . . . , zn, . . ., no pole at 0, and

limn→∞ zn =∞, one can expand f(z) around z = 0 as

f(z) = f(0) + h(z) +

∞∑
n=1

Res(f(zn))

zn
+

∞∑
n=1

Res(f(zn))

z − zn
, (4.18)

where Res(f(zn)) is the residue of f(z) at zn and h(z) is an entire function. By definition,

h(0) = 0. Furthermore, if f(z) is bounded as z goes to complex infinity, then h(z) is zero

everywhere. In this section we emphasize only new expressions; in Appendix A.3 we show

that Mittag–Leffler expansions at various stages of the QCMT formulation unify many

seemingly different expressions that have previously appeared across the literature.

4.3.1 Simplified QCMT equation

A first use of the Mittag–Leffler expansion is to simplify the first QCMT equation, Eq. (4.14).

We can start with the volume-integral expression relating the scattered field at a point r

in the scatterer to the incident field at a point r′ in the scatterer:

ψscat(r) = iω

∫
Γ(r, r′, ω)∆B(r′, ω)ψinc(r

′) . (4.19)

To identify all possible poles in the response, we require knowledge of the frequency depen-

dence of the permittivity, which by the Kramers–Kronig relations [77] (or a pole-expansion

representation [78, 79]), can be written

B(ω) = B∞ −
∑
n

σn
ω − ωn

, (4.20)

where the ωn are the complex-frequency material poles (to be distinguished from the

quasinormal-mode frequencies ω̃i) and the σn are matrix-valued residues. The Green’s

function can be decomposed into a summation over the quasinormal-mode resonances [66,
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56, 67],

Γ(r, r′, ω) =
∑
i

ψR,i(r)ψTL,i(r
′)

i(ω̃i − ω)
. (4.21)

From Eq. (4.21) and a known sum rule [63], one can show that Γ evaluated at any material

pole is 0, i.e. Γ(r, r′, ωn) = 0, still considering r and r′ at points inside the scatterer.

Physically this must be true because at any material pole the permittivity diverges and the

materials acts as a perfect conductor, such that the field within the scatterer is 0. The term

Γ∆B in Eq. (4.19) contains the frequency-dependent term Γσn/(ω − ωn); applying ML to

that term yields:

Γ(r, r′, ω)
∑
n

σn
ω − ωn

=
∑
i,n

ψR,i(r)ψTL,i(r
′)

i(ω̃i − ω)

σn
(ω̃i − ωn)

−
∑
i,n

1

i
ψR,i(r)ψTL,i(r

′)
σn

ω̃i(ω̃i − ωn)

+Γ(r, r′, ωn)
∑
n

σn
ω − ωn

− Γ(r, r′, 0)
∑
n

σn
ωn

=
∑
i,n

ψR,i(r)ψTL,i(r
′)

i(ω̃i − ω)

∑
n

σn
(ω̃i − ωn)

,

=
∑
i,n

ψR,i(r)ψTL,i(r
′)

i(ω̃i − ω)
(B∞ −B(ω̃i)) (4.22)

where only the first term remains in the expansion because the fourth term contains

Γ(r, r′, 0), the third term contains Γ(r, r′, ωn), and the second term is proportional (via

partial-fraction expansion, cf. Appendix A.3) to the difference Γ(r, r′, 0)− Γ(r, r′, ωn), all

of which are zero due to the identities discussed above, Γ(r, r′, 0) = Γ(r, r′, ωn) = 0. We

define a basis matrix Φ̃Lqnm with elements [∆B(ω̃i)]
T ψL,i. Inserting this expansion back

into Eq. (4.19), we find a simple expansion expression:

(Ω− ω)a =
ω

α
(Φ̃Lqnm,Φinc)cin , (4.23)
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This expression simplifies the frequency dependencies of Eq. (4.4), as it does not contain the

frequency-dependent overlap matrix N(ω), nor does it require re-evaluating the material

constant B at every frequency ω, and it is very similar to the first CMT equation, albeit

with a frequency-dependent prefactor. To our knowledge, Eq. (4.23) has not been derived

before. Similarly, substituting Γ in Eq. (4.21) into Eq. (4.19) produces a version of Eq. (4.4)

without N(ω), so we can similarly drop N(ω) in the expansions to follow. Furthermore,

applying the same procedures to ωΓ∆B, we obtain the expansion expression in Refs.[63, 65]

(cf. Appendix A.3). This method also makes the equivalence evident among other expansion

expressions highlighted in Ref. [56].

4.3.2 Resonant expansion of S matrices

The S matrix expression in Eq. (4.16) is similar to a pole expansion via resonance frequen-

cies, except for the presence of the N matrix and the frequency dependencies of the K and

D matrices. We can apply the Mittag–Leffler expansion to Eq. (4.16) to obtain a simpler

form. As shown in Appendix A.3, the result utilizes frequency-independent matrices K̃ and

D̃, defined by K̃ij = Kij(ω̃j) and D̃ij = Dij(ω̃i) . Then Eq. (4.16) becomes

S = Sbg(ω = 0) +H(ω) + iK̃Ω−1D̃T︸ ︷︷ ︸
=“background part”

− iK̃(Ω− ω)−1D̃T︸ ︷︷ ︸
=“resonant part”

, (4.24)

where H(ω) is a frequency dependent background term (generalizing h from Eq. (4.18) to

a matrix), whose elements are all entire functions of ω, containing the first Born scattering

term and the difference between K̃(Ω− ω)−1D̃T and K(Ω− ω)−1DT . (cf. Appendix A.3)

The difference grows smaller as the Q factor of a mode becomes larger. For a mode with

large Q factor, the relevant range of ω around the resonant frequency ω̃i is very small,

so replacing ω by ω̃i in K and D makes little difference. This implies that H(ω) mostly

consists of contributions from low-Q modes and the first Born scattering term. This fact

forms the basis on determining when the conventional CMT is valid in Sec. 4.5.

Because Eq. (4.24) is derived from Eq. (4.16), it is not useful for computing S. After all,

one can only determine H(ω) from Eq. (4.16). However, Eq. (4.24) separates the background
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and resonant scattering contributions. The “resonant” term with the inverse of (Ω−ω) will

be the dominant contributor near resonances, while the remaining terms can be considered

a non-resonant “background.” With the frequency dependencies of K and D removed (and

N removed altogether), the resonant term is now purely a complex Lorentzian form. For

simplicity, we assumed the scattering poles do not exactly coincide with the material poles.

For choices of channel basis functions such that S(ω) goes to zero at infinity everywhere in

the complex plane (as is possible in the Fabry–Perot example in Sec. 4.4), H(ω) = 0 and

Eq. (4.24) represents a dramatic simplification of the QCMT scattering matrix.
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Figure 4.2: (a) A plane wave in vacuum is incident upon a Fabry-Perot slab of thickness L = 1 (alternatively,
all frequencies are scaled by 1/L for arbitrary L) and refractive index n = 9. The transmission and reflection
coefficients of the slab are t and r, respectively. The thickness-dependent phases of the channel functions
ensure H(ω) = 0 in Eq. (4.24). (b) Resonances ω̃m in the complex frequency plane, computed analytically
(inset). (c,d) Five resonances (c) and the real parts of the background (black dotted), resonant (colored
solid, black dashed, top), and total (black circles) reflection coefficients computed by QCMT, as well as the
exact expression (red solid).

4.4 QCMT Computations

In this section, we demonstrate the accuracy of the QCMT theory. We compute wave-

scattering solutions by Eq. (4.16) from a Fabry-Perot slab as well as from a three-dimensional
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Mie sphere, two cases where one can easily compare against exact solutions. In each exam-

ple, we demonstrate that it is critical to accurately model the contribution of the background

term in Eq. (4.24) (including the Born scattering term), which was missing from previous

quasinormal-mode descriptions of the scattering matrix [71, 72]. In the sphere case, we

go a step further and compare the exact and QCMT results with the best possible CMT

model of the scattering process. We show that CMT cannot accurately model the scattering

response, as even the best CMT approximation is highly inaccurate.

The Fabry–Perot example is depicted in Fig. 4.2(a). The basis functions for the incoming

and outgoing waves are plane waves. The basis-function phases are defined relative to

each interface, ensuring that the scattering matrix decays to zero at infinity everywhere in

the complex plane, allowing us to use the simpler pole-expansion expressions of Sec. 4.3.

In Fig. 4.2(b) we plot the resonances of the slab (with refractive index n = 9), which

can be found analytically [56] by the inset expression. (The high value of n makes the

resonances more distinct; one can expect equivalent or even higher accuracy for smaller

refractive indices.) We consider normal incidence where both s and p polarizations exhibit

identical responses. The reflection coefficients computed by QCMT are shown in Fig. 4.2(d),

where each of the resonant contribution rreso, the background contribution rbg, and the

total reflection coefficient r are shown. For the resonant-only reflection coefficient, the

dashed black line shows the total computed rreso, while the solid lines depict the isolated

contributions of each resonance. The background reflection coefficient, which our method

predicts exactly, provides an important shift in the reflection coefficient that is critical to

getting the correct final answer. The total reflection coefficient is depicted by the open

circles, agreeing very well with the exact solution (red solid line). See Appendix A for

further details of the channel function definitions and quasinormal modes. An accurate

CMT model of the form of Eqs. (3.4)–(3.9) for this example is impossible. Since the direct

process here is perfect transmission, no CMT model can produce a reflection coefficient r

as in Fig. 4.2(d), with a few dips in a background of unity (total reflection).

Fig. 4.3 depicts the scattering by a sphere with refractive index n = 4.5. Parts (a–e)

of the figure are analogous to their counterparts in Fig. 4.2, and again show very high

accuracy in the QCMT computations. The channel basis functions are vector spherical
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Figure 4.3: (a) An incoming spherical wave in vacuum scatters from a sphere of refractive index n = 4.5 and
radius R = 1. (b) Computed resonances of the Mie sphere. (c) Six highlighted resonances. (d) Resonant
contributions to the real part of the S11 scattering-matrix coefficient from each resonance (solid colors), as
well as in total (black dashed). (e) Total scattering-matrix coefficient by QCMT (black circles) and the exact
solution (red solid lines). (f) The frequency-dependent background contribution. (g,h) CMT models of the
Mie-scattering process, selecting the matrix Γ equal to either − Im Ω (g, CMT1), in which case passivity
can be violated in the CMT model, or K†K/2 (h, CMT2). Neither CMT model can accurately capture the
response, even in the vicinity of the resonant peaks.

waves Nσ`m (Ref. [80]). The indices ` and m are the usual angular-momentum indices,

while σ separates the angular components into even and odd constituents. For a sphere

the different angular momentum channels decouple, and here we consider the ` = 1 channel

for the incident wave and scattering-matrix calculations. Unlike the Fabry–Perot case, the

resonance locations cannot be found analytically. Instead, they are found as the poles of

the sub-block of the S-matrix corresponding to the ` = 1 channel, S11, i.e., the solution

of the equation (S11(ω̃m))−1 = 0. However, their QNM fields can be obtained analytically

using an appropriate rotation of the outgoing fields in the complex plane (cf. Appendix

A). In Fig. 4.3(a) we compare the imaginary part of S11 constructed from Eq. (4.16) with

the exact value in Fig. 4.3(e). Unlike the Fabry-Perot case, there does not appear to be

a choice of basis functions that makes the background part frequency-independent, and

Fig. 4.3(f) shows the oscillatory background term S11,bg. Furthermore, we try to construct

a CMT model of the form of Eqs. (3.4)–(3.9) to the highest possible accuracy. In this CMT

model, a single channel is coupled to multiple resonances represented by Ω as in Eq. (3.15),

so K and D are row vectors, with the number of elements set by the number of coupled
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resonances. Since the system here is reciprocal and lossless with Sbg = 1, Eqs. (3.6,3.8) must

hold in the CMT model, requiring K = D with purely imaginary elements. This fixes the

phase of elements in K. Hence, we choose Km = i
√
−2 Im ω̃m to accurately model the decay

of the resonances. The choices of Γ and Ω are not as straightforward as K and D because

we have more modes than channels. This means Γ = −Im(Ω) and Γ = 1
2K
†K cannot be

satisfied simultaneously. (K†K is rank 1 with the single incoming/outgoing channel.) In

Fig. 4.3(g), with model “CMT1,” we choose Γ = −Im(Ω), in which case K†K 6= 2Γ and

energy conservation is violated. In Fig. 4.3(h), for model “CMT2,” we choose Γ = 1
2K
†K,

in which case Γ 6= −Im(Ω) (which is the choice in Ref. [43]). In both cases, the agreement

is poor between the CMT model and the exact soution, demonstrating the inability of the

CMT model to accurately capture the multi-resonant scattering response.

4.5 When is CMT accurate?

The results of the previous section prompt a more general question about the validity of

conventional CMT. Our exact QCMT theory allows us to uniquely answer this question.

The QCMT theory simplifies to conventional CMT when the following conditions hold: (1)

the Born-scattering background term is small, and (2) the coupling strengths D(ω) and

K(ω) must be approximately frequency-independent over the bandwidth of interest. The

second condition is a more precise statement of the well-understood requirement [81, 33]

that CMT requires high-quality-factor, well-separated resonances.

The time-domain versions of the CMT equations of Eqs. (3.4,3.5) are [45]

d

dt
a(t) = −iΩa(t) +DTcin(t) (4.25)

cout(t) = Sbgcin(t) +Ka(t) , (4.26)

which can be interpreted as the inverse Fourier transform of the frequency-domain equations,

Eqs. (3.4,3.5). To identify the approximations inherent to the CMT equations, we can find

the inverse Fourier transform of the frequency-domain QCMT equations, Eqs. (4.14,4.15);
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for nondispersive media (for which N(ω) is the identity), analogous manipulations yield

d

dt
a(t) =− iΩa(t) +

∫
dt′DT (t− t′)cin(t′) , (4.27)

cout(t) =

∫
dt′
{
Sbg(t− t′) + E(t− t′)

}
cin(t′) +

∫
dt′K(t− t′)a(t′) , (4.28)

where E(t) denotes the inverse Fourier transform of the Born scattering term. There are

two prominent differences between the QCMT time-domain equations, Eqs. (4.27,4.28), and

the CMT time-domain equations, Eqs. (4.25,4.26). First, the Born-scattering E(t) term is a

background contribution that is not accounted for in conventional CMT. (It cannot simply

be lumped into Sbg, which by definition is defined in the absence of any scatterer, and thus

is scatterer-independent.) Second, one can see that all of the linear relations between the

mode amplitudes and the incoming- and outgoing-wave coefficients are convolutions in time,

which is required due to the frequency-dependence of the relevant matrices in the frequency

domain.

Consequently, one can conclude that CMT will be valid when two conditions are met:

when the Born term E is negligible (i.e., single-pass scattering excites a much smaller am-

plitude than the incident wave), and when the coupling matrices such as D(t) and K(t) are

sharply peaked in time; mathematically, one recovers the conventional CMT equations by

neglecting E(t) and assuming all other matrices are delta functions in time, or dispersionless.

In the frequency domain, we can more precisely identify the condition in which the

coupling matrices can be treated as constants. Consider for example the matrix D(ω), whose

ith row Di(ω) corresponds to the coupling strengths between resonance i, with resonant

frequency ω̃i = ωi − iΓi, and all incoming-wave amplitudes. This row can be approximated

as a constant row Di(ω̃i) if the next term in the Taylor expansion is sufficiently small.

That term will be proportional to ω − ω̃i (and the first derivative of Di); for a mode with

high quality factor Q, the frequencies of interest will occupy a bandwidth proportional to

1/Q that will reduce the size of |ω − ω̃i|. For high-quality-factor, well-separated modes,

conventional CMT will apply. Beyond this limit, QCMT is required.
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4.6 Conclusions

We have developed a QCMT framework as an exact generalization of CMT. Compared with

CMT, the coupling constants between resonances and channels are frequency-dependent and

an extra non-resonant term, previously missing in CMT, appears. This framework reveals

the underlying structure of scattering matrices and enables the exact decomposition and

analysis of the response due to individual resonances in a complex scattering problem. It

also provides guidelines for the usage of CMT, allowing a systematic approximation from

the exact theory. Looking forward, this work opens multiple avenues. QCMT can serve as

a modeling paradigm for the design of complex nanophotonic structures, for applications

ranging from metasurfaces [82, 19, 50, 51, 83, 24, 52] to random media [53, 55] to energy

harvesting devices [84, 85]. There is an emerging interest in identifying fundamental limits to

response in such structures [26, 86], and the QCMT framework could be ideal for identifying

new bounds via the convenient mode/channel structure of the underlying equations. The

QCMT framework could be paired with known sum rules on modal densities [87, 88], or

used in tandem with energy-conservation constraints [89, 90, 91] to identify the extreme

limits of what is possible.
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Chapter 5

Brightness Theorem in Ray Optics

In the last two chapters, we have explored the internal resonance structure of scattering

matrices. In Chapter 5 and 6, we characterize bounds to scattering-matrix properties, gener-

alizing the brightness theorem of ray optics to wave scattering. In ray optics, two conserved

quantities, étendue and brightness, play a fundamental role in designing both imaging [92]

and non-imaging optical systems [93]. Étendue and brightness are also intimately related to

the second law of thermodynamics since the black body radiation connects the temperature

of a thermal body with its power radiated over frequencies. In this chapter, we review

the classical ray optics brightness theorem in Sec. 5.1, including a simple derivation from

Hamiltonian mechanics and its connection to thermodynamics. In Sec. 5.3 we show its

applications in optical designs to demonstrate its importance. The purpose of this chapter

is to provide the background for Chapter 6, where we attempt to generalize the concepts of

étendue and brightness to wave scattering.

5.1 Classical brightness theorem and étendue

In ray optics, the central objects are propagating rays in the direction perpendicular to the

wavefront of the wave they represent. Each ray can be specified by its position and direction

of propagation. The power flux it carries, usually called the radiance L, is proportional to

the intensity of the electric field intensity associated with the ray. In the pure ray optics

setting (without physical optics correction), all rays are implicitly assumed to be incoherent.
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5.1.1 Rays in phase space

We are often interested in the flow of a bundle of rays extending over some spatial and

angular range. It is then useful to view the flow of ray bundles in a phase space with a

ray’s transverse position and angular tilt as variables. The phase space volume of a ray

bundle is called the étendue. As rays flow, the étendue representing them moves around

in the phase space as illustrated in Fig. 6.1(a). In non-imaging optics, it is often desirable

to concentrate rays of all angles to a surface area as small as possible as in Fig. 5.1. The

phase space representation is equivalent to compressing the spatial extension of the étendue.

It is natural to ask the limit of the concentration. Can we focus a bundle of rays into a

single bright arrow to create the ultimate focusing in the extreme case? The answer is

undoubtedly no as a consequence of the brightness theorem and étendue conservation.

In an ideal passive optical system, the étendue is conserved, and the brightness of the ray

(proportional to L) is non-increasing. We will formulate these two concepts more precisely

in the next section, and now let us understand them intuitively. Roughly speaking, étendue

conservation means the number of rays does not change. In order words, combining rays by

focusing is impossible! Consequently, the radiance L of rays will not increase (at least this

is true in homogeneous material) if its power is not amplified by an active medium. Hence,

if we want to focus a ray bundle to a small area by a passive optical device, the only hope

is to expand its angular extension to maintain the étendue. This is precisely the picture of

a lens focusing rays to its focal point.

5.1.2 Connection to thermodynamics

Thermodynamics provides a different perspective to understand combining incoherent rays

is impossible. We consider a heat reservoir A transferring heat to a body B in the form of far-

field radiation. We assume the surrounding has a homogeneous refraction index. Imagine

a bundle of rays is emitted by a thermal reservoir as body A thermally at temperature TA,

and we are trying to focus it onto B. A thermal equilibrium between A and B is reached.

Then if we can concentrate rays to increase radiance, body B will emit rays thermally

with the increased radiance by the condition of thermal equilibrium and energy balance.
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By the law of black body radiation, this is equivalent to stating that B now has a higher

temperature TB than TA. Then we can connect body B with another thermal reservoir C

at temperature TA (TA < TB) to form a Carnot cycle that converts heat into work. Thus

we have constructed a thermal engine between A and C with the same temperature that

converts heat into work with perfect efficiency. This is a direct violation of the second law

of thermodynamics formulated by Lord Kelvin.

The above argument shows that the brightness theorem and étendue conservation is

also a direct consequence of the second law of thermodynamics. This fact continues to

hold after we generalize everything into waves. We will not pursue this line of argument

anymore but provide a clearer proof of the brightness theorem and étendue conservation

from a Hamiltonian mechanics point of view.

5.2 Derivation of the brightness theorem

Analogous to the principle of stationary action in classical mechanics, Fermat’s principle

states the path of a ray follows the minimum optical path. The optical path is given by

∫
L(x, y, z)ds =

∫
n(x, y, z)ds =

∫
n(x, y, z)

√
1 + ẋ2 + ẏ2dz (5.1)

where n is the refractive index and ds is the length of an infinitesimal line segment. Note

that in the second equation in Eq. (5.1) we have chosen a local parametrization of s in z.

Following the process of classical mechanics, conjugate variables to the spatial variable x, y

can be found as

px =
∂L
∂ẋ

=
nẋ√

1 + ẋ2 + ẏ2
= n cosα, py =

∂L
∂ẏ

=
nẏ√

1 + ẋ2 + ẏ2
= n cosβ, (5.2)

where cosα and cosβ are the direction cosines between the ray direction and the x andy

axes respectively. They can be converted into and spherical coordinates with z axis pointing

in the north pole. By Liouville’s theorem, the phase space volume elements, the étendue
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element, is given by

dxdydpxdpy = n2 cos θdxdy︸ ︷︷ ︸
=dAp

dΩ (5.3)

is conserved along the path of ray propagation. Here cos θdxdy is the projected area onto

the xy plane, denoted by dAp .

The radiance L of a ray is defined as the power per unit project area per unit solid

angle, so LdApdΩ is the power flow into a small area and angle range. In the absence of

sources and losses, local energy conservation requires the local power flow

LdApdΩ =
L

n2
n2dApdΩ︸ ︷︷ ︸
étendue

(5.4)

to be conserved throughout. Since étendue is also conserved, then we conclude that the

basic radiance or the brightness of the ray L
n2 is also conserved. If there is loss present,

then the brightness can decrease. Thus we have derived the brightness theorem: brightness

cannot increase in a passive ray-optical system.

Figure 5.1: Solar concentrators focusing sunlight over angular spread θ1 and area A1 onto a smaller area
A2 . (Reproduced from Ref. [2])

5.3 Applications to optical designs

As already mentioned in Sec. 5.1, the brightness theorem is fundamental in nonimaging

system designs, where one often wishes to focus all rays into a small area. In the design
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of a passive solar concentration, the brightness theorem leads to a fundamental focusing

limit [2]. Consider a situation in Fig. 5.1 where we want to concentrate sunlight and we

need to design a concentration with entrance opening area A1 and acceptance cone of θ1

and exit opening area A2 and acceptance cone of θ2. Suppose that the incoming rays

have uniform radiance L1 both the entrance and exit rays are in the air, so the refractive

n1 = n2 = 1. The power entering the concentrator is given by integrating Eq. (5.4), which is

Φ1 = A1

∫
L1 cos θdΩ = πA1L1 sin2 θ1 . Similarly, we have the exiting power by πA2L2 sin θ2

if the rays have radiance L2 after going through the concentration. Then the concentration

ratio C defined below has a limit:

C =
Φ2/A2

Φ1/A1
=
L2 sin2 θ2

L1 sin2 θ1
≤ sin2 θ2

sin2 θ1
≤ 1

sin2 θ1
, (5.5)

where the first inequality comes from the brightness theorem so that L2 ≤ L1 and the

second one by sin2 θ2 ≤ 1, a statement of the maximum angular spread gives the best

spatial concentration by the conservation of étendue.

Figure 5.2: Glasses of the augmented reality goggle is a waveguide that carries lights from the microdisplay
to the user’s eye. The input and output grating couplers need to be designed as small as possible in order
not to block the user’s view while maintaining the image quality from the microdisplay. (Reproduced from
Ref. [3])

For imaging system design, the conservation of étendue can be applied to understand the

feasibility of certain system designs. In an imaging system, various apertures of different

sizes will be present. These apertures set the spatial extension for which rays can pass.

To achieve high efficiency, we need most rays to travel through these apertures unblocked.

By the conservation of étendue, for a ray bundle to pass a smaller aperture, its angular
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extension must be widened, but such an angular manipulation could be difficult and could

lead to degradation of image qualities. This fact reveals the fundamental difficulties in

head-mounted display, such as augmented or virtual reality headsets as in Fig. 5.2, where a

small form factor is essential. To achieve compact designs, lights can only be coupled in and

out of the overhead display via gratings with very small spatial extensions while keeping

the image information intact. This imposes a big limitation on how the étendue can be

squeezed and the optical design tasks involved are thus very challenging.

5.4 Difficulties in the extension to wave optics

Given the importance of the brightness theorem and étendue conservation, a natural ques-

tion is whether Maxwell’s equations, and more general wave-scattering physics, exhibit

related conservation laws? There are two fundamental difficulties to overcome if any such

generalization is possible. First, coherent waves can interfere to create focused fields and

the concept of coherence is absent in ray optics. Second, in wave physics, the concept of

rays ceases to be valid and we only have modes and channels.

Extending radiometric concepts such as brightness into wave systems with coherence,

beyond ray optics, has been the subject of considerable study [94, 95, 96, 97, 98, 99, 100,

101, 102, 103]. Wigner functions can represent generalized phase-space distributions in such

settings, and are particularly useful for “first-order optics,” i.e. paraxial approximations,

spherical waves, etc. Yet generalizations to the brightness theorem have not been identified

because Wigner-function and similar approaches cannot simultaneously satisfy all necessary

properties of a generalized radiance [96, 100, 102]. We circumvent these challenges by

recognizing power transported on scattering channels as the “brightness” constrained in

general wave-scattering systems in Chapter 6.
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Chapter 6

Brightness Theorem for

Nanophotonics

In the previous chapter, we summarized the ray-optical brightness theorem and illustrate

its utility in ray optics designs. In this chapter, we develop analogous conservation laws

for power flow through the scattering channels that comprise the bases of linear scattering

matrices. By a density-matrix framework more familiar to quantum settings, in Sec. 6.1 we

derive bounds on power concentration in scattering channels, determined by the coherence

of the incident field. In Sec. 6.2, we show the ranks of the density matrices for the incoming

and outgoing fields play the role of étendue, and maximal eigenvalues dictate maximum

possible power concentration. For the specific case of a purely incoherent excitation of N

incoming channels, we show power cannot be concentrated onto fewer than N outgoing

channels, which in the ray-optical limit simplifies to the classical brightness theorem. In

resonant systems described by temporal coupled-mode theory, we show in Sec. 6.4 the

number of coupled resonant modes additionally restricts the flow of wave étendue through

the system. The bounds require only passivity and apply to nonreciprocal systems. We

discuss their ramifications in nanophotonics—for the design of metasurfaces, waveguide

multiplexers, random-media transmission, and more—–while noting that the bounds apply

more generally to scattering in acoustic, quantum, and other wave systems.
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Figure 6.1: (a) In ray optics, there is a tradeoff in spatial and angular concentration of rays, by virtue of
étendue conservation and the brightness theorem. (b) For general wave scattering, the scattering channels
comprise the phase space. In ideal systems, the phase-space volumes are conserved: Aout = Ain in (a), and
Nout = Nin in (b), where N denotes the number of excited channels (filled circles) or, more generally, the
rank of the respective density matrix ρ.

6.1 Concentration bounds

Consider generic linear wave scattering as shown in Fig. 6.1(b), in which the scattering

process is described with a finite number of input and output “channels” (i.e., scattering

states represented by power-normalized basis functions). We assume the scattering process

is not amplifying, but does not have to be reciprocal or unitary. The channel states form a

basis for incoming and outgoing fields, whose decomposition onto this basis is described by

vectors cin and cout, respectively. A scattering matrix S relates the two,

cout = Scin, (6.1)

and we take the channels to be power-orthogonal, such that c†incin and c†outcout represent

the total incoming and outgoing powers, respectively. Perfectly coherent excitations allow

for arbitrarily large concentration (e.g., through phase-conjugate optics [104, 105], perfect

coherent absorbers [106, 54]), but the introduction of incoherence incurs restrictions. To

describe the coherence of incoming waves, we use a density matrix ρin [107] that is the
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ensemble average (denoted 〈·〉, over the source of incoherence) of the outer product of the

incoming wave amplitudes:

ρin = 〈cinc
†
in〉. (6.2)

The incoherence of the outgoing channels is represented in the corresponding outgoing-

wave density matrix, ρout = 〈coutc
†
out〉 = SρinS

†. Both matrices are Hermitian and positive

semidefinite.

For inputs defined by some ρin, how much power can flow into a single output channel,

or more generally into a linear combination given by a unit vector û? If we denote û†cout

as cout,û, then the power through û is 〈|cout,û|2〉 = û†ρoutû = û†SρinS
†û. The quantity

〈|cout,û|2〉 is a quadratic form in ρin, such that its maximum value is dictated by its largest

eigenvalue [108], λmax, leading to the inequality

〈|cout,û|2〉 ≤ λmax(ρin)
(
û†SS†û

)
. (6.3)

To bound the term in parentheses, û†SS†û, we consider coherent scattering for a new input:

cin = S†û . For this input field, the incoming power is û†SS†û, while the outgoing power in

unit vector û is |û†cout|2 = (û†SS†û)2. Enforcing the inequality that the outgoing power

in û must be no larger than the (coherent) total incoming power, we immediately have the

identity û†SS†û ≤ 1. (We provide an alternative proof in the Appendix B.2.) Inserting

into Eq. (6.3), we arrive at the bound

〈|cout,û|2〉 ≤ λmax(ρin) . (6.4)

Equation (6.4) is a key theoretical result of this chapter. It states that for a system whose

incoming power flow and coherence are described by a density matrix ρin, the maximum

concentration of power is the largest eigenvalue of that density matrix. For a coherent

input (akin to quantum-mechanical “pure states” [109]), there is a single nonzero eigenvalue,

equal to 1, such that all of the power can be concentrated into a single channel. For equal

incoherent excitation of N independent incoming states, the density matrix is diagonal with
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all nonzero eigenvalues equal to 1/N , in which case

〈|cout,û|2〉 ≤
1

N
. (6.5)

Equation (6.5) is less general than Eq. (6.4) but provides intuition and is a closer generaliza-

tion of the ray-optical brightness theorem. Since the average output power per independent

state must be less than or equal to 1/N , at least N independent outgoing states must be

excited, or a commensurate amount of power must be lost to dissipation. (In reciprocal

systems, this bound follows from reversibility.) In Appendix B.1, we prove that Eq. (6.5)

simplifies to the ray-optical brightness theorem for continuous plane-wave channels in ho-

mogeneous media.

6.2 Wave étendue

Eqs. (6.4,6.5) imply that the incoherent excitation of N inputs cannot be fully concentrated

to fewer than N outputs. This motivates the identification of “wave étendue” as the number

of incoherent excitations on any subset of channels (incoming, outgoing, etc.). For a density

matrix ρ, wave étendue can be defined as its rank : étendue = rank(ρ).

Wave étendue satisfies a conservation law similar to its ray-optical counterpart. Any

square S matrix without a zero eigenvalue is full rank. The rank of ρout = SρinS
† is then

the rank of ρin (Ref. [110]), giving:

rankρout = rankρin. (6.6)

Equation (6.6) defines conservation of wave étendue in linear scattering systems and sim-

plifies to the classical result in the ray-optics limit (Appendix B.1). Fig. 6.1(b) depicts the

rank-defined (channel-counting) definition of wave étendue. In wave-scattering systems,

phase space is defined by distinct scattering channels, without recourse to the position and

momentum unique to free-space states.
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Figure 6.2: (a) A periodic metasurface element to be designed for maximal power in the +1 transmission
diffraction order (yellow). We consider incoherent excitations among the four incident orders, with a diagonal
density matrix, as well as partially coherent excitations between the 0 and -1 order, represented by an off-
diagonal term with coherence parameter c. Inverse-designed metasurfaces closely approaching the coherence-
and channel-dependent bounds are shown in (b) for incoherent excitations among up to four channels, and
in (c) for partially coherent excitations between two channels. (Designs in (c) are all optimal for the fully
incoherent case because ρin is a constant multiple of the identity matrix. This should not be considered a
generic phenomenon when excitation powers are unevenly distributed.)

6.3 Metasurface design

To probe the channel-concentration bounds, we consider control of diffraction orders through

complex metasurfaces, for potential applications such as augmented-reality optics [111, 112]

and photovoltaic concentrators [113, 114, 20]. Fig. 6.2(a) depicts a designable gradient

refractive-index profile with a period of 2λ and a thickness of 0.5λ. (Such an element

could be one unit cell within a larger, non-periodic metasurface [115, 116, 21, 51].) For

incoherent excitation of N diffraction orders, Eq. (6.5) dictates that the maximum average

efficiency of concentrating light into a single output order (+1) cannot be greater than

1/N (dashed lines in Fig. 6.2(c)). For s-polarized light incoherently incident from orders

0 (red), −1, 0 (green), −1 ,0, +1 (blue), and −2 ,−1 ,0, +1 (purple) (20-degree angle of

incidence for the 0th order), we use adjoint-based “inverse design” [117, 118, 119, 120, 121,

?, 122, 123] (details in Sec. 7.2) to discover optimal refractive-index profiles of the four

metasurfaces shown in Fig. 6.2(b). (Broader angular control and binary refractive-index

profiles could be generated through standard optimization augmentations [120, 121], but

here we emphasize the brightness-theorem consequences.) The transmission spectrum was

computed by the Fourier modal method [124] with a freely available software package [125].
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In Fig. 6.2(b), as the number of incoherent channels excited increases from 1 to 4, the average

efficiency of the optimal structures decreases from 95.5% to 24.9%. We also probe the effects

of partial coherence by varying the coherence between two input orders, per the density

matrix in Fig. 6.2(a). By Eq. (6.4), maximum concentration is determined by the largest

eigenvalue of ρin, which is 1 − c/2, where c is the coherence parameter. Fig. 6.2(c) shows

inverse-designed structures for c = 0.2, 0.4, 0.6, 0.8, 1, with unique structures optimizing the

response depending on the coherence of the excitation. All of the structures maximize

efficiency in the incoherent c = 0 case, because the eigenvalues of the density matrix are

degenerate and thus transmission of any state is optimal.

6.4 Étendue tranmission

A common scenario is to want to maximize power transmission from excitations on a set

of incident channels (with density matrix ρinc) to a distinct set of transmission channels,

as depicted in Fig. 6.3. We define “étendue transmission” as the number of incoherent

excitations that can propagate through the system without reflection. Eq. (6.5) dictates

that at least N output channels are excited for N orthogonal inputs. If the number of

transmission channels, Ntrans, is less than rank(ρinc), the incoherent excitations cannot

all be concentrated onto the transmission channels, and some power must necessarily be

back-scattered.

Resonance-assisted transmission, in which resonances couple the incident and transmis-

sion channels, introduces an additional constraint: the number of scatterer modes (reso-

nances), M , coupled to the relevant channels. We consider systems that can be described

by temporal coupled mode theory (CMT) as summarized in Sec. 3.1.2, wherein the scat-

tering process is encoded in an M ×M matrix Ω, comprising the real and imaginary parts

of the resonant frequencies, and an N ×M matrix K, denoting channel–mode coupling.

In the transmission scenario of Fig. 6.3, the relevant matrix is the T -matrix (“transmis-

sion matrix”), which relates outputs on transmission channels, ctrans, to inputs on incident

channels, cinc: ctrans = Tcinc. In TCMT, the T -matrix for the resonance-assisted scattering

component is (Appendix B.3): T = −iKtrans (Ω− ω)−1KT
inc, where Ktrans and Kinc are the
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assisted transmission processes by the number of transmission channels and channel-coupled resonances in
the process.

Ntrans ×M and Ninc ×M submatrices of K denoting modal couplings to the transmission

and incident scattering channels, respectively.

The maximum (average) power flow into a single transmission output is subject to the

bounds of Eqs. (6.4,6.5), now in terms of a density matrix ρinc for the incident (not incoming)

channels. The matrix ρtrans equals TρincT
†. By recursive application of the matrix-rank

inequality rank(AB) ≤ min(rank(A), rank(B)) (Ref. [110]), we can see that

rank(ρtrans) ≤ min (rank(ρinc),M,Ntrans) . (6.7)

The number of orthogonal outputs is less than or equal to the minimum of the numbers of

incident inputs, resonance modes, and transmission channels. Transmission channels and

resonance modes act like apertures [126] in restricting the flow of étendue through a system.

We may also consider total transmission onto all Ntrans transmission channels, i.e.∑
i〈|ctrans,i|2〉. Since the transmission onto a single output is bounded above by λmax(ρinc),

the total power is bounded above by the sum of the first rank(ρtrans) eigenvalues (Appendix

B.3):

∑
i

〈|ctrans,i|2〉 ≤
min(rank(ρinc),M,Ntrans)∑

i=1

λi, (6.8)

where the eigenvalues are indexed in descending order. For incoherent excitation of the

Ninc channels, λi(ρinc) = 1/Ninc for all i, and the term on the right of Eq. (6.8) simplifies
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to min (Ninc,M,Ntrans) /Ninc. In resonance-assisted transmission scenarios, Eq. (6.8) repre-

sents an additional constraint on power flow: in addition to the number of output channels,

total power flow is further constrained by the number of distinct modes that interact with

them. Étendue restrictions anywhere in the transmission process necessarily generate back

reflections.

We apply the resonance-assisted-transmission bounds to CMT models of waveguide

multiplexers as depicted in Fig. 6.4. There has been significant interest [127, 128, ?, 129,

130, 131] in the design of compact junctions for routing light. In Fig. 6.4(a–c), we consider

“input” waveguides and “output” waveguides coupled by a resonant scattering system. For

two input waveguides, we consider three scenarios: (a) one output and two resonances, (b)

one resonance and two outputs, and (c) two resonances and two outputs. In each case, a

highly controlled coherent excitation can, through the appropriate design of the resonator,

yield perfect transmission on resonance at the output port. But a robust design, impervious

to noise or other incoherence, may be required, and such noise would introduce incoherence

that is subject to the bound of Eq. (6.8). In each case, we optimize TCMT model parameters

to maximize transmission for all phase differences between two inputs. Device (c) maintains

perfect transmission, wheres devices (a) and (b) are highly sensitive to noise, as predicted

by the restrictions to étendue flow.
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6.5 Conclusion

The channel-concentration bounds and wave-étendue concept generalize classical ray-optical

ideas to general wave scattering. In addition to the nanophotonic design problems consid-

ered, there are numerous potential applications. First, they resolve how to incorporate po-

larization into ray-optical étendue, showing unequivocally that polarizing unpolarized light

requires doubling classical étendue, an uncertain conjecture in display design [132, 133].

Moreover, the natural incorporation of nonreciprocity into the bounds is of particular rele-

vance given the emerging interest in nonreciprocal photonics [134, 135, 136] and acoustics

[137], and places constraints on many of these systems (extensions to time-modulated CMT

systems should be possible). Another additional application space is in random-scattering

theory [138, 55, 53, 139]. There is significant interest in controlling the scattering channels

of opaque optical media comprising random scatterers. The framework developed herein

may lead to fundamental limits to control in such systems.

56



Chapter 7

Optimization Frameworks in

Nanophotonics

The remainder of this thesis considers the design of scattering response from an optimization

perspective. Design processes in nanophotonics can be viewed as optimizing the material

distribution B(r) iteratively; it is a design problem in space. Although physically completely

different, the pulse design problem in quantum control, engineering the optimal pulse ε(t)

at each time t to drive the system into desired states, is a design problem in time. They are

all scattering problems that share similar mathematical structures. As a result, techniques

for nanophotonics designs [90, 140] can be applied to quantum control. In particular, the

framework for identifying fundamental limits in scattering developed in nanophotonics is

capable of obtaining “quantum speed limits” in quantum control.

In this chapter, we summarize the framework of nanophotonics design, in particular in-

verse design method for finding local optima (Sec. 7.2) and the convex relaxation for identi-

fying global bounds (Sec. 7.3). Although the convex relaxation framework in nanophotonics

is not the contribution of this thesis, many concepts, such as polarization current and op-

tical theorem, are more naturally discussed in the Maxwell setting. Then in Chapter 8, we

present a new application of computational bounds for the Schrödinger equation in quantum

control.
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7.1 Nanophotonics design

In nanophotonics design, a desired figure of merit (FOM) is first identified, followed by

maximizing it through changing the material distribution B(r) using certain optimization

procedures. The final design is given by the optimized B(r) in space. We denote the general

form of a FOM as a function f(ψ(r), B(r)) of the field ψ(r) and the material distribution

B(r) in some design region V . These two quantities are related since they satisfy Maxwell

equations Eq. (2.3), so a typical nanophotonics design problem can be written formally as

maxψ(r),B(r)f(ψ(r), B(r)) (7.1)

subject to Maxwell equations .

Due to experimental or computational constraints, it is necessary to discretize V into smaller

units (possibly as small cubes) with some minimum size, and the value B(r) within each

unit is constant. As a result, we only have control over a finite number n of design param-

eters/degrees of freedom as the value B(r) within each unit. The variable n is often large

so that we can ensure a large enough design parameter space for good outcomes.

As an example, in Sec. 6.3, the design region V is the unit cell of a periodic grating, and

the design parameters are the B(r) in the horizontal slices that the unit cell is being divided

into. The target of the design is to maximize f =
∣∣∣ψ†tarψ

∣∣∣2 , where ψtar is a target field, so

the FOM here measures the “overlap” between the designed response and the target. In

particular, ψtar is the linear combination of different diffraction orders. In Fig. 7.1 we show a

few more examples of inverse designed optical devices. Fig. 7.1(a) shows a Z-bend photonic

crystal waveguide that achieves almost perfect transmission efficiency [4]. In Fig. 7.1(b) a

two-channel splitter is able to demultiplex incoming waves of two different frequencies into

separate channels. Fig. 7.1(c) shows a metasurface as a flat lens focusing a plane wave with

5 degree incidence angle into a diffraction-limited spot [6]. In general, the formulation in

Eq. (7.1) covers almost everything of practical interest.

During the design process, we obtain approximate solutions to Maxwell equations via

standard simulation techniques such as finite difference, finite element, or integral equation
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(a) (b) (c)

Figure 7.1: (a) A Z-bend of photonic crystal waveguides achieving perfect transmission efficiency [4]. (b)
A two channel wavelength splitter [5]. (c) A metasurface that focuses 5 degree incident plane wave into a
diffraction-limited spot [6].

approach. We will see that the “inverse design” method permits us to compute the gra-

dients efficiently, independent of the number of design variables. As a result, the solution

simulation is the most computationally expensive part of the design and thus limits the

accuracy and size of the design.

7.1.1 Binary versus grayscale designs

It is common that the designer has the freedom to alter Bbg(r) by a constant ∆B in each

unit in V . As a result, B(r) in each of those units can either be Bbg(r) or Bbg(r) + ∆B.

Such alteration can be caused by adding material of index ∆B into the unit or by removing

existing material through etching. This scenario will be referred to as binary designs in the

rest of this work. All three cases in Fig. 7.1 are binary designs.

Different from binary designs, greyscale designs allows B(r) in each unit to vary con-

tinuously from Bbg(r) to Bbg(r) + ∆B. Metasurface designs in Sec. 6.3 have continuously

varying material index so they are greyscale designs. If V is divided fine enough so each

unit is tiny, by the theory of homogenization, given any greyscale design, there always exits

a binary design that creates the same scattering response, so these two different design

cases are mathematically equivalent so we can pick whichever is convenient. We will see

that binary designs are suitable for bounds, while greyscale methods are convenient for

gradient-based local optimization.
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7.2 Local optimization approach: inverse designs

Since the dependence of ψ(r) on B(r) is highly nonlinear and nonconvex, one implication of

the binary design is that these optimization problems in nanophotonics are combinatorially

hard with a large number of design parameters, so it is impossible to expect a globally

optimal design in general. The local approach to nanophotonics design is to first obtain

the gradient of FOM f with respect to B(r) in the design region V ; then a standard

gradient-based optimization algorithm can produce a local optimal design. In the binary

case, the gradient can only be defined with respect to boundary shifts between those two

materials or with respect to topological changes (e.g. perforations). In the greyscale case,

the value of B(r) can be changed continuously, so gradient can be mathematical defined

as usual. ( Since binary and grayscale cases are equivalent, the greyscale results from this

local optimization approach still reflect what to expect for the binary case. In addition,

filtering or penalty techniques can force the greyscale results into binary ones if needed.)

The “inverse design” approach allows a large number of design parameters with almost

no extra cost than intuition-based designs, where we only allow simple shape scatterers

(such as circles or rods) with few geometric parameters to tune. Consequently, the inverse

design method permits an efficient search in an enormous design space, so it generally pro-

duces superior results than intuition-based designs. Inverse designed structures sometimes

approach the fundamental limits imposed by physical laws and thus can be applied to check

the quality of those theoretical limits as in Sec. 6.3.

7.2.1 Direct gradient calculation with 2n simulations

The local optimization scheme only works provided we can obtain gradients efficiently. A

naive way to find out the gradient f of B(r) is to solve the scattering problem first to get

the value of f , then perturbing the value of B(r) in unit cell i by δBi and solve the problem

again to get a new fi. Then the gradient is given obtained from the finite difference δf/δBi.

(Because δBi is a vector, the gradient expression here is a also matrix whose elements are

gradients of f with respect to each element in δBi.) Since the number of design parameters

n is often large, it seems that we need 2n simulation to get the full gradient for a single
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optimization step, which is prohibitively expensive! Fortunately, the inverse design method

reduces the cost of the task of finding gradients into solving the scattering problem twice

and twice only, independently of the number n.

7.2.2 Adjoint gradient calculation with 2 simulations

The key to such cost reduction is to switch the point of view between “sources” and “detec-

tions” by reciprocity. The expensive method above for finding gradient can be understood

physically as detecting the change in FOM δf generated by the source due to the pertur-

bation δBi for all i. However, by reciprocity, there is no distinction between “source” and

“detection”, and they can be switched. As illustrated in Fig. 7.2, we can view the process

equivalently as detecting the adjoint field in each unit ψadj(r) generated by current due to

∂f
∂ψ(r) , which is related to δf above. In this switched view, ψadj(r) in each unit can be found

by a single simulation, and this is where the cost reduction comes from.

Figure 7.2: Reciprocity allows us to treat the gradient of the target as the adjoint source. This enable us to
find the gradient of all design parameters with a extra adjoint simulation only, independent of the number
of design parameters. (Reproduced from Ref. [5].)

The above explanation summarizes the main ingredients of inverse design and the de-

tailed derivation can be found in Ref. [5, 23]. Here we only provide the formula for finding

the gradient: given the current design B(r), if we have solved the original scattering prob-

lem and obtained its solution ψ(r), then the gradient can be obtained by doing another
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adjoint simulation with source as ∂f
∂ψ(r) to obtain the adjoint field ψadj(r), then

δf ∝
∫
δBi

Im
(
ψTadj(r)δBiψ(r)

)
, (7.2)

where the integration is over the unit i where B(r) is perturbed by δBi. It is clear from

Eq. (7.2) that we only need to solve two similar scattering problems: one for the original

problem to get ψ and the other to get ψadj with source ∂f
∂ψ(r) . With this method for

computing the gradient efficiently for a large number of design parameters, gradient-based

optimization method is able to converge quickly to a local optimal design.

7.2.3 Deficiency of local optimization

Despite the fact that locally optimized designs that are often superior to those from intuition-

based methods, we are often stuck among numerous low quality local optima. It is not

uncommon to restart from many different initial starting points many times to obtain a

good local optimal design, especially when there is a large number of design parameters.

In addition, the local optimization approach fails to provide insights whenever local optima

designs are far from ideal. We want to explain why the target cannot be achieved, whether it

is because the wrong material is used or simply the design region is too small for a complex

design problem.

To remedy these drawbacks, a complementary approach is developed to relax the design

problem in Eq. (7.1) into a convex optimization problem, which can be solved efficiently. In

contrast to the local approach, this global approach can identity what is possible and what

is not in a design setup, providing insights into what can be further improved. In the next

section, we describe how such procedures are carried out.

7.3 Global bounds: convexification of nanophotonics designs

The convex relaxation is motivated by the observation that the Maxwell constraint in

Eq. (7.1) can be turned into quadratic constraints of ψ(r) , and most important class of
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FOM, such as scattering extinction, cross section, power flow, and field intensity, are also

quadratic in ψ(r). This makes it possible to transform the whole problem in Eq. (7.1) into

a quadratically constraint quadratic program (QCQP), where standard relaxation method

is available. We discuss this transformation into QCQP in Sec. 7.3.1, 7.3.2. Then we show

how the resulting QCQP can be relaxed into a convex problem (Sec. 7.3.3) by standard

semidefinite relaxation. Solving the convex problem gives us a bound to the original design

problem in Eq. (7.1). We note that the application of this framework in nanophotonics is

not the contribution of this thesis and can be found in Ref. [90, 140].

This framework for finding the fundamental bound of a nanophotonics design problem

is first developed with the integral formulation of Eq. (2.6), equivalent to the differential

version Maxwell’s equations, so we start with Eq. (2.6) that contains the optimization

variable ∆B(r) = B(r) − Bbg(r) and ψ(r). Next, we first describe how to relax Eq. (7.1)

into a QCQP with a single constraint representing the optical theorem, which states energy

is conserved globally. This approach is conceptually important but is superseded in terms of

the tightness of bounds produced by its improved version, the “D-matrix” approach, which

adds in many more constraints from local energy conservation as a natural extension of the

optical theorem constraint.

7.3.1 Optical theorem as a single quadratic constraint

To form quadratic constraints in ψ, we need to consider binary design problems and turn

this binary nature into quadratic constraints. In this binary case, the product of these

variables ∆B(r)ψ(r), the polarization current, is either ∆Bψ(r) or 0 , where ∆B is a

constant matrix as required by binary designs. We can equally represent this with the new

variable φ(r) = ∆B(r)ψ(r) by the following two equations:

ψinc(r)+ iω
∫

Γbg(r, r′)φ(r′)−∆B−1φ(r) = 0 , for r where ∆B(r) = ∆B ,

φ(r) = 0 , for r where ∆B(r) = 0 . (7.3)

At each spatial point r, at least one of the above equations holds, so the product of these

two will hold for any r in V . We form the product of these two equations with a constant
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6 by 6 matrix D in between, obtaining a quadratic relation in φ at each r:

φ†(r)D

(
ψinc(r) + iω

∫
Γbg(r, r′)φ(r′)−∆B−1φ(r)

)
= 0, (7.4)

The variable φ† is the Hermitian conjugate of φ . Note that in Eq. (7.4) the spatial depen-

dence of B(r) disappears; it is embedded into the quadratic dependence of φ. Such “domain

obliviousness” is crucial for obtaining bounds because the quadratic constraints of φ apply

to any field and design that satisfies Maxwell equations. The extra D here is to capture the

tensor nature of B so that we have included all possible physically permissible constraints.

Instead of using Eq. (7.4) as constraints at every r , we first use the imaginary part of its

integrated version over V with D the identity matrix, because the formed single constraint

is the optical theorem:

ω

2
Im

∫
φ†(r)ψinc(r)︸ ︷︷ ︸
=Pext

=
ω

2
Im

∫∫
φ†(r)iωΓbg(r, r′)φ(r′)︸ ︷︷ ︸

=Pscat

+
ω

2
Im

∫
φ†(r)(−∆B−1)φ(r)︸ ︷︷ ︸

=Pabs

, (7.5)

a statement of global energy conservation: the extinction power Pext equals to the sum of

scattered power Pscat and absorbed power Pabs .

Since energy conservation is automatically satisfied by Maxwell equations, any field that

satisfies Maxwell equations will necessarily satisfy Eq. (7.5). Consequently, replacing the

Maxwell constraint in Eq. (7.1) by the Eq. (7.5) is a relaxation to the original problem.

Then if the FOM f is a quadratic function of ψ, thus of φ, we have succeeded in relaxing

Eq. (7.1) into a QCQP:

maxφ(r) f(φ(r)) (7.6)

subject to the optical theorem Eq. (7.5).

The Lagrangian dual of Eq. (7.6) can be found analytically and is always convex, so it can

be solved efficiently to upper bound the original QCQP, providing a bound to the original
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design problem Eq. (7.1). (In fact, strong duality holds even though the QCQP is not

convex [141].) This is precisely the strategy in Ref. [142] for finding bounds. It turns out

that we can keep all possible constraints in on top of the optical theorem to obtain even

tighter bounds. This is called the “D-matrix” approach and will be explained in the next

section.

7.3.2 Local conservation laws as infinite quadratic constraints

We have shown in Sec. 7.3.1 that the origin design problem Eq. (7.1) with quadratic FOM

f can be relaxed into a QCQP, whose dual can be solved efficiently to obtain a bound to

Eq. (7.1). The QCQP has a single constraint based on the optical theorem out of Eq. (7.4).

It turns out that we can use all possible constraints in the form of Eq. (7.4) for all r in the

design region V and all possible constant matrix D. Hence, we reformulate Eq. (7.1) into

the “D-matrix” form:

maxφ(r) f(φ(r)) (7.7)

subject to Eq. (7.4) for all r in V and D,

where f(φ) is a quadratic function of φ. It turns out that the form Eq. (7.7) is equivalent to

Eq. (7.1) [90]. This makes sense intuitively since constraints Eq. (7.7) comes from material

placement at each point r and the tensor natural of the material is captured by D; the

number of constraint in Eq. (7.7) is tantamount to all possible design parameters in Eq. (7.1).

Similar to solving the dual of Eq. (7.6), Eq. (7.7) also admits a standard convex re-

laxation that upper bounds Eq. (7.7). Since the optical theorem comes from the linear

combination of a subset of constraints here, bounds from the convex relaxed version of

Eq. (7.7) are expected to be tighter than those from the dual of Eq. (7.6). Next, we de-

scribe how the procedure of the convex relaxation of Eq. (7.7).

7.3.3 Semidefinite relaxation of QCQP

After standard computational discretization, the infinite set of quadratic constraints la-

beled r becomes finite and its size equals the number of computational grids m. After
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discretization, Eq. (7.7) typically takes the following form:

max
φ

φ†Aφ+ 2 Re b†φ (7.8)

subject to φ†Giφ+ 2 Re c†iφ = 0 for i = 1, . . . , 2m,

where φ is a m by 1 vector from the discretizated φ(r). Those m by m Hermitian matrices

A,Gi andm by 1 vectors b, ci are from the discretized operators and functions from the FOM

f and Eq. (7.4). Here we have 2m constraints, two times the grid number, because the real

and imaginary part of constraints from Eq. (7.4) are satisfied separately for computational

convenience.

QCQPs in Eq. (7.8) are known to be NP-hard to solve, and we want to relax it into a

convex problem for finding its upper bound. Semidefinite relaxation (SDR) often produces

the tightest result among these relaxation methods [143], so we adopt this approach here.

SDR is based on the following equivalence for a quadratic form with A, b:

φ†Aφ+ 2 Re b†φ↔

φ
1


†A b

b† 0


φ

1


↔ Tr


A b

b† 0


φφ† φ

φ† 1


 (7.9)

↔ Tr


A b

b† 0

X

 with X ≥ 0, rank(X) = 1, Xm+1,m+1 = 1 ,

if we replace the optimization variable φ by an m + 1 by m + 1 semidefinite matrix X

with rank one, and impose the right bottom element Xm+1,m+1 to be 1. We can apply this

transform to the objective and all quadratic constraints, resulting in an equivalent problem

in X to Eq. (7.8) in φ . We see that the fundamental difficult is revealed: the rank one

constraint is not convex. SDR is done by simply ignoring the rank one constraint, so we
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have a linear program over the cone of semidefinite matrices:

max
X

Tr


A b

b† 0

X


subject to Tr


Gi ci

c†i 0

X

 = 0 for i = 1, . . . , 2m,

Xm+1,m+1 = 1 , X ≥ 0 , (7.10)

which is a convex problem and can be solved via interior point methods [144, 145]. The

solution provide an upper bound to Eq. (7.8). As a result, we have obtained fundamental

bounds to the original design problem Eq. (7.1). Any design B(r) surpasses this upper-

bound will necessarily violate one of the constraints in Eq. (7.4), a violation of local energy

conservation.

7.4 Summary

This chapter introduced the general framework of nanophotonics design, including both

the local and global optimization approach. The local optimization approach is known as

“inverse design”, where gradients of objectives with respect to a large number of design

parameters can be computed efficiently. This approach often leads to high-performance

and nonintuitive designs. Still, it usually requires repetitive initial restarts to get out

of low quality local optima and provides little physical insights into final results. As a

complementary approach, we introduced a global approach, where the initial nonconvex

optimization problem is turned into a quadratically constraint quadratic program. Problems

of this type can be relaxed into a convex problem via semidefinite relaxation, which can

be solved for obtaining fundamental bounds to the original design problem. In the next

chapter, we apply this bound framework to pulse design problems in quantum control.
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Chapter 8

Fundamental Limits in Quantum

Control

In this chapter, we develop a framework for computing fundamental limits to what is pos-

sible via the control of quantum systems. We show that quantum control problems can be

transformed to quadratically constrained quadratic programs (QCQPs), with generalized

probability conservation laws as the constraints, adapting a mathematical approach recently

developed for light-matter interactions summarized in Sec. 7.3. Concepts and derivations in

this chapter are conceptually similar to those in Chapter 7 and Table. 8.1 contains the com-

parison between concepts in these two fields. Very often these concepts are more intuitive

in the setting of nanophotonics, so the reader can use Table. 8.1 to refer to Chapter 7.

The QCQP formulation enables global bounds via relaxations to semidefinite programs [146,

145]. We demonstrate the power and utility of our method on three prototype systems: (1)

three-level system driving, where our bounds incorporate sophisticated information about

the interference between levels and can account for constraints on undesirable transitions

(as needed in transmons [147], for example), (2) upper bounds to the suppression of deco-

herence, and (3) the maximum fidelity of a control-based implementation of a single-qubit

Hadamard gate. In each case we supplement our bounds with many local-optimization-

based solutions, showing that they come quite close to (and in some cases achieve) our

bounds, suggesting that our bounds are tight or nearly so. Our framework applies to
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open and closed systems, can be extended to related domains in NMR [148, 149, 150] and

quantum complexity [151, 152, 153], and should reveal the limits of what is possible with

quantum control.

Nanophotonics Quantum control

Fields ψ(r) = (E(r) H(r)) |ψ(t)〉
Differential equation Maxwell equations Schrödinger equation

Integral form Integral equation in Eq. (2.6) Dyson equation in Eq. (8.1)

Design parameters Material in space B(r) Driving pulse in time ε(t)

“Polarization current” φ = ∆B(r)ψ(r) Φ = ε(t)Hc(t)U(t)

Typical objectives Max intensity
∣∣∣ψ†tarψ(r)

∣∣∣2 Max probability |〈ψtar|ψ(t)〉|2

Local optimization Inverse design GRAPE etc.

Optical theorem Eq. (7.5) Eq. (8.4)

D-matrix constraints Eq. (7.4) Eq. (8.3)

Table 8.1: Comparison between similar concepts in nanophotonics design and quantum control pulse engi-
neering.

8.1 Quantum control landscape

Quantum control [154, 155, 156, 157, 158] refers to the design and synthesis of efficient

control sequences that drive a quantum system to maximize the desired objective, such

as maximizing overlap with a target state or minimizing error in the implementation of a

gate operation. Recent experiments have demonstrated the power of optimal control for

wide-ranging applications [159, 160, 161, 162, 163, 164].

Because the wave function |ψ(t)〉 that represents a quantum state is nonlinear in the con-

trol parameter ε(t), it is generically difficult to identify globally optimal controls. One strat-

egy is to use local numerical optimization over the control parameters (e.g. GRAPE [148,

165, 166, 167], the Krotov method [168, 169, 170, 171, 172, 173], and CRAB [174, 175]),

optimizing over many initial conditions in the hopes of identifying high-performance local

optima. Yet, except in the simplest systems, one is left uncertain about the best perfor-

mance possible.

Alternatively, there are a variety of global bounds [176, 177, 178, 179, 180, 181, 182,

183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 7, 8]; most famously, the
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Mandelstam–Tamm (MT) bound. The MT bound is a prototype of “quantum speed limits,”

which more generally have varying levels of complexity but are essentially time-energy

uncertainty relations [176, 177, 178, 179, 182, 186, 187, 194, 195, 7, 8, 196]. The energy

measure is typically a matrix norm of the Hamiltonian, but more complex details of the

system interactions are not captured. Another class of bounds is obtained by analytically

solving Pontryagin’s maximum principle [197], which is only possible in simple cases such

as two-level systems [180, 181, 184, 185, 188, 189, 190]. Consequently, meaningful, accurate

bounds cannot be computed for most quantum control systems of interest.

8.2 Formulation of bound framework

We consider a Hamiltonian of the form H0(t) +H ′c(t) = H0(t) + ε(t)Hc(t), where H0 is the

non-controllable part of the Hamiltonian, H ′c is the controllable part, and ε is the control

parameter to be optimized. We assume the control parameter is bounded between 0 and

εmax (any other minimum value can be shifted to 0 by replacing H0 with H0 + εminHc).

Our method generalizes to any number of control parameters (cf. Appendix C.4), but

for simplicity, we assume one throughout this chapter. Any smooth, continuous, bounded

control can be approximated with arbitrary accuracy by a “bang–bang” binary control

that only takes the values 0 and εmax (cf. Appendix C.2), so we use bang-bang controls

in our formulation. (Similar to the equivalence between binary and grayscale design in

Sec. 7.1.1.) Instead of the differential Schrödinger equation for the time-evolution operator

U(t, t0) (for an initial time t0), we instead start with an integral form (equivalent to the

Dyson equation [198, 199] in the interaction picture):

U(t, t0) = U0(t, t0)− i

~

∫ T

t0

G+
0 (t, t′)H ′c(t

′)U(t′, t0) dt′, (8.1)

where U0 and G+
0 are the time-evolution operator and retarded Green’s function in the

absence of controls (i.e., for H0(t)), and T is the final time. To derive conservation laws, we

start by taking the product of Eq. (8.1) with U †(t, t0)H ′c(t)Di(t) from the left and integrating
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from an initial time t0 to T :

∫ T

t0

U †(t, t0)H ′c(t)Di(t)U(t, t0) dt

+
i

~

∫ T

t0

∫ T

t0

U †(t, t0)H ′c(t)Di(t)G
+
0 (t, t′)H ′c(t

′)U(t′, t0) dtdt′

=

∫ T

t0

U †(t, t0)H ′c(t)Di(t)U0(t, t0) dt. (8.2)

The variable Di(t) can be any time-dependent operator and is an optimization hyperpa-

rameter below in Eq. (8.10); intuitively, allowing different possible choices of Di enables the

isolation of particular times and elements in Hilbert space for which Eq. (8.2) should be

satisfied. The variable Hc is effectively a renormalization that simplifies the probabilistic

interpretation below; equivalently, it can be omitted. The constraint of Eq. (8.2) depends on

both the time-evolution degrees of freedom U(t) and the control variable degrees of freedom

ε(t). However, if we define a new variable Φ(t) = ε(t)Hc(t)U(t, t0), this variable (the analog

of a polarization field in electrodynamics [200, 90]) can subsume both. Crucially, we can

replace any instance of ε(t) with εmax. This can be thought of as a two-step simplification:

one could restrict the domains of the integrals to only times in which the control is on,

in which case such a replacement is trivial. Next, ε(t) only appears in a term of the form

Φ†ε−1Φ, which is zero even when ε(t) = 0, due to the quadratic dependence on Φ. Hence we

can extend the domain of the integrals back to the entire time interval from t0 to T . Such

“domain-obliviousness” [90] arises from our inclusion of ε(t) and U †(t, t0) in the product

term. Finally, we have the constraints:

∫ T

t0

∫ T

t0

Φ†(t)Di(t)

[
H−1
c (t)

εmax
δ(t− t′)+

i

~
G+

0 (t, t′)

]
Φ(t′)dt dt′ =

∫ T

t0

Φ†(t)Di(t)U0(t, t0) dt,

(8.3)

where H−1
c is taken to be the pseudo inverse if Hc is not invertible. For any Di(t), Eq. (8.3)

is a quadratic equation in the variable Φ(t); the set of all possible Di(t) imply an infinite

number of quadratic constraints.
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8.2.1 Probabilistic interpretation of constraints

Equation (8.3) can be interpreted as a generalization of probability conservation. At any

time t1, conservation of probability implies unitarity of the time-evolution operator U(t1, t0),

such that U †U = I, where I is the identity operator. From the integral equation for U ,

Eq. (8.1), the difference U †U − I can be written

U †(t1, t0)U(t1, t0)− I

=
1

~2

∫ t1

t0

∫ t1

t0

Φ†(t′′, t0)U0(t′′, t′)Φ(t′, t0) dt′ dt′′ +
2

~
Im

∫ t1

t0

U0(t0, t
′)Φ(t′, t0) dt′. (8.4)

If we take the imaginary part of Eq. (8.3) and choose Di(t) to be the identity operator from

t0 to t1 (and zero otherwise), the resulting constraint is precisely the one that requires the

right-hand side of Eq. (8.4) to be zero (cf. Appendix C.3). In other words, a subset of the

constraints of Eq. (8.3) is those which enforce unitary evolution at all times. (In an open

system described by a density matrix, unitarity is not preserved, and the corresponding

constraints instead represent conservation of probability flow, cf. Appendix C.5.)

8.2.2 Equivalence between QCQP and original control problem

Although our derivation above implies only that the conservation laws of Eq. (8.3) are

necessary conditions for describing quantum evolution, one can show that they are sufficient

as well: any Φ(t) that satisfies all possible versions of Eq. (8.3) implies a corresponding

time-evolution operator U(t, t0) that satisfies Eq. (8.1). In this section, we show that the

conservation laws are also sufficient conditions: any solution of the ultimate quadratically

constrained quadratic program (QCQP) must also be a solution of the original control

problem. Hence the optimal solution of the QCQP must also be the optimal solution of the

original problem. The two problems are equivalent in this sense. (A related observation

was made in Ref. [201].)

The QCQP arises from optimizing a linear or quadratic objective f(Φ) subject to

Eq. (8.3) being satisfied for all possible Di. Let us consider a solution Φ(t) of the QCQP

that satisfies Eq. (8.3) for all Di(t). In particular, we can assume that it satisfied Eq. (8.3)
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for all Di(t) of the form

Di
jk(t) = δj`δkmδ(t− t′), (8.5)

where we have momentarily moved the i to a superscript to explicitly consider the jk element

of D(i) in the Hilbert space, and t′ can be any time in the interval of interest. Given this

choice of D(i), we can rewrite Eq. (8.3) as

Φ∗`i(t
′)

[
H−1
c (t′)

εmax
Φ(t′) +

i

~

∫ T

t0

G+
0 (t′, t′′)Φ(t′′) dt′′ − U0(t′, t0)

]
jm

= 0, (8.6)

which must hold for all i, j, `,m and t′. Since Eq. (8.6) must hold at all times, we can see

that at any time t′ there are two possibilities for Φ(t′): either Φ(t′) = 0, or Φ(t′) satisfies

the expression in square brackets. This dichotomy will dictate how to find a corresponding

U(t, t0) that satisfied the original (Schrödinger) constraint. At times where Φ(t′) = 0, we

can take the control field ε(t′) = 0. We can also note that the integrand will be zero at such

times, and that the domain of the integral can then be restricted to all times for which Φ

is nonzero. Equation (8.6) can equivalently be written:

Φ∗`i(t
′)

[
H−1
c (t′)

εmax
Φ(t′) +

i

~

∫
{t′′Φin[t0,T ]|Φ(t′′)6=0}

G+
0 (t′, t′′)Φ(t′′) dt′′ − U0(t′, t0)

]
jm

= 0, (8.7)

Now we consider all t′ for which Φ(t′) 6= 0. The term in square brackets must be zero at all

such times. For such times, we can set ε(t′) = εmax, and U(t′, t0) = (H−1
c (t′)/εmax)Φ(t′).

These U(t′, t0) must satisfy the term in square brackets, which can now be written:

U(t′, t0) +
i

~

∫
{t′′Φin[t0,T ]|ε(t′′)6=0}

G+
0 (t′, t′′)εmaxHc(t

′′)U(t′′, t0) dt′′ − U0(t′, t0) = 0. (8.8)

Finally, since ε(t) is either εmax or 0 at all times, we can rewrite the integral domain to take

place over all possible times, with εmax replaced by ε(t), implying that U(t, t0) must satisfy

U(t′, t0) = U0(t′, t0)− i

~

∫ T

t0

G+
0 (t′, t′′)ε(t′′)Hc(t

′′)U(t′′, t0) dt′′. (8.9)
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Equation (8.9) is exactly the integral form of Eq. (8.1), which is equivalent to the Dyson

equation and the differential Schrodinger equation! Hence we have shown that any solution

Φ(t) that satisfies Eq. (8.3) for all Di implies a solution U(t, t0) of the original dynamical

constraints. Therefore the optimal value of the QCQP will also be the optimal value of the

original control problem.

8.2.3 Semidefinite relaxation

Because of the equivalence between the QCQP form to the original control problem, we can

replace the differential or integral dynamical equations with the conservation-law constraints

of Eq. (8.3). The optimal-control problem, for any objective f that is a linear or quadratic

function of the time-evolution operator U , and therefore a linear or quadratic function of

Φ = εHcU , is then the QCQP:

max.
Φ

f(Φ)

s.t. Equation (8.3) satisfied for all Di(t).

(8.10)

We assume the problem has been discretized in any standard basis [202]. If we denote

Φ to be a single column vector containing the full discretization of Φ(t), Eq. (8.10) is a

maximization of an objective of the form Φ†AΦ + Re(b†Φ), where A is Hermitian, subject

to constraints of the form Φ†GiΦ + Re(c†iΦ) = 0 for all i. QCQPs are generically NP-

hard to solve, but bounds on their solutions can be computed efficiently after semidefinite

relaxation (SDR) described in Sec. 7.3.3 to find the bound to Eq. (8.10). As the bounds are

computed over all possible matrices Di, we label them “D-matrix bounds.” This framework

applies broadly across quantum control; next, we demonstrate bounds for three prototypical

systems.
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8.3 Applications

8.3.1 Three-level quantum systems

First, we compute bounds on driving three-level quantum systems. We consider two three-

level systems described by Hamiltonians H = ~
∑

i=1,2 ωj |i〉〈i| − ε(t)
∑

i,j=0,1,2 µij |i〉〈j|:

one modeling an asymmetric double-well potential, with exact parameters from Sec. 2.8 of

Ref. [155] and given in Appendix C.1, and a second modeling a weakly nonlinear harmonic

oscillator with nearest-level couplings, as is typically used to model a transmon qubit [147,

203]. (We consider both systems as they have different features: the first, couplings between

all levels, and the second, small anharmonicity with hard-to-avoid leakage.) In each case,

we assume the system starts in the ground state, |0〉, and that we want to drive it to the

first excited state, |1〉, as rapidly as possible. We denote the probability of occupying state

i at time t by Pi(t) = |〈i|ψ(t)〉|2. There are two classes of bounds that we can compute:

for a given amount of time T , the maximum probability in |1〉, P1(t); or, iteratively, the

minimum amount of time to achieve near-unity probability in |1〉.
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Figure 8.1: (a) Bounds on the maximum probability in state |1〉 as a function of time (solid black) for an
asymmetric double-well potential, with shading above to indicate impossible values. Grey lines represent
pulse evolutions optimized by gradient ascent, with the red line the very best evolution for final time 30.
Inset: evolution of probabilities in states |0〉 , |1〉 , |2〉 for the optimal control, showing the complex dynamics
captured by the bound. Black diamonds: evaluations of bounds of Mandelstam–Tamm, Margolus–Levitin,
and Refs. [7, 8] for this problem. (b,c) Analogous to (a) but for a three-level model of a transmon qubit.
(d) Incorporation of an additional constraint requiring small maximum allowable excitation probabilities of
state 2. The bound on the maximum state-|1〉 probability (at time 5) decreases accordingly. The time to
achieve 99% state-|1〉 probability increases substantially with smaller allowed leakage rates.

The black curve of Fig. 8.1(a) is the computed bound on P1(t) for the asymmetric-

double-well model, for a bounded control field with |ε(t)| ≤ 0.15. The shaded region of
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the figure is impossible to reach: our bounds indicate that any such evolution would nec-

essarily violate at least one of the conservation laws. The grey lines are the results of

local computational optimizations; we implemented a gradient-ascent optimization (sim-

ilar to GRAPE) as described in Appendix C.6 for many different final times and initial

pulse sequences. The gap between the local optimizations and the bounds arises from two

sources—looseness in the bounds (from the SDR) or insufficient local exploration of the op-

timal pulses—though it is hard to pinpoint which source is more responsible. Also included

in the figure are data points corresponding to evaluations of other bounds as applied to this

problem: Mandelstam–Tamm (MT), Margolus–Levitin (ML), and Refs. [7, 8]. It takes some

effort to map the various bounds to this problem, with varying degrees of looseness, which

we discuss in detail in Appendix C.7. In particular, however, one can see that each of these

bounds predicts minimal times an order of magnitude smaller than our approach. The inset

provides a likely explanation: the optimal trajectory (highlighted in red) first populates the

second excited state, then transitions to the first excited state through appropriate driving.

Such complex dynamics cannot be captured by any previous bound approaches but can be

captured by our approach.

Parts (b–d) of Fig. 8.1 show results for the transmon-qubit model, with ω1 = 0.19,

ω2 = 0.37, µ10 = µ01 = −1, µ21 = µ12 = −
√

2 (all other µij = 0), and |ε(t)| ≤ 0.3.

Fig. 8.1(b,c) are the transmon analogs of Fig. 8.1(a). The key novelty that is possible in

this case is the addition of a constraint on the excitation probability of the second excited

state, |2〉. Such “leakage” can be highly detrimental to the practical control of such systems,

as they can open up additional decoherence channels [204]. In our approach, we can simply

add to Eq. (8.10) a (quadratic) constraint on the maximum allowed probability in |2〉. In

Fig. 8.1(d), we show the bound for maximum P1(t) subject to varying constraints on the

maximum allowed P2(t), at time t = 5, which shows the dramatic reduction that is required

if state-|2〉 transitions are to be avoided. Conversely, also in Fig. 8.1(d), the minimum time

for near-unity first-state probability increases dramatically with more stringent constraints

(red). Such constraints could not be incorporated into previous bound approaches.
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Figure 8.2: For a spin system interacting with a spin bath, the D-matrix approach enables bounds on
maximum possible coherence as a function of time. The black solid line bounds the magnitude of the off-
diagonal element of the system density matrix,

∣∣ρS12∣∣, for varying maximum control amplitudes εmax. The

time evolutions of
∣∣ρS12∣∣ for pulses designed by gradient-ascent (solid grey) and finite Carr-Purcell (black

dash lines) methods can closely approach the bounds.

8.3.2 Decoherence with a spin bath

A second example we consider is the extent to which one can prevent decoherence and

dissipation due to interactions with the environment. The design of pulses to achieve such

a goal has been studied extensively through semi-heuristic “dynamic decoupling” design

schemes [205, 206, 207, 208], which may not be (and in many cases are not) globally optimal.

A typical model of environmental effects is a spin system interacting with a spin bath. We

consider a spin-bath system [209] with Hamiltonian H0 = HS + HE + Hint, where HS is

the system Hamiltonian (two levels split by energy ~ω0), HE is the Hamiltonian of the

environmental bath (HE = −J
∑N

j=1

(
σxj σ

x
j+1 + λσzj

)
), and Hint is the interaction between

the system and the bath, Hint = −ν |↓〉 〈↓| ⊗
∑

j σ
z
j , with ω0 = π, J = 1, λ = 0.5, and
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ν = 2 here. The control Hamiltonian here is Hc = ε(t)σx on the system only. Rather than

use an approximation to the environmental coupling [210], we model the full dynamics of

the wave function |ψ(t)〉. As a result, we only use a bath of size N = 2. Despite the bath

being unrealistically small, it provide a qualitatively accurate description of the decoherence

process [211] and serves as a proof of principle. The system initial state is 1√
2
|↑〉+ 1√

2
|↓〉,

while the spin bath is in its ground state. The system density matrix ρS is found by tracing

out the bath part of the full density matrix, ρ(t) = |ψ(t)〉〈ψ(t)|. The objective is to maximize

|ρS12|, the magnitude of the off diagonal elements of ρS , which represents the coherence of

the system state. Instead of working with the absolute value (or its square, which is quartic

in |ψ〉), we equivalently maximize f = Re
(
ρS12e

iφ
)

for a given φ, and then iterate over

possible values of φ between 0 and 2π. Fig. 8.2 shows the bounds on maximal coherence as

a function of time for three different bounded controls: εmax = 0.5, 1 and 2. Also included

are actual evolutions for three cases: without control, with a pulse designed by gradient

ascent, and pulses designed by a bounded-control version of dynamical decoupling termed

“Eulerian Carr-Purcell” [212]. It is possible with strong controls to increase coherence at

short times (as is particularly visible in Fig. 8.2(c)), but that would not be possible over

longer time scales. We see that the bounds appear nearly tight, and provide information

about what levels of coherence are possible as a function of time.

8.3.3 Hadamard gate

For the third application, we consider the implementation of a single-qubit Hadamard gate.

For a two-level system with Hamiltonian H = ~ω0σz − µε(t)σx (ω0 = 0.0784, µ = 1) [155],

the target time-evolution operator is given by 1√
2

 1 1

−1 1

. The objective is to compute

the maximal fidelity of a quantum gate at time T ; for computational purposes, it is easier

to work with the square of fidelity, f2 = 1
4

∣∣∣Tr
{
U †tarU(T )

}∣∣∣2. Identifying when the bound

approaches 1 then indicates the minimum possible time to perform a gate operation. We

consider a bounded control with εmax = 1. A crucial difference in the gate problem is that

multiple inputs map to multiple outputs; the off-diagonal elements of the D matrices in

Eq. (8.3) inherently enforce the corresponding orthogonal-evolution requirement. Fig. 8.3
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shows the fidelity bound as a function of time (solid black), along with time evolutions for

locally optimized pulse sequences in the colored lines (optimized for different end times).

The bound is tight, or very nearly so, across all times.
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Figure 8.3: The black solid line bounds the maximum fidelity of a single-qubit Hadamard gate implemented
in a two-level system with H = ~ω0σz−µε(t)σx, and maximum control amplitude εmax = 1. Pulses optimized
for different final times (colored lines) can achieve the upper bounds at all times.

8.4 Conclusion

Quadratic constraints representing generalized probability-conservation laws offer a frame-

work for quantum control bounds. We have shown that this method can be significantly

tighter than previous bounds and more widely applicable. There are further extensions

that may be possible as well: in nanophotonic design problems, a hierarchy of bounds with

varying analytical and semi-analytical complexity have been discovered as subsets of the

D-matrix constraints [213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 142, 90, 140, 201];

the same may be possible in quantum control. In particular, environment-induced deco-

herence and dissipation are similar to material-absorption losses in electromagnetism, and

may be amenable to general analytical bounds [213, 217]. From an algorithmic perspective,

there are significant computational speed-ups that should make the bound computations

competitive with local optimizations, as a function of the number of degrees of freedom
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of the system, N (the product of time steps and Hilbert-space dimensionality). Global

optimization is presumably NP-hard; local optimizations require O(N) time for each iter-

ation and a number of iterations that may be large but independent of N . To find good

local optima, however, requires restarting the search a number of times proportional to the

number of local optima, which should scale at least as O(N), for a total scaling of at least

O(N2) (which is likely optimistic). For the bound computations, the straightforward im-

plementation used for this work, using all possible constraints and interior-point-methods

oblivious to the structure of the problem, scales as O(N4.5) [223]. Clever selection of the

constraint matrices [90] can reduce the scaling to O(N3.5). At the same time, exploitation

of the integral operator structure (e.g. via fast-multipole-type methods [224, 225]) should

further improve the scaling to O(N2.5), making it highly competitive with local design

methods. More broadly, our approach and extensions thereof can be applied to problems

across the quantum-control landscape, ranging from speed limits and gate fidelity to areas

like NMR [148, 149, 150] and quantum complexity [151, 152, 153].
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Chapter 9

Outlook

In this thesis, we have developed a quasinormal coupled-mode theory (QCMT) framework

as an exact generalization of conventional CMT in Chapter 4, extended the brightness

theorem into wave scatterings in Chapter 6, and developed a general bound framework for

discovering fundamental limits in quantum control in Chapter 8. In closing, we outline

some directions for future work.

Having established the quasinormal mode (QNM) expansion of scattering matrices, a

glaring opportunity is the development of a robust QNM solver for complex scatterers.

The state-of-the-art QNM solver [226] used by specialists in this field is based on finding

eigenvalues of the Maxwell operator with perfectly matched layers (PMLs) mimicking the

radiation boundary condition. This eigenvalue problem is always non-Hermitian due to the

boundary condition, and the operator can be far from a normal operator. (The presence of

exceptional points is an extreme indication.) As a result, these eigenvalues are extremely

sensitive to any perturbations, potentially from discretization errors and the approximated

boundary condition by PMLs. Since the Maxwell differential operator does not admit high-

order discretization schemes due to unavoidable numerical cancellations in finite difference

methods, the current differential-equation-based non-Hermitian eigenvalue solver for QNMs

will never produce accurate results. Instead, one should solve via the nonlinear eigenvalue

problem of the volume integral equation. Although the nonlinear nature seems undesirable,

we can simply sweep over part of the complex plane for locations of eigenvalues and then

refine the accuracy with a couple of Newton steps. Combined with fast algorithms for
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evaluating integral operators, this integral-equation-based approach will likely replace the

current differential approach for computing QNMs with high accuracy.

The brightness concentration bound for wave scattering only works for the power trans-

port of channels. It can be easily extended into a more general framework for arbitrary

objectives that is quadratic in fields in terms of the eigenvalues of the objective matrix in

the channel function basis and eigenvalues of the incoming density matrix. The final bound

will take a particular form of the Wielandt-Hoffman inequality, where the current power

concentration bound is subsumed as a special case. This generalized concentration bound

will find many more applications whenever incoherence is present.

The fundamental bound framework in quantum control can be extended in multiple

ways. All three examples in this thesis are essentially closed systems, but this framework is

especially suited for dealing with open quantum systems with losses. Since current theoret-

ical tools for quantum control of open systems are very limited, this framework can serve

as a computation approach for identifying what is possible for the control of open systems.

Ultimately, we need to incorporate the physical properties of quantum dynamics and devise

specialized algorithms to accelerate the process of solving semidefinite programs. If this is

achieved, the framework can be scaled up for more realistic quantum control problems in

quantum computation and quantum circuit complexity theory.
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Appendix A

Appendix of “Quasinormal

coupled-mode theory”

A.1 Examples of S Matrix with Quasinormal Mode Expan-

sion

In this section we provide details for the examples provided in the main text. The first

example in Sec. A.1.1 is a Fabry-Perot slab, where the scattering channels are plane waves.

The second example in Sec. A.1.2 is a Mie sphere, where the scattering channels are vector

spherical waves. We list the explicit form of the channel functions and resonance mode

expressions, through which the S matrix is constructed. In both examples, the material

susceptibility is nonmagnetic, so that ∆B only has nonzero ∆ε, and we can work primarily

with the electric field E only. The magnetic field H, if not shown, can be found by Maxwell

equations directly. We work in dimensionless unit and set c = 1, so ω̃m = k̃m.
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A.1.1 QNM expansion of Fabry-Perot slab

QNM basis

For a Fabry-Perot slab configuration in Fig. 2(a), the normalized QNMs inside the slab of

refractive index n are given by (s and p polarizations are degenerate) [56]

Eqnm,m =


1

n
√
L

cos
(
nk̃mx

)
ẑ, for− L/2 < x < L/2,m even,

1
n
√
L

sin
(
nk̃mx

)
ẑ, for− L/2 < x < L/2,m odd,

(A.1)

with resonant frequencies

k̃m =
1

nL

[
mπ − i ln

(
n+ n0

n− n0

)]
. (A.2)

For this one-dimensional example, the normalization integral is 0 outside of the slab, so a

PML is not needed to normalize the QNMs.

Channel basis functions

The plane wave basis function has not been treated as systematically as the vector spherical

waves and is normally used in a intuitive manner. As a result, first we need to formalize

the plane wave basis to be consistent with the scattering framework developed in the main

text. Here, we take the plane waves as incident basis Φinc, which is a traveling wave regular

throughout all space. We use Heaviside step function η(x) with plane waves to represent the

incoming basis Φin and outgoing basis Φout, so that there are net power flow into/out the

bounding surface Σ, which is normally two flat surfaces enclosing a unit cell of a periodic

structure. The discontinuity due to η(x) can be understood as the presence of additional

sinks/sources, which is similar to the singularities in incoming and outgoing basis in vector

spherical waves. Although here we only treat the plane wave basis without higher specular

orders, the generalization is straightforward.

We choose Ein,1 = η(−x)
√

2eik(x+L/2)ẑ, Ein,2 = η(x)
√

2e−ik(x−L/2)ẑ as the incoming

channel basis, and Eout,1 = η(x)
√

2eik(x−L/2)ẑ, Eout,2 = η(−x)
√

2e−ik(x+L/2)ẑ, as the out-
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going ones. One can easily check they are power orthonormal. Then we have

Einc,1 = Ein,1 + eikLEout,1 =
√

2eik(x+L/2)ẑ,

Einc,2 = Ein,2 + eikLEout,2 =
√

2e−ik(x−L/2)ẑ , (A.3)

where η(x) and η(−x) adds up to unity and the discontinuity disappears. We can see that

α = 1 and β = eikL, due to the special phase choice.

S matrix construction

In the channel basis chosen above, the scattering matrix is of the form S =

t1 r2

r1 t2

,

and Sbg =

eikL 0

0 eikL

 without the presence of the slab. Here the reflection coefficients

r1 = r2 = r and the transmission coefficients t1 = t2 = t, and the exact expressions are [227]

r =
r0(e2inkL − 1)

1− r2
0e2inkL

, t =
t20einkL

n(1− r2
0e2inkL)

, (A.4)

where r0 = n−n0
n+n0

and t0 = 2n
n+n0

.

The task, then, is to test whether the QNM expressions for the scattering matrix produce

results that are consistent with the exact expressions of Eq. (A.4). In the QCMT framework,

the S matrix (as given in the main text), can be written

S = Sbg +
iω

4αβ∗
(ΦTR

inc ,∆BΦinc)− iK(ω) [N(ω)(Ω− ω)]−1DT (ω) . (A.5)

The reflection and transmission coefficients are the components of the S-matrix: r1 = S11,

r2 = S22, t1 = S21, and t2 = S12. Here the material is non-dispersive so N(ω) = I, the

identity matrix. From the definitions of the basis functions and coupling matrices, and since

given our channel definitions we have 1
αβ∗ = eikL, 1

αβ∗E
TR
inc,1 = Einc,2 and 1

αβ∗E
TR
inc,2 = Einc,1,
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the QCMT reflection and transmission coefficients are given by

r1 =
1

4
iω(Einc,1,∆εEinc,1) +

1

4
(iω)2

∑
m

(Einc,1,∆εEqnm,m)
1

i(ω̃m − ω)
(Eqnm,m,∆εEinc,1), (A.6)

r2 =
1

4
iω(Einc,2,∆εEinc,2) +

1

4
(iω)2

∑
m

(Einc,2,∆εEqnm,m)
1

i(ω̃m − ω)
(Eqnm,m,∆εEinc,2), (A.7)

t1 = eikL +
1

4
iω(Einc,2,∆εEinc,1) +

1

4
(iω)2

∑
m

(Einc,2,∆εEqnm,m)
1

i(ω̃m − ω)
(Eqnm,m,∆εEinc,1),

(A.8)

t2 = eikL +
1

4
iω(Einc,1,∆εEinc,2) +

1

4
(iω)2

∑
m

(Einc,1,∆εEqnm,m)
1

i(ω̃m − ω)
(Eqnm,m,∆εEinc,2),

(A.9)

where (A,B) here is
∫

dxATB, a one-dimensional integral. It is obvious that t1 = t2 due to

reciprocity. The symmetry r1 = r2 can be seen by a change of variable x→ −x and noting

Eqnm,m is either odd or even in x . The constructed quantities here agree precisely with the

exact expressions of Eq. (A.4), as shown in Fig. 2(d) of the main text.

Pole expansion of S matrix

Both r and t are bounded as k goes to complex infinity, so one can apply Mittag-Leffler to

r and t to obtain frequency-independent “background ” and “resonant” terms. The QCMT

S-matrix in such a case, as described in the main text, is given by the expression

S = Sbg(ω = 0) + iK̃Ω−1D̃T − iK̃(Ω− ω)−1D̃T , (A.10)

where the first two terms comprise the background, while the third term is the resonant

term. The background and resonant transmission and reflection coefficients have been

derived for the specific case of Fabry–Perot [72], giving:

rbg =
2i

(1− n2)L

∑
m

1

k̃m
, tbg = 0

and

rreso =
2i

(1− n2)L

∑
m

1

k − k̃m
, treso =

2i

(1− n2)L

∑
m

(−1)m+1

k − k̃m
.
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As shown in Fig. 2(b,d) of the main text, the QCMT calculations from Eq. (A.43) are in

exact agreement with these expressions, while generalizing to arbitrary scattering bodies.

A.1.2 QNM expansion of Mie sphere

For a spherical scattering body, the QNM fields can be expressed in terms of vector spherical

waves (VSWs). Here we follow the convention of Ref. [80] for VSWs and write down QNM

fields and channel functions. The resonant frequencies cannot be found analytically and

must be numerically computed.

Vector spherical waves (VSWs)

VSWs in this convention have three indices, `,m, σ, which we collectively denote by n.

Besides the common angular momentum numbers ` and m, the σ index here takes value e, o,

representing “even” and “odd” cases. This is because conventionally the spherical harmonics

Y`m, which are part of the VSW functions, have a factor eimφ. However, here we separate

it into cos(mφ) and sin(mφ), labeled by σ, taking value e, o respectively. This makes the

angular part purely real, a convenient choice under the unconjugated inner product for

QNMs. Due to this extra index σ, we denote the spherical harmonics by Yn thereafter.

They are given as

Yn(r̂) = Yσ`m(r̂) =

√
εm
2π

√
2`+ 1

2

(`−m)!

(`+m)!
Pm` (cos θ)

cosφ

sinφ

 ,

where r̂ is the unit position vector and Pm` (x) here are the associated Legendre polynomials,

with

σ = e, o, m = 0, 1, 2, . . . , ` l = 0, 1, 2, . . . , εm =


1, m = 0

2, m > 1

.
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The angular part for a given n consists of

A1n =
1√

`(`+ 1)
∇× (rYn(r̂)), (A.11)

A2n =
1√

`(`+ 1)
r∇Yn(r̂), (A.12)

A3n = r̂Yn(r̂), (A.13)

which are an orthonormal set on the unit sphere since

∫
Ω
Aτn ·Aτ ′n′ = δττ ′δnn′ (A.14)

for τ, τ ′ = 1, 2, 3. We emphasize here again Aτn are real, so the above orthonormality

relation is suitable for the unconjugated inner product.

The radial part consists of spherical Bessel functions j`(x), which is regular at x = 0,

and spherical hankel functions of the first kind h
(1)
` (x), which has an asymptotic form, for

large x, proportional to outgoing spherical waves. As a result, this can be used to define

outgoing channel functions, or to satisfy the radiation boundary condition of QNMs. Hence,

we introduce the regular VSWs

v1n(kr) = j`(kr)A1n(r̂) (A.15)

v2n(kr) =
(krj`(kr))

′

kr
A2n(r̂) +

√
`(`+ 1)

j`(kr)

kr
A3n(r̂) , (A.16)

and the outgoing VSWs

u1n(kr) = h
(1)
` (kr)A1n(r̂) (A.17)

u2n(kr) =
(krh

(1)
` (kr))′

kr
A2n(r̂) +

√
`(`+ 1)

h
(1)
` (kr)

kr
A3n(r̂) , (A.18)

where ′ represents the derivative of argument kr. With h
(1)
` above replaced by h

(2)
` (x) =

(h
(1)
` (x))∗, the spherical hankel functions of the second kind, the outgoing VSWs uτn be-

comes the incoming ones u∗τn , which can be used to define incoming channel functions.

Note that j`(x) = 1
2h

(1)
` (x) + 1

2h
(2)
` (x), so v1n is a combination of incoming and outgoing
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fields, vτn = 1
2uτn + 1

2u
∗
τn with α = β = 1

2 .

Power normalization

For E = u1n, the power flow out of the unit sphere is 1
2 Re

∫
ΩE ×H

∗ · dS = 1
2k2

, which

is not power normalized. Hence, normalization is needed when the channel functions are

chosen. Here we define

N reg
σ`m =

√
2kv1n, N+

σ`m =
√

2ku1n, (A.19)

which is the notation used in Fig. 3(a) in the main text.

QNM and channel basis functions

With these functions define above, we are ready to write down QNMs and channel functions

for the Mie spheres. We derive everything here for the e-polarization case, and the h-

polarization counterpart will be similar.

We choose Eout,n =
√

2ku1n, and Einc,n =
√

2kv1n, so that the outgoing channel basis

is power normalized. If we denote k1 = nk, the scattering matrix element can be found

as [80]

S`m = 1 + 2T`, T` = − j`(kR)(k1Rj`(k1R))′ − (kRj`(kR))′j`(k1R)

h
(1)
` (kR)(k1Rj`(k1R))′ − (kRh

(1)
` (kR))′j`(k1R)

, (A.20)

where T` is the transition matrix elements [228], which are more commonly used for Mie

scattering.

The resonance frequencies ω̃m, for a particular n, can be found by searching for zeros of

1
S`m

(or 1
T`

). Next, we start to solve for QNM field expressions. Since v1n is regular at the

origin, and u1n satisfy the radiation boundary condition,

Eqnm,m =
1√
Nm


Cv1n(nk̃mr), 0 ≤ r < R,

u1n(k̃mr), R ≤ r <∞,
(A.21)

where Nm is the normalization constant and the constant C can be fixed by the continuity
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of electric field across r = R, which gives C =
h
(1)
` (kR)

j`(nkR) . By the relation that ∇× v1n(kr) =

kv2n(kr), and ∇× u1n(kr) = ku2n(kr), the magnetic fields are

Hqnm,m =
1√
Nm


−Cinv2n(nk̃mr), 0 ≤ r < R,

−iu2n(k̃mr), R ≤ r <∞.
(A.22)

To work out the normalization constant Nm, one way to use the PML method as in the

main text. This can be done by a coordinate stretching of r → r = r + iσ(r), where σ(r)

turns on outside of the sphere [229]. Hence, by the orthonormality ofAτn, the normalization

integral
∫
V εE

2
qnm,m − µH2

qnm,m = 2
∫
V εE

2
qnm,m becomes a radial integral of r only. The

normalization condition gives

Nm = 2C2

∫ R

0
drr2n2j2

` (nk̃mr) + 2

∫ ∞
R

drr2(h
(1)
` (k̃mr))

2 . (A.23)

For this particular example, this normalization method works, but it fails for purely imag-

inary k̃m. Besides, k̃mr has a large imaginary part for large r. The numerical evaluation

of Bessel functions at large imaginary argument is unstable [230], and this could lead to

potential numerical issues. Hence, an alternative normalization method can be found in

Ref. [231], which is equivalent to the PML method in Ref. [232] and uses fields inside of the

scatter only, can be adopted if numerical issues occur.

S matrix construction

Given the QNMs and channel functions as defined above, the QCMT S-matrix of Eq. (A.5)

simplifies for the sphere to

S`m = 1 + iω(Einc,n,∆εEinc,n) + (iω)2
∑
m

(Einc,n,∆εEqnm,m)
1

i(ω̃m − ω)
(Eqnm,m,∆εEinc,n) .

(A.24)

All inner product here, although 3-dimensional in nature, can be reduced into a radial

integral by the orthonormality of Aτn, as the normalization integral. This constructed S`m

is plotted against the exact one of Eq. (A.20) in Fig. 3(e) in the main text.
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A.2 Derivation of 2nd QCMT equation in special cases

In the main text, we derive the second QCMT equation,

cout =

{
Sbg +

iω

4αβ∗
(ΦTR

inc ,∆BΦinc)

}
cin +K(ω)a , (A.25)

by applying the equivalence principle to simplify the time-reversed channel functions. In this

section, we provide an alternative proof, which is less general but perhaps more conventional,

in the special cases of Fabry–Perot slabs and Mie spheres. The basic idea is to decompose

the background Green’s function according to the special symmetry of the scatterer.

A.2.1 Fabry-Perot slabs

Consider a single slab of refractive index n (as in Fig. 4.2(a) of the main text). We isolate

the x direction due to the y, z transnational symmetry, and denote (y, z) by r⊥, which is

perpendicular to the x direction. The total field E satisfies the Helmholtz equation,

(∇2 + k2ε)E = 0 , (A.26)

or

(∇2 + k2)E = −k2∆εE . (A.27)

Take the incoming field as Einc =
√

2eikxx (cin,1 = 1) and convert the above equation into

the integral form and we have

E = Einc + k2

∫
dS′dx′

1

4π

eik|r−r′|

|r − r′|
∆ε(x′)E(x′) , (A.28)

with x integral isolated. As 1
4π

eik|r−r′|
|r−r′| can be written as [233]

1

4π

eik|r−r′|

|r − r′|
=

∫
dk′z
2π

dk′y
2π

eik′⊥·(r⊥−r
′
⊥) i

2
√
k2 − k′2⊥

e
i
√
k2−k′2⊥ |x−x

′|
, (A.29)
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the S′ integral produces a δ(k′⊥) and we have

E =
√

2eikx +
ik

2

∫ L/2

−L/2
dx′eik|x−x′|∆ε(x′)E(x′) . (A.30)

At x > L/2 , we can write E = t
√

2eikxx. We then have

t = 1 +
ik

4

∫
dx′
√

2e−ikx′∆ε(x′)E(x′) . (A.31)

Similarly, at x < −L/2 , we write E(x) =
√

2e−ikx + r
√

2eikx . We then have

r =
ik

4

∫
dx′
√

2eikx′∆ε(x′)E(x′) . (A.32)

If we express E =
√

2eikx + am
∑

mEqnm,m, where am is the element of the expansion

coefficients a, we obtain the second QCMT equation, Eq. (A.25), for t and r, with outgoing

channel functions η(x)
√

2eikx and η(−x)
√

2e−ikx. (See Section A.1.1 for the channel function

definition.) If we solve for a from the first QCMT equation, t and r in Eq. (A.31) and

Eq. (A.32) will be identical to Eq. (A.8) and Eq. (A.6), except for a phase factor of eikL.

A.2.2 Mie spheres

Consider a single spherical scattering body (as in Fig. 4.3(a) of the main text). The total

field E satisfies

∇×∇×E − εk2E = 0 , (A.33)

or

∇×∇×E − k2E = ∆εk2E . (A.34)

For incident field Einc, we convert the equation into an integral equation

E = Einc + k2

∫
GEE(r, r′)∆εE(r′) , (A.35)

where GEE = (1 + 1
k2
∇∇) eik|r−r′|

4π|r−r′| = ik
∑

n,τ=1,2 uτn(kr>)vτn(kr<) [80]. Here ∆ε has

spherical symmetry, thus angle independent, so orthonormality of Aτn enable us to isolate
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each different τ and n in Einc. For Einc =
√

2kv1n (cin,n = cout,n = 1
2 , cinc,n = 1) and r

outside of the sphere, we have

E(r) =
√

2k v1n(r)︸ ︷︷ ︸
= 1

2
u1n+ 1

2
u∗1n

+u1n(r)ik3

∫
v1n(r′) ·∆ε ·E(r′) (A.36)

=
1

2

√
2ku∗1n(r) +

1

2

√
2ku1n(r)

(
1 + ik

∫ √
2kv1n(r′) ·∆ε ·E(r′)

)
︸ ︷︷ ︸

=S`m

(A.37)

If we express E =
√

2kv1n + am
∑

mEqnm,m, where am is the element of the expansion

coefficients a, we obtain the second QCMT equation, Eq. (A.25), for e-polarized S`m for

Mie spheres , with power normalized outgoing channel
√

2ku1n . (See Section A.1.2 for the

channel function definition.) Solving for a from the first QCMT equation, S`m in Eq. (A.37)

will be identical to the one in Eq. (A.24).

A.3 Applications of Mittag-Leffler expansion

In this section we show the details of applying Mittag-Lefller expansion to

ψscat(r) = iω

∫
Γ(r, r′, ω)∆B(r′, ω)ψinc(r

′) , (A.38)

which leads to various QNM expansion formulae.

A.3.1 Equivalence between decomposition approaches

Green’s function

If we use the full Green’s function of the system and get ψscat from Eq. (A.38), rather than

doing QNM expansions, we can identify the QNM expansion of Green’s function

Γ(r, r′) = ΦRqnm(r)
1

i(Ω− ω)

1

N(ω)
ΦT

Lqnm(r′) . (A.39)
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This is different from the other more widely used form

Γ(r, r′) = ΦRqnm(r)
1

i(Ω− ω)
ΦT

Lqnm(r′) . (A.40)

In deriving Eq. (A.39) we have used what is known as the orthogonality-decomposition

approach, whereas the residue-decomposition approach is used to derive Eq. (A.40).

Note that at each resonant frequency ω̃i , the ith row of the N(ω̃i) matrix is diagonal, and

the non-zero element is responsible for the normalization of the ith mode. As a result, if we

apply Mittag-Leffler to Eq. (A.39), we will obtain Eq. (A.40). This proves the equivalence

between residue-docomposition approach to orthogonality-decomposition approach. This

shows that the difference between Eq. (A.39) and Eq. (A.40) is because Mittag-Leffler

expansion is applied to the same quality at different stages.

QNM expansion formulae

If we apply Mittag–Leffler to Γ in Eq. (A.40), we have Γ(r, r′, ω) =
∑

i

ψR,i(r)ψTL,i(r
′)

i(ω̃i−ω) and

put it back to Eq. (A.38) and we obtain one version of the residue-decomposition approach.

Similarly, we apply ML to ωΓ∆B, and by the sum rules of Γ and partial fractions, we have

ωΓ(r, r′, ω)
∑
n

σn
ω − ωn

=
∑
i,n

ψR,i(r)ψTL,i(r
′)

i(ω̃i − ω)

ω̃iσn
(ω̃i − ωn)

−
∑
i,n

1

i
ψR,i(r)ψTL,i(r

′)
σn

(ω̃i − ωn)︸ ︷︷ ︸
=Γ(ωn)σn=0

+ Γ(ω = ωn)︸ ︷︷ ︸
=0

∑
n

ωnσn
(ω − ωn)

+ ωΓ
∑
n

σn
ω − ωn

|ω=0︸ ︷︷ ︸
=0

=
∑
i,n

ψR,i(r)ψTL,i(r
′)

i(ω̃i − ω)

ω̃iσn
(ω̃i − ωn)

. (A.41)
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This gives the QNM expansion formula

ai =

∫
ψTL,i

[
(B∞ −Bb)

ω

ω̃i − ω
+

ω̃i
ω̃i − ω

∑
n

σn
ω̃i − ωn

]
ψinc

=

∫
ψTL,i

[
(B∞ −Bb) +

ω̃i
ω̃i − ω

∆B(ω̃i)

]
ψinc , (A.42)

which is identical to the expression in Ref. [65] derived from an augmented Maxwell operator

approach, and in Ref. [63] derived from residue expansion of Green’s function together with

more complex sum rules. Various other expansion expressions summaried in Ref. [56] can

be proven to be equivalent, similar to pole methods above.

A.3.2 Resonant and background part

In this section, we derive the expression of H(ω), the frequency dependent part of the

background part. When applying Mittag-Leffler expansion to Eq. (A.5) (dropping N(ω)),

since elements in the scattering matrix are normally not bounded at complex infinity, the

H(ω) term is generally inevitable, rendering the pole expansion formula of S of no practical

use. Although H(ω) cannot be obtained from Mittag-Leffler itself, by comparing

S = Sbg(ω = 0) +H(ω) + iK̃Ω−1D̃T︸ ︷︷ ︸
=“background part”

− iK̃(Ω− ω)−1D̃T︸ ︷︷ ︸
=“resonant part”

, (A.43)

with Eq. (A.5), we conclude that

H(ω) = Sbg(ω)−Sbg(0)+
iω

4αβ∗
(ΦTR

inc ,∆BΦinc)+K̃
1

iΩ
D̃T+K(ω)

1

i(Ω− ω)
DT (ω)−K̃ 1

i(Ω− ω)
D̃T .

(A.44)

Due to cancellations of residues, the above expression is regular at each resonant frequency

ω̃m, hence an entire function. One can see that H(ω) contains the Born scattering term

and effects of frequency-dependent coupling matrices.
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Appendix B

Appendix of “Brightness Theorem

for Nanophotonics”

B.1 Deriving the classical brightness theorem from its wave-

scattering generalization

Here we show that the classical ray-optical brightness theorem follows from our wave-

scattering generalization. Consider a ray-optical system with an entrance plane and an

exit plane. Let us consider the power flow from within a differential area ∆A1 on the

entrance plane through a differential area ∆A2 on the exit plane. In a wave-scattering

framework, what are the power-normalized channels? And how many channels are there in

a differential area ∆A?

In ray optics, the wavelength is taken to zero, such that even an infinitesimal area is

arbitrarily large relative to the wavelength. Thus we can consider the differential area as the

“box” (actually square) into which the states must fit with periodic boundary condition. If

we take ∆A = ∆x∆y (with z as the propagation direction), the states that satisfy periodic

boundary conditions on ∆A are plane waves with kx and ky taking integral multiples of

2π/∆x and 2π/∆y, and kz fixed by the frequency and specific values of kx and ky. Thus
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we can write non-normalized electric-field states as

Ei = eiki·r. (B.1)

where ki is the corresponding wavevector for state i. In our manuscript, we choose for

simplicity a channel definition such that the total power flowing through a given channel

is 1. Since the intensity of a plane wave of amplitude E0 is |E0|2/2Z0, where Z0 is the

impedance of the medium, we can choose our properly normalized channel states as

Ei =

√
2Z0

∆A
eiki·r. (B.2)

Taking Hi to be the magnetic field of channel i, one can then verify that the real part of

(1/2)
∫

∆AEi ×H
∗
j is indeed δij , and we have a basis of power-orthonormal channels.

Now we can answer the question about the number of channels (states) within ∆A in the

range from k⊥ to k⊥+∆k⊥ and kz to kz+∆kz (which determine the propagating direction),

so that k2
⊥+k2

z = k2. A state occupies a region (2π/∆x)(2π/∆y) = 4π2/∆A in kxky-space,

then the total number of states is (including an extra factor of two for polarization)

N = 2
∆k⊥

4π2/∆A
=

1

2π2
∆Ak⊥∆k⊥∆φ . (B.3)

Since k2
⊥ = k2 sin θ2 , where θ is the angle between k and z axis, we have k⊥∆k⊥ =

k2 cos θ sin θ∆θ . Substitute this relation into Eq. (B.3), we obtain

N =
1

2π2
k2 cos θ∆A sin θ∆θ∆φ︸ ︷︷ ︸

=∆Ω

=
1

2π2

ω2

c2
n2 cos θ∆A∆Ω︸ ︷︷ ︸

=ray optics étendue

. (B.4)

Since rank (ρout) = rank (ρin) ,the number of incoherent excitations will remain un-

changed for an ideal system, we thus conclude that N is an invariant quantity in the course

of wave propagation. Hence, we recover the law of étendue conservation.

Now reconsider power flowing from area dA1 and solid angle dΩ1 at the entrance plane.
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The number of channels that are (incoherently) excited is given by

N1 =
ω2

2π2c2
n2

1 cos θ1dA1dΩ1. (B.5)

How much power can flow into area ∆A2 and solid angle ∆Ω2 at the exit plane? From our

modal-concentration inequality, we know that the power out on any given channel i on the

exit plane is less than or equal to 1 divided by the number of excited incoming channels

Pout,i ≤
1

N1
=

1

N2
, (B.6)

which is a ramification of the ray optics brightness theorem that it is impossible to concen-

trate rays to increase the brightness.

We could have equivalently derived the usual concentration-ratio bounds on optical

concentrators, and by standard ray-optical arguments one can see that the étendue derived

in Eq. (B.4) generalizes to non-ideal ray-optical systems as usual.

B.2 Alternative Proof for the brightness-concentration in-

equality

Here we provide a more compact—but with less physical intuition and non-constructive—

proof of the fact that û†SS†û ≤ 1. For any matrix A , the matrices A†A and AA† have

the same eigenvalues, as can be proven by inserting a singular valued decomposition of A

into the expressions. By energy conservation, S is subunitary, and the eigenvalues of S†S,

and therefore of SS†, must be smaller than 1. By the variational principle (i.e. Rayleigh

quotient [108]), we therefore must have û†SS†û ≤ 1 for any unit vector û .

B.3 Coupled-mode theory for étendue transmission

In this section we specify the step-by-step procedure to identify the rank of the transmission

rank in coupled-mode theory, which plays the critical role in restricting étendue transmission

through the system.
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We start with standard coupled-mode theory: in a scattering system with N channels,

we have N × 1 incoming and outgoing coefficients cin and cout, respectively, and an M × 1

vector (for M resonances) of resonant-mode amplitudes a. The three vectors are related by

the coupled-mode equations:

i(Ω− ω)a = KTcin (B.7)

cout = Ccin +Ka , (B.8)

where Ω is a matrix whose Hermitian part is diagonal, comprising the real parts of the reso-

nant frequencies, and whose anti-Hermitian part encodes dissipation via external coupling.

The matrix K denotes coupling between the modes and the incoming/outgoing channels,

while C denotes direct-scattering processes, independent of the resonances. Typically one

can take C = −I (as the waveguide combiner cases in the main text), where I is the N×N

identify matrix, essentially as a normalization stating that in the absence of the scatterer,

all energy flows back into the channel it came in on, with a negative amplitude.

Next one can solve for a to get cout in terms of cin:

cout =
[

C︸︷︷︸
=direct process

− iK (Ω− ω)−1KT︸ ︷︷ ︸
=resonance assisted process

]
cin , (B.9)

where the term in square brackets is the scattering matrix.

We are interested in the resonance assisted transmission from Ninc to an orthogonal

subset of Ntrans scattering channels. So we are invited to write Eq. (B.9) as

cout −Ccin︸ ︷︷ ︸
=cresonout

= −iK (Ω− ω)−1KTcin . (B.10)

Because there are only Ninc non-zero excitations, it is convenient to work with a Ninc ×

1 vector cinc, a subset of cin . Similarly, as only transmissions from Ntrans channels are

collected, we can now work with a Ntrans × 1 vector ctrans, a subset of creson
out . Accordingly,

only a submatrix of K of size Ninc×M , denoted by Kinc , contains the coupling information

between cinc to resonance modes; another submatrix of size Ntrans×M , denoted by Ktrans ,
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connects the resonance modes with ctrans. Following the above decompositions, for the

T -matrix (or transmission matrix) from cinc to ctrans , namely

ctrans = Tcinc , (B.11)

can be written as

T = −iKtrans (Ω− ω)−1KT
inc . (B.12)

With the T -matrix definition of Eq. (B.11), we can analyze resonance assisted power

flow into the transmission channels due to incoherent excitations of the incident channels

with the same matrix-trace approach used for cinc, cout, and the scattering matrix in the

main text. As a result, the average power in transmission channel i is given by

〈|ctrans,i|2〉 = û†TρincT
†û . (B.13)

Let us consider the total average power (equal to the average total power) transmitted onto

all transmission channels, which is simply the sum of Eq. (B.13) over i:

∑
i

〈|ctrans,i|2〉 =
∑
i

û†TρincT
†û (B.14)

= Tr

(
TρincT

†
∑
i

ûû†

)
(B.15)

= Tr
(
TρincT

†
)

= Tr
(
T †Tρinc

)
(B.16)

= Tr

(
T †Tρinc

∑
i

viv
†
i

)
(B.17)

=
∑
i

λiv
†
iT
†Tvi , (B.18)

where vi is the eigenvector of ρinc with eigenvalue λi (we label those eigenvalues in decreasing

order, i.e. λ1 ≥ λ2 ≥ λ3 · · · ) . The summation over i includes all necessary channels so that∑
i ûû

† and
∑

i viv
†
i are both identity. However, the rank of T restricts the meaningful

inclusion of vi – the number of vi such that Tvi 6= 0 is at most rank (T ) as a consequence
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of the rank-nullity theorem[234]. Besides, since there are at most rank(ρinc) number of vis

are relevant, we can thus bound Eq. (B.18) by

∑
i

〈|ctrans,i|2〉 ≤
U∑
i=1

λiv
†
iT
†Tvi , (B.19)

where U = min
(

rank(ρinc), rank (T )
)

.

In the main text, we used a coherent-scattering example to show that for each individual

i, û†SS†û ≤ 1. Exactly the same proof, but with the inc/trans channels replacing the

in/out channels, leads to the same inequality for T , i.e. û†TT †û ≤ 1 and v†iT
†Tvi ≤ 1.

Thus all of the eigenvalues of TT † and T †T thus both less than or equal to one (and they

are greater than or equal to zero because TT † and T †T are positive semidefinite). This

reduce Eq. (B.18) into

∑
i

〈|ctrans,i|2〉 ≤
U∑
i=1

λi . (B.20)

We can still do better by bounding the rank of T using the fact that rank(AB) ≤ min
(

rank(A), rank(B)
)
.

We write again the coupled-mode expression for T , Eq. (B.12), now enumerating the number

of rows and columns of each matrix:

T = −i Ktrans︸ ︷︷ ︸
Ntrans×M

(Ω− ω)−1︸ ︷︷ ︸
M×M

KT
inc︸︷︷︸

M×Ninc

. (B.21)

By recursive application of the rank inequality for matrix products, we have

rank(T ) ≤ min (N,M,Ntrans) . (B.22)

Finally, combining Eq. (B.20), Eq. (B.22) and the fact rank(ρin) ≤ Ninc gives

∑
i

〈|ctrans,i|2〉 ≤
min(rank(ρinc),M,Ntrans)∑

i=1

λi, (B.23)

where eigenvalues are placed in decreasing order with λ1 ≥ λ2 ≥ λ3 · · · . In the case of
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equal, incoherent excitations (for which all of the eigenvalues of ρinc are 1/Ninc):

∑
i

〈|ctrans,i|2〉 ≤
min (Ninc,M,Ntrans)

Ninc
. (B.24)
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Appendix C

Appendix of “Quantum Control

Bounds”

C.1 Three-level Hamiltonians

The asymmetric double-well case is taken from Sec. 2.8 of [155],

H =


ω0 0 0

0 ω1 0

0 0 ω2

− ε(t)

µ00 µ01 µ02

µ10 µ11 µ12

µ20 µ21 µ22



=


0 0 0

0 0.1568 0

0 0 0.7022

− ε(t)

−2.5676 0.3921 0.6382

0.3921 2.3242 −0.7037

0.6382 −0.7037 −0.5988

 . (C.1)

We consider a maximum control amplitude of |ε| ≤ 0.15 in this example.
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For the transmon example, the exact Hamiltonian is

H =


ω0 0 0

0 ω1 0

0 0 ω2

− ε(t)


0 µ01 0

µ10 0 µ12

0 µ21 0



=


0 0 0

0 1.9 0

0 0 3.7

+ ε(t)


0 1 0

1 0
√

2

0
√

2 0

 , (C.2)

with a maximum control amplitude |ε| ≤ 0.3 in this example.

C.2 Finding a binary pulse equivalent to a continuous one

by local averaging

Given a Hamiltonian H(t) = H0(t) + ε(t)Hc(t) with some control ε(t), designed controls

might be of “bang–bang” type, taking only two discrete values, or they might be smooth,

continuous controls, possibly bounded in magnitude. From a theoretical bound perspective,

the latter case is subsumed by the former: any smooth, continuous control can be approx-

imated to arbitrarily high accuracy with a particular bang–bang control. Intuitively, one

can see that this might be true: if you oscillate a bang–bang control at high enough fre-

quency, oscillating over smaller time scales than any transitions (real or virtual) induced by

the Hamiltonian, then the wave function will not respond to the particular high-frequency

details of the control but rather to a homogenized average (which will lie between the two

extremes). Mathematically, there is a rich literature on the field of “homogenization” the-

ory [235], for applications from material science to optics. Here, we prove that any smooth,

continuous control can be approximated by a bang–bang control, which then allows us to

use bang–bang controls in the formulation of our bounds. (Note the key point that such

bang–bang controls would not ever need to be implemented; they simply inform us of the

generality of the bounds.)

Suppose that we are interested in the time evolution of the system from t0 to tf , with
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continuous control εc(t) and propagator Uc(tf , t0). We can divide [t0, tf ] into N intervals

of equal length τ = (tf − t0)/N : [t0, t1], [t1, t2], . . . , [tN−1, tN ] (tf = tN ), such that each

interval is shorter than any timescale of the Hamiltonian. We can then write Uc(tf , t0) =

Uc(tN , tN−1) · · ·Uc(t2, t1)Uc(t1, t0). Since each interval is smaller than any transition time

scale, we can apply first-order perturbation theory to each U(ti+1, ti) to analyze the accuracy

of a bang–bang-control approximation. First, we analyze the accuracy of using a first-order

approximation to the time-evolution operator over each interval:

Uc(ti+1, ti) = U0(ti+1, ti)−
i

~

∫ ti+1

ti

dt U0(ti+1, t)HIU0(t, ti)εc(t) + e′i (C.3)

(Taylor expand U0(ti+1, t)HIU0(t, ti) around t = ti)

= U0(ti+1, ti)−
i

~
U0(ti+1, ti)HI

∫ ti+1

ti

dt εc(t)︸ ︷︷ ︸
=Ũc(ti+1,ti)

+ei (C.4)

where U0 is the propagator of H0 and e′i is the error term of the perturbation series of

O
(
τ2
)
. Together with the error due to Taylor expansion of O(τ2), the overall local er-

ror ei is of O(τ2). If we stitch these local approximations back to the global propaga-

tor, i.e. Uc(tf , t0) = Uc(tN , tN−1) · · ·Uc(t2, t1)Uc(t1, t0), we see that the global error is∑N−1
i=0 U0(tN , ti+1)eiU0(ti, t0), which is at most N (∼ 1/τ) copies of O(τ2), which is of

O(τ). Hence the global error goes to zero as τ → 0, and we can approximate Uc with the

local apprxomations Ũc:

Uc(tf , t0) ∼ Ũc(tN , tN−1) · · · Ũc(t2, t1)Ũc(t1, t0) as τ → 0. (C.5)

The above perturbation analysis shows that if we can find a bang–bang control εb(t)

with propagator Ub(tf , t0) whose local approximation Ũb(ti+1, ti) agrees with Ũc(ti+1, ti) up

to the first order in τ , then we will have

Uc(tf , t0) ∼ Ũc(tN , tN−1) · · · Ũc(t1, t0) ∼ Ũb(tN , tN−1) · · · Ũb(t1, t0) ∼ Ub(tf , t0) (C.6)

as τ → 0. This will show the global equivalence between Uc(tf , t0) and Ub(tf , t0). Such an

εb(t) is easy to find: by the form of the perturbation in Eq. (C.4), any choice of εb is valid
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as long as
∫ ti+1

ti
dt εb(t) =

∫ ti+1

ti
dt εc(t) for all i, which can be achieve simply by requiring

the average of the bang–bang control equaling the average of the continuous control. (This

choice of εb(t) over [ti, ti+1] has εb = εmin for a duration t′ and then switch to εb = εmax for

the rest of the time to ti+1, for t′ = εmaxτ−Mi
εmax−εmin

, where Mi =
∫ ti+1

ti
dt εc(t). Certainly, there

are other choices as well.)

We illustrate the above proof numerically through the transmon example in the main

text. We apply a continuous control εc(t) = E cos(ωt) with ω = ω1 and E = 0.5 from

t0 = 0 to T = 12. We want to find a binary pulse with εmax = −εmin = E, such that

the dynamics ψb(t) approaches ψc(t) under the continuous pulse when τ goes to zeros.

We construct such εb(t) according to the method described in the previous paragraph. In

Fig. C.1, we compare ψb with ψc for τ = 1.2 for (a), 0.3 for (c) and 0.15 for (e) and

show their respective pulses in (b), (d) and (f). We see from In Fig. C.1 the the evolution

under each εb(t) (red) gets closer to the evolution under εc(t) (black dash) as τ decreases.

More explicitly, we plot in Fig. C.2 the relative difference between evolution of εc and εb,

measured by
(
∫ T
t0
|ψb(t)−ψc(t)|2)

1
2

(
∫ T
t0
|ψc(t)|2)

1
2

, against τ
T . We can see that the convergence demonstrates

the O(τ) behavior proved above. We emphasize again that the purpose of numerical results

here is to show the equivalence between continuous and binary pulses when τ goes to zero.

In the bound computation, we do not need to find such εb(t) and the bound converges

automatically and faster than O(τ) in the proof .

To conclude, we have proven that for any continuously valued control εc(t) there is a

corresponding binary control εb(t) producing the same time evolution as εc(t), when the

local averaging time τ approaches zero. Hence, a bound derived for bang–bang controls will

include all possible bounded continuous controls as well.

C.3 Local probability conservation laws as a subset of D-

matrix constraints

In this section, we show explicitly that Eq. 4 in the main text, which represents local

probability conservation, is a subset of constraints of Eq. 3 in the main text with Di(t) =

η(t1 − t)I with t ≥ t0, i.e. identity operator I supported from t0 to t1.
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Figure C.1: (a) Comparisons between probability time evolution under εc(t)(red) and εb(t)(black dash) for
all three levels, from t0 = 0 to T = 12. (b) εc(t) = E cos(ωt) is plotted in red and the εb(t) in black, obtained
through averaging for τ = 1.2. (c) and (d), (e) and (f) are similar to (a) and (b), but the former pair is for
τ = 0.3 and the latter is for τ = 0.15 . One can see that as τ gets smaller, the εb(t) oscillates more rapidly
and the evolution gets closer to the one produce by εc(t). For τ = 0.15, the effect of εb(t) and εc(t) are
almost identical.

Now consider Eq. 2 in the main text ,

∫ T

t=t0

∫ T

t′=t0

Φ†(t)Di(t)

[
H−1
c

εmax
δ(t− t′) +

i

~
G+

0 (t, t′)

]
Φ(t′)dt dt′ =

∫ T

t0

Φ†(t)Di(t)U0(t, t0)dt ,(C.7)

where G+
0 (t, t′) = U0(t, t′)η(t− t′). Now with Di(t) = η(t1 − t)I, it becomes

∫ t1

t0

Φ†(t)
H−1
c

εmax
Φ(t)dt+

i

~

∫ t1

t=t0

∫ t

t′=t0

Φ†(t)U0(t, t′)Φ(t′)dt dt′ =

∫ t1

t0

Φ†(t)U0(t, t0)dt . (C.8)

Taking Hermitian conjugation both side of Eq. (C.8), and using U †0(t, t′) = U0(t′, t) and

(H−1
c )† = H−1

c , produces

∫ t1

t0

Φ†(t)
H−1
c

εmax
Φ(t)dt− i

~

∫ t1

t=t0

∫ t

t′=t0

Φ†(t′)U0(t′, t)Φ(t)dtdt′ =

∫ t1

t0

U †0(t, t0)Φ(t)dt (C.9)

Note we can exchange the t, t′ integration in the the following integral

∫ t1

t=t0

∫ t

t′=t0

. . . dt′dt =

∫ t1

t′=t0

∫ t1

t=t′
. . . dtdt′ .
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Figure C.2: The relative difference between evolution of εc and εb, measured by
(
∫ T
t0
|ψb(t)−ψc(t)|2)

1
2

(
∫ T
t0
|ψc(t)|2)

1
2

is plotted

against τ
T

. It shows the O(τ) convergence for small τ .

As a result, the double integral in Eq. (C.9) becomes

∫ t1

t=t0

∫ t

t′=t0

Φ†(t′)U0(t′, t)Φ(t)dt dt′ (exchange t, t′ integrations)

=

∫ t1

t′=t0

∫ t1

t=t′
Φ†(t′)U0(t′, t)Φ(t)dt dt′ (relabeling by t→ t′, t′ → t)

=

∫ t1

t=t0

∫ t1

t′=t
Φ†(t)U0(t, t′)Φ(t′)dtdt′ .

Now we subtract Eq. (C.8) by Eq. (C.9) to obtain the imaginary part of Eq. (C.8), and we

get

1

~

∫ t1

t0

∫ t1

t0

Φ†(t)U0(t, t′)Φ(t′)dtdt′ = 2 Im

∫ t1

t0

Φ†(t)U0(t, t0)dt , (C.10)

which is exactly Eq. 4 in the main text, since U †U = I by probability conservation.∫ t1
t0

Φ†(t)H
−1
c

εmax
Φ(t)dt disappears since its imaginary part is zero. This makes sense since Hc

is a Hermitian matrix and no dissipation is present.

Often Di(t) = δ(t− t′)D is localized at time t′ (D is some constant matrix). To connect

such Di(t) with the above result, we notice that
∫ t1
t0
δ(t − t′)dt′ = η(t1 − t) for t ≥ t0.

As a result, we can interpret the above conservation law as the imaginary part of a linear

combination of constraints with Di(t) = δ(t− t′)I for t0 ≤ t′ ≤ t1, a subset of all D-matrix

constraints. More generally, D is not necessarily I and the real part is also a valid D-matrix

constraint. We thus can interpret the entire set of D-matrix constraints as generalized local

probability conservation laws.
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C.4 Bound formulation for problems with multiple control-

lable terms

In the main text, we only consider problems with a single control. We show here that our

framework extends naturally to problems with multiple controls. Consider a Hamiltonian

H(t) = H0(t) +
∑N

i=1 εi(t)H
i
c(t), where H0(t) is the non-controllable part and

∑N
i=1 εi(t)H

i
c

is the controllable part. To avoid overloading the notation, we here formulate the bound

problem for a two-term problem with H(t) = H0(t) + ε1(t)H1
c + ε2(t)H2

c , which can be

extended to more terms in a straightforward way.

The first step is to write the integral-equation form (analog of Eq. (1) of the main text)

for multiple controls. To do this, we will assume the two controls cannot be turned on at the

same times. (Note that two controls that can be turned on at the same time is equivalent

to three controls that cannot be turned on at the same time, so there is no loss of generality

here.) With two independent controls, the integral equation for U(t, t0) is:

U(t, t0) = U0(t, t0)− i

~

∫ T

t0

G+
0 (t, t′)H1

c (t)ε1(t′)U(t′, t0)− i

~

∫ T

t0

G+
0 (t, t′)H2

c (t)ε2(t′)U(t′, t0)

(C.11)

For times where ε2(t) is zero, we have

U(t, t0) = U0(t, t0)− i

~

∫
{ε1(t) 6=0}

G+
0 (t, t′)H1

c ε1(t′)U(t′, t0)dt′ , (C.12)

and for times where ε1(t) is zero,

U(t, t0) = U0(t, t0)− i

~

∫
{ε2(t) 6=0}

G+
0 (t, t′)H2

c ε2(t′)U(t′, t0)dt′ . (C.13)

We then left multiply U †(t, t0)ε1(t)H1
cDi(t) to Eq. (C.12) and U †(t, t0)ε2(t)H2

cDj(t) to

Eq. (C.13), and integrate over t from t0 to T . Then Eq. (C.12) and Eq. (C.13) become

∫ T

t0

dt U †(t, t0)ε1(t)H1
cDi(t)U(t, t0) =

∫ T

t0

dt U †(t, t0)ε1(t)H1
cDi(t)U0(t, t0)

− i
~

∫ T

t0

dt

∫
{ε1(t)6=0}

dt′ U †(t, t0)ε1(t)H1
cDi(t)G

+
0 (t, t′)H1

c ε1(t′)U(t′, t0) , (C.14)
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and

∫ T

t0

dt U †(t, t0)ε2(t)H2
cDj(t)U(t, t0) =

∫ T

t0

dt U †(t, t0)ε2(t)H2
cDj(t)U0(t, t0)

− i
~

∫ T

t0

dt

∫
{ε2(t)6=0}

dt′ U †(t, t0)ε2(t)H2
cDj(t)G

+
0 (t, t′)H2

c ε2(t′)U(t′, t0) , (C.15)

We define Φ1(t) = ε1(t)H1
cU(t, t0) and Φ2(t) = ε2(t)H2

cU(t, t0). The above equations are

quadratic in Φ1 and Φ2, thus they hold for t′ from t0 and T . Consequently, we can replace

the integral range of t′ by t0 and T and obtain constraints

∫ T

t0

dt

∫ T

t0

dt′Φ†1(t)Di(t)

(
δ(t− t′)(H1

c )−1

ε1max
+
i

~
G+

0 (t, t′)

)
Φ1(t′) =

∫ T

t0

dtΦ†1(t)Di(t)U0(t, t0) ,

(C.16)

and

∫ T

t0

dt

∫ T

t0

dt′Φ†2(t)Dj(t)

(
δ(t− t′)(H2

c )−1

ε2max
+
i

~
G+

0 (t, t′)

)
Φ2(t′) =

∫ T

t0

dtΦ†2(t)Dj(t)U0(t, t0) ,

(C.17)

similar to Eq. (3) in the main text, but now with two different components. In addition to

these two sets of constraints, we also need to impose that only one of ε1(t) and ε2(t) can

be nonzero at any given time, which is represented in the constraint

Φ1(t)Φ†2(t) = 0 for all components, (C.18)

for all times t. Hence bounds for two controls can be formulated as

max.
Φ1,Φ2

f(Φ1,Φ2)

s.t. Equation (C.16) satisfied for all Di(t) ,

Equation (C.17) satisfied for all Dj(t) ,

Φ1(t)Φ†2(t) = 0 for all t , for all components .

One can see immediately how to generalize to multiterm pulse designs. For H(t) =

H0(t) +
∑N

i=1 εi(t)H
i
c, we will have N different Φi with its corresponding sets of quadratic

constraints. We also need to impose that Φi(t)Φ
†
j(t) = 0 for all i 6= j.
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Finally, note that if both ε1(t) and ε2(t) can be nonzero at the same time, it is equivalent

to considering a problem with three controllable terms: ε1(t)H1
c , ε2(t)H2

c , and ε1(t)H1
c +

ε2(t)H2
c , only one of which can be nonzero at any given time.

C.5 Bound formulation for open systems governed by master

equations

In the main text, we only consider problems whose dynamics is governed by the Schrödinger

equation. Now we show how to apply our bound framework to open systems described by

differential equations for the density matrix ρ. In principle, this framework applies to any

equation that is linear in ρ. Here we specifically consider the Lindblad master equation

[236]:

∂

∂t
ρ = − i

~
[H, ρ] +

∑
i

γi

(
AiρA

†
i −

1

2

{
A†iAi, ρ

})
, (C.19)

where we also assume the Hamiltonian has the form H = H0 + ε(t)Hc, and the second

term is the dissipative part. A common trick is to vectorize the equation to form “super-

operators” [236], through flattening the n2 by n2 density matrix ρ into a column vector r

by ordering the columns of ρ in a single vector [237]. Then all operators are transformed

according to this new ordering (basis):

[H, ρ] −→
(
I ⊗H −HT ⊗ I

)
r

=
(
I ⊗H0 −HT

0 ⊗ I
)
r +

(
I ⊗Hc −HT

c ⊗ I
)
r (C.20)

AiρA
†
i −→

(
(A†i )

T ⊗Ai
)
r (C.21)

AiA
†
iρ −→

(
I ⊗A†iAi

)
r (C.22)

ρA†iAi −→
(

(A†iAi)
T ⊗ I

)
r . (C.23)
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If we define the vectorized − i
~ [H0, ρ] by L0, the vectorized dissipative term by LD, and

vectorized − i
~ [Hc, ρ] by Lc, we turn the original equation into

∂

∂t
r = (L0 + LD)r + Lcr . (C.24)

This equation again can be turned into the integral form

r(t) = r0(t) +

∫ T

t0

dt′G+(t, t′)Lc(t
′)r(t′), (C.25)

where r0(t) is the evolution of r without the presence of Lc, and G+(t, t′) is the retarded

Green’s function of ∂
∂tr = (L0 +LD)r. The dissipative nature of the problem is encoded in

G+(t, t′).

Eq. (C.25) is the starting point of the bound formulation, just as Eq. (1) in the main

text for the Schrödinger equation. Carrying out the same manipulations as in the main text

gives the constraints

∫ T

t0

dt r†(t)Lc(t)Di(t)r(t) +

∫ T

t0

dt

∫ T

t0

dt′ r†(t)Lc(t)Di(t)G
+(t, t′)Lc(t

′)r(t′)

=

∫ T

t0

dtr†(t)Lc(t)Di(t)r(t) , (C.26)

which are analogous to Eq. (2) in the main text. The quadratic constraints can then be

formed analogously.

C.6 Numerical details

In this section, we provide details for the numerical scheme used in the main text. Unlike

conventional time-stepping methods to solve initial-value differential equations, we directly

use the integral equation (Eq. (1) of the main text) to solve for the dynamics. We do this

for three reasons: (1) In our bound method, constraints come from the integral equation,

so the discretized form of the integral equation is directly available after solving the bound

problem. (2) Pulse design is straightforward to perform with methods based on the integral

equation. (3) Methods based on the integral equation are equally viable as those based on
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the differential equation.

C.6.1 Nyström discretization

We consider the integral equation in Eq. (1). We consider systems with L levels, modeling

either discrete levels or a subset of continuous states, over times [t0, T ]. Here we isolate a

single column of the time-evolution operator, essentially selecting an initial state |ψ0〉 and

the time-dependent state |ψ(t)〉 = U(t, t0) |ψ0〉. Then the integral equation for |ψ(t)〉 is

|ψ(t)〉 = |ψ0(t)〉 − i

~

∫ t

t0

U0(t, t′)Hcε(t
′)
∣∣ψ(t′)

〉
dt′ , (C.27)

where we have replaced the retarded Green’s function with the time-evolution operator

multiplied by a step function (changing the upper limit of the integral to t). This is in the

form of a Volterra integral equation of the second kind.

The Nyström method [238] for discretizing this equation consistent of defining quadra-

ture nodes {ti}Ni=0Φin[t0, T ] and corresponding weights , and enforcing Eq. (C.27) to hold at

{ti}Ni=0

|ψ(ti)〉 = |ψ0(ti)〉 −
i

~

∫ ti

t0

U0(ti, t
′)Hcε(t

′)
∣∣ψ(t′)

〉
dt′ , i = 0, 1, 2, . . . , N , (C.28)

and then approximating the integral operator by

i

~

∫ ti

t0

U0(ti, t
′)Hcε(t

′)
∣∣ψ(t′)

〉
dt′ ≈

ti∑
j=1

wij
i

~
U0(ti, tj)Hcε(tj)︸ ︷︷ ︸

=Kij

|ψ(tj)〉 . (C.29)

for some weights wij . Then Eq. (C.27) becomes a linear system

|ψ(ti)〉 = ψ0(ti)−
i∑

j=0

wijKij |ψ(tj)〉 , i = 0, 1, 2, . . . , N , (C.30)

or more compactly as

ψ = ψ0 −Aψ , (C.31)

where ψ and ψ0 are column vector of length L(N+1) with the ith column block ψi = |ψ(ti)〉
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and (ψ0)i = |ψ0(ti)〉 respectively. And A is a matrix of size L(N + 1) × L(N + 1) whose

explicit form we will show later. Then ψ can be solved as (I +A)−1ψ0 .

We note that the convergence rate of ψ to the exact value ψ is the same as the order of

quadrature used in Eq. (C.29). The matrix norm of A is provably small, so I+A is always

well-conditioned. To conclude, the scheme we described above is stable and convergences

quickly for good choice of {ti}Ni and weights .

In this work, we use the trapezoidal rule

∫ b

a
f(x)dx ≈ h

2
(f(a) + 2f(a+ h) + . . .+ 2f(b− h) + f(b)) +O(h2) (C.32)

where h is the spacing between the equally spaced nodes from a to b. As a result, the method

we are using has convergence rate equivalent to Runge Kutta of order 2. Without special

techniques for the matrix inversion process, this method is not as efficient as Runge Kutta

of order 2. Despite of this drawback and the fact that higher order methods are available,

the method here is sufficient for the examples we consider. If we apply the trapezoidal rule

to Eq. (C.30), then the nodes {ti}Ni=0Φin[t0, T ] are t0, t1, . . . , tN = T with ti = t0 + ih and

h = T−t0
N . Eq. (C.30) then becomes

|ψ(t0)〉 = |ψ0(t0)〉

|ψ(t1)〉 = |ψ0(t1)〉 − h

2
(K10 |ψ(t0)〉+K11 |ψ(t1)〉)

|ψ(t2)〉 = |ψ0(t2)〉 − h

2
(K20 |ψ(t0)〉+ 2K21 |ψ(t1)〉+K22 |ψ(t2)〉)

...

|ψ(tN )〉 = |ψ0(tN )〉 − h

2
(KN0 |ψ(t0)〉+ 2

N−1∑
j=1

KNj |ψ(tj)〉+KNN |ψ(tN )〉) ,

(C.33)

which is Eq. (C.31) in component form with the trapezoidal rule.

To solve for U , we simply replace the vector ψ by the matrix U =

(
ψ1 ψ2 . . .ψ

L

)
and ψ0 by the matrix U0 =

(
ψ1

0 ψ2
0 . . .ψL0

)
, both of size L(N + 1) × L , where ψi

represents the discretized version of different states wave function
∣∣ψi(t)〉 = U(t, t0)

∣∣ψi0(t0)
〉
.
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By comparing Eq. (C.33) and Eq. (C.30), we can see that the weight wij = h for i 6= j and

wij = h/2 for i = j and wij = 0 for i < j. Then the discretized version of Eq. (1) in the

main text is given by

U = U0 −AU , (C.34)

and U = (I +A)−1U0 .

C.6.2 Discretization for quadratic constraints

With the understanding of how the integral equation is discretized, we are ready to give the

discretization form of Eq. (3), which constitutes the constraints for computing the bound.

Constraints in Eq. (3) are given by

∫ T

t0

dt

∫ T

t0

dt′Φ†(t)Di(t)

(
δ(t− t′)H

−1
c

εmax
+
i

~
G+

0 (t, t′)

)
Φ(t′)

=

∫ T

t0

dtΦ†(t)Di(t)U0(t, t0) , (C.35)

or

∫ T

t0

dt

∫ t

t0

dt′Φ†(t)Di(t)
i

~
U0(t, t′)Φ(t′) +

∫ T

t0

dtΦ†(t)Di(t)
H−1
c

εmax
Φ(t)

=

∫ T

t0

dtΦ†(t)Di(t)U0(t, t0) , (C.36)

We have seen in the previous section on how to discretize the t′ integral. The t integral is in

fact much easier with fixed integration limit, and we can apply the trapezoidal rule directly

to the integral
∫ T
t0

dtf(t) ≈
∑N

i=0wif(ti) with the same equally spaced nodes {ti}Ni=0 and

weights wi in Eq. (C.32) . Then Eq. (C.36) becomes

Φ†DiWGΦ + Φ†DiW
H−1
c

εmax
Φ = Φ†DiWU0 , (C.37)

where Φ and U0 are matrix of size L(N +1)×L. G is the discretized version of the integral

operator
∫ t
t0

dt′U(t, t′). Similar to the way we discretized Eq. (C.29) , we have the ij block
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of G

Gij = wij
i

~
U0(ti, tj) (C.38)

with wij the weight in Eq. (C.33). W is the matrix contains the effect of weights wi from

the t integral, and it is of the from

W =



w0

w2

. . .

wN


⊗ IL×L , (C.39)

where ⊗ is the kroncker product for matrices and IL×L represents an identity matrix of

dimension L. Here H−1
c is

H−1
c = I(N+1)×(N+1) ⊗H−1

c (C.40)

Also, since Di = δ(t− ti)D and D is some constant matrix of dimension L by L, we have

Di =



0

. . .

1

. . .

0


⊗D , (C.41)

where the first diagonal matrix is the discretized δ(t − ti) and is nonzero only in the ith

diagonal entry. D of dimension L by L consists of L2 unit basis matrices. For a two level

system, all possible independent D consists of

1 0

0 0

,

0 1

0 0

,

0 0

1 0

 and

0 0

0 1

 .

Higher dimension systems can be generalized accordingly.

By varying Di over all possible ti and D, we obtain all possible constraints in our

problem in the form of a L by L matrix equality, which must hold componentwise. Φ

can be flattened column by column into a vector, and the equality constraints for each

components can then be transformed into a quadratic constraint of the flattened Φ. Then

semidefinite relaxation can be carried out to form the semidefinite program, which can be
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solved by standard convex optimization package.

C.6.3 Pulse designs via local optimization

In this section, we describe how to efficiently compute the gradient ∂f(U)
∂ε(t) of the objective

f(U) for all t from [t0, T ] by solving for the dynamics twice only. Now, we return to

Eq. (C.34), the discretized version of Eq. (1) in the main text. To make the variables ε(ti)

here more prominent, we separate ε(ti) from A in Eq. (C.34) and write it as

U = U0 −GHcε︸ ︷︷ ︸
=A

U , (C.42)

where

Hc = I(N+1)×(N+1) ⊗Hc , (C.43)

ε =



ε(t0)

ε(t1)

. . .

ε(tN )


⊗ IL×L , (C.44)

andG is given in Eq. (C.38). We also denote the column vector

(
ε(t0) ε(t1) . . . ε(tN )

)T
by p .

The goal here is to compute the discretized gradient ∂f(U)
∂p in a way that the work

required is independent of the number of variable ε(ti) . To do so, we first use the CR

calculus to formally treat U and U∗ as independent variables [239]; the chain rule yields

∂f(U)

∂p
=
∂f(U)

∂U

∂U

∂p
+
∂f(U)

∂U∗
∂U∗

∂p
= 2 Re

∂f(U)

∂U

∂U

∂p
. (C.45)

Then we differentiate Eq. (C.42) with respect to p and obtain

GHc
∂ε

∂p
U = −(I +A)

∂U

∂p
, (C.46)
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and we can solve for ∂U
∂p = −(I +A)−1GHc

∂ε
∂pU . Substituting this into Eq. (C.45) gives

∂f(U)

∂p
= −2 Re

∂f(U)

∂U
(I +A)−1GHc

∂ε

∂p
U . (C.47)

Since G, Hc are known ∂ε
∂p can be calculated analytically, then if we define the so-called

“adjoint” solution [240, 23]

(I +A)TUadj =

(
∂f(U)

∂U

)T
, (C.48)

we can obtain the gradient as

∂f(U)

∂p
= −2 ReUT

adjGHc
∂ε

∂p
U , (C.49)

by solving for Uadj = (I +AT )−1
(
∂f(U)
∂U

)T
from Eq. (C.48) and U = (I +A)−1U0 from

Eq. (C.42) only. This allows rapid computation of ∂f(U)
∂p . Then standard optimization

methods, such as gradient ascent, can be applied to maximize or minimize f(U) . All

designed pulses in the main text are obtained by this approach described here.

C.7 Guide to computing prior-literature bounds

In this section, we describe how we computed the bounds from prior literature in Fig. 1 of

the main text: Mandelstam–Tamm (MT), Margolus–Levitin (ML), and the bounds from

Refs. [7, 8]. We start with the MT bound: the minimum time, which we denote τMT, for a

given evolution is given by

τMT =
π

2∆H
, (C.50)

where the standard deviation ∆H is given by ∆H =
√
〈H2〉 − 〈H〉2. We do not know

the mean of the Hamiltonian over the optimal trajectory, but can bound its square below

by zero, which gives ∆H ≤
√
〈H2〉. We don’t know the value of 〈H2〉 over the opti-

mal trajectory either, but it can be bounded above by the square of the largest possible
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eigenvalue of the Hamiltonian, which we denote λmax. This eigenvalue can be found by

a grid-search-based optimization over all possible instantaneous Hamiltonians (assuming

bounded controls), and we are left with the bound:

τMT ≥
π

2λmax
. (C.51)

The ML bound, which we denote τML, follows similar reasoning. Now given by τML =

π/2〈H〉, we again do not know the mean energy, but can now bound it above by λmax,

which implies that

τML ≥
π

2λmax
. (C.52)

By this reasoning, the MT and ML bounds coincides when presented with uncertainty about

the optimal trajectory and bounded in this way.

Next, we consider the bound of Ref. [7]. In this case, one defines two functions incorpo-

rating information about the controllable and non-controllable Hamiltonians, Hc and H0,

respectively:

C(Ug, Hc) =

√
2
(
d−

∑d
j=1

∣∣∣〈φ(c)
j |Ug|φ

(c)
j 〉
∣∣∣)

2
, (C.53)

C(Ug, H0) =

√
2
(
d−

∑d
j=1

∣∣∣〈φ(0)
j |Ug|φ

(0)
j 〉
∣∣∣)

2
, (C.54)

where Ug is a target evolution operator, d is the dimensionality, and φ
(c)
j and φ

(0)
j are the

eigenfunctions of the controllable and non-controllable Hamiltonians, respectively. From

these functions, the time bounds of Ref. [7] can be written:

T ≥ max

{
2C(Ug, Hc)

‖H0‖
,
2C(Ug, H0)

|fmax|‖Hc‖

}
, (C.55)

where |fmax| is the maximum amplitude of the bounded control parameter. Equation (C.55)

is straightforward to compute, though hard to apply to the maximum transition probability

in a multilevel system, as there is no specific target unitary evolution. In this case, to
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compute a meaningful bound at all (for the sake of comparison), we instead consider the

best numerically-optimized control sequence, and use its evolution operator evaluated at

the final time as the target unitary. In this way, we take a known achievable propagator

and can generate a meaningful bound to compare it to. It should be noted that if one were

to want to derive a strict bound in this way, it would be required to find the smallest bound

over all possible unitaries that correspond to unity probability in the desired state; hence,

our computation of a bound is actually an over-estimate of the “true” bound using this

approach, which is necessarily smaller (and thereby looser).

The bound of Ref. [8] is similarly for a target unitary, but now uses a different expression.

Now, the minimum time is given by:

T ≥ max
V ΦinStab(iHc)

‖[Ug, V ]‖
‖[H0, V ]‖

. (C.56)

This bound arises from maximizing the ratio of norms on the right-hand side of Eq. (C.56)

over all matrices that commute with Hc. Generically, there is no simple way to optimize

over all such matrices. To compute a reasonable bound, then, we choose Hc for V , as it is

guaranteed to commute with itself. Then we evaluate the ratio in Eq. (C.56), again using

a single unitary as described above (instead of minimizing over all possible unitaries). In

both Eq. (C.55) and Eq. (C.56), the Frobenius norm is the norm that is used.
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plasmonic dielectric nanoresonators. Nano Letters, 17(5):3238–3245, 2017.

[215] H. Shim, L. Fan, S. G. Johnson, and O. D. Miller. Fundamental Limits to Near-Field
Optical Response over Any Bandwidth. Phys. Rev. X, 9:11043, mar 2019.

[216] S. Molesky, W. Jin, P. S. Venkataram, and A. W. Rodriguez. T Operator Bounds
on Angle-Integrated Absorption and Thermal Radiation for Arbitrary Objects. Phys.
Rev. Lett., 123(25):257401, 2019.

[217] Y. Ivanenko, M. Gustafsson, and S. Nordebo. Optical theorems and physical bounds
on absorption in lossy media. Opt. Express, 27(23):34323–34342, 2019.

[218] H. Shim, H. Chung, and O. D. Miller. Maximal free-space concentration of electro-
magnetic waves. Physical Review Applied, 14:014007, July 2020.

[219] H. Shim, Z. Kuang, and O. D. Miller. Optical materials for maximal nanophotonic
response (Invited). Optical Materials Express, 10:1561–1585, July 2020.

[220] S. Molesky, P. Chao, W. Jin, and A. W. Rodriguez. Global T operator bounds on
electromagnetic scattering: Upper bounds on far-field cross sections. Phys. Rev. Res.,
2(3):033172, 2020.

[221] M. Gustafsson, K. Schab, L. Jelinek, and M. Capek. Upper bounds on absorption
and scattering. New J. Phys., 22(7):073013, sep 2020.

[222] S. Molesky, P. S. Venkataram, W. Jin, and A. W. Rodriguez. Fundamental limits to
radiative heat transfer: Theory. Phys. Rev. B, 101(3):35408, 2020.

[223] W.-K. Ma, C.-C. Su, J. Jaldén, and C.-Y. Chi. Some results on 16-qam mimo detection
using semidefinite relaxation. In 2008 IEEE International Conference on Acoustics,
Speech and Signal Processing, pages 2673–2676. IEEE, 2008.

[224] L. Greengard and V. Rokhlin. A fast algorithm for particle simulations. Journal of
Computational Physics, 73(2):325–348, 1987.

[225] R. Coifman, V. Rokhlin, and S. Wandzura. The fast multipole method for the wave
equation: A pedestrian prescription. IEEE Antennas and Propagation magazine,
35(3):7–12, 1993.

[226] P. Lalanne, W. Yan, A. Gras, C. Sauvan, J.-P. Hugonin, M. Besbes, G. Demésy,
M. Truong, B. Gralak, F. Zolla, et al. Quasinormal mode solvers for resonators with
dispersive materials. JOSA A, 36(4):686–704, 2019.

[227] P. Yeh and M. Hendry. Optical waves in layered media. PhT, 43(1):77, 1990.

[228] P. Waterman. Matrix formulation of electromagnetic scattering. Proceedings of the
IEEE, 53(8):805–812, 1965.

134



[229] W. Chew, J. Jin, and E. Michielssen. Complex coordinate stretching as a generalized
absorbing boundary condition. Microwave and Optical Technology Letters, 15(6):363–
369, 1997.

[230] W. J. Lentz. Generating bessel functions in mie scattering calculations using continued
fractions. Applied Optics, 15(3):668–671, 1976.

[231] E. A. Muljarov, W. Langbein, and R. Zimmermann. Brillouin-wigner perturbation
theory in open electromagnetic systems. EPL (Europhysics Letters), 92(5):50010,
2011.

[232] P. T. Kristensen, R.-C. Ge, and S. Hughes. Normalization of quasinormal modes in
leaky optical cavities and plasmonic resonators. Physical Review A, 92(5):053810,
2015.

[233] J. Schwinger, L. L. DeRaad Jr, K. Milton, and W.-y. Tsai. Classical electrodynamics.
Westview Press, 1998.

[234] R. A. Horn and C. R. Johnson. Matrix Analysis. Cambridge University Press, New
York, NY, 2nd edition, 2013.

[235] G. W. Milton. The Theory of Composites. Cambridge University Press, 2002.

[236] H.-P. Breuer, F. Petruccione, et al. The theory of open quantum systems. Oxford
University Press on Demand, 2002.

[237] R. A. Horn and C. R. Johnson. Matrix analysis. Cambridge university press, 2012.

[238] K. E. Atkinson. The numerical solution of fredholm integral equations of the second
kind. SIAM Journal on Numerical Analysis, 4(3):337–348, 1967.

[239] K. Kreutz-Delgado. The complex gradient operator and the cr-calculus. arXiv preprint
arXiv:0906.4835, 2009.

[240] G. Strang. Computational science and engineering. Wellesley-Cambridge Press, 2007.

135


	Resonances and Fundamental Bounds in Wave Scattering
	Recommended Citation

	Contents
	List of Figures
	List of Tables
	Acknowledgements
	Introduction
	Overview of this thesis

	Preliminaries
	Maxwell equations
	Important classes of material B
	Passivity 
	Reciprocity

	Scattering and volume integral equations
	Scattering channels 
	Power orthonormal basis
	Representation of in and out fields

	Scattering matrix representation
	Summary

	Resonant Scattering 
	Coupled mode point of view 
	Weak coupling
	Coupled mode theory
	Strong coupling

	Quasinormal mode
	Normalization issue
	Unconjugated orthogonality and normalization

	Previous works
	Summary

	Quasinormal Coupled Mode Theory (QCMT) 
	From Maxwell to QCMT
	QCMT Eqn 1: QNM amplitudes
	QCMT Eqn 2: Outgoing-channel wave amplitudes

	Quasinormal coupled mode theory
	Pole expansion representations
	Simplified QCMT equation
	Resonant expansion of S matrices

	QCMT Computations
	When is CMT accurate?
	Conclusions

	Brightness Theorem in Ray Optics 
	Classical brightness theorem and étendue 
	Rays in phase space
	Connection to thermodynamics

	Derivation of the brightness theorem
	Applications to optical designs 
	Difficulties in the extension to wave optics

	Brightness Theorem for Nanophotonics 
	Concentration bounds
	Wave étendue
	Metasurface design
	Étendue tranmission
	Conclusion

	Optimization Frameworks in Nanophotonics 
	Nanophotonics design
	Binary versus grayscale designs

	Local optimization approach: inverse designs
	Direct gradient calculation with 2n simulations
	Adjoint gradient calculation with 2 simulations
	Deficiency of local optimization

	Global bounds: convexification of nanophotonics designs 
	Optical theorem as a single quadratic constraint
	Local conservation laws as infinite quadratic constraints
	Semidefinite relaxation of QCQP 

	Summary

	Fundamental Limits in Quantum Control 
	Quantum control landscape
	Formulation of bound framework
	Probabilistic interpretation of constraints
	Equivalence between QCQP and original control problem 
	Semidefinite relaxation

	Applications
	Three-level quantum systems
	Decoherence with a spin bath
	Hadamard gate

	Conclusion

	Outlook
	Appendix of ``Quasinormal coupled-mode theory''
	Examples of S Matrix with Quasinormal Mode Expansion
	QNM expansion of Fabry-Perot slab 
	QNM expansion of Mie sphere

	Derivation of 2nd QCMT equation in special cases
	Fabry-Perot slabs
	Mie spheres

	Applications of Mittag-Leffler expansion
	Equivalence between decomposition approaches
	Resonant and background part


	Appendix of ``Brightness Theorem for Nanophotonics''
	Deriving the classical brightness theorem from its wave-scattering generalization
	Alternative Proof for the brightness-concentration inequality
	Coupled-mode theory for étendue transmission

	Appendix of ``Quantum Control Bounds''
	Three-level Hamiltonians 
	Finding a binary pulse equivalent to a continuous one by local averaging 
	Local probability conservation laws as a subset of D-matrix constraints 
	Bound formulation for problems with multiple controllable terms 
	Bound formulation for open systems governed by master equations 
	Numerical details 
	Nyström discretization
	Discretization for quadratic constraints
	Pulse designs via local optimization

	Guide to computing prior-literature bounds 

	Bibliography

