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Abstract

On Integrals Of Matrix Coe�cients Associated To Spherical Models

Elad Daniel Zelingher

2022

We de�ne a local ingredient of the Ichino�Ikeda conjecture for isometry groups,

for representations arising as local components of irreducible automorphic cuspidal

representations lying in generic packets, without assuming temperedness everywhere.

The representations in consideration are parabolically induced from characters and a

tempered representation.
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CHAPTER 1

Introduction

In the 1990s, Gross and Prasad stated a fascinating conjecture relating the van-

ishing of a period associated to automorphic representations of two special orthogonal

groups to the value of the tensor product L-function of these representations at the

point s = 1
2
[13]. Later, in 2009, Ichino and Ikeda stated a beautiful re�nement of this

conjecture [17]. Their re�nement expresses the square of the absolute value of the

period as a product of an L-function and a product of certain local periods. Later, in

his PhD thesis, Harris stated the analogous conjecture for unitary groups [16]. Since

then much progress has been done on the Ichino�Ikeda conjecture for unitary groups,

see [35, 5, 4].

In the statement of the Ichino�Ikeda conjectures mentioned above, one assumes

that the representations involved are irreducible cuspidal automorphic representations

that are tempered at all places. The temperedness assumption is crucial, as it allows

one to de�ne the local periods, which are a key ingredient for the statement of the

conjecture. The Ramanujan conjecture speculates that irreducible cuspidal automor-

phic representations that lie in a generic packet are already tempered everywhere, see

[24]. However, the Ramanujan conjecture does not seem at reach anywhere in the

near future: not much progress has been made since [25].

In this work, we explain how to de�ne the local periods for local components of

representations lying in a generic packet, without assuming temperedness. We focus

on principal series representations, as we are not able to solve this problem for other

cases. We hope to come back to this problem in the future.

The starting point for our work is a result of Moeglin and Waldspurger that ex-

plains how one can de�ne the local integral of matrix coe�cients using �meromorphic
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1.1. The Ichino�Ikeda conjecture

continuation�. We show that the quotient of this meromorphic continuation with the

remaining factor of the local invariant is well de�ned in our domain of interest. This

domain is guaranteed by the trivial bound for the Ramanujan conjecture for cuspidal

automorphic representations.

1.1. The Ichino�Ikeda conjecture

Note: This is the only section where we consider the global setting. In other

sections, we will always consider the local setting.

Let F be a number �eld, and let E = F or E/F be an étale quadratic algebra.

Let σ be a generator of Aut(E/F ). Let (Vn, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear

space of rank n over E, and let Vn+1 = Vn ⊕⊥ Ee, where ⟨e, e⟩ ≠ 0. We consider the

isometry groups G(Vn) and G(Vn+1) of Vn and Vn+1, respectively.

Let πn and πn+1 be irreducible cuspidal automorphic representations of G(Vn) and

G(Vn+1), respectively. We assume that both πn and πn+1 lie in generic packets. The

global Gan�Gross�Prasad conjecture [9] considers the period (φn ∈ πn, φn+1 ∈ πn+1)

PGGP(φn, φn+1) =

∫
G(Vn)(F )\G(Vn)(AF )

φn(gn)φn+1(gn)dgn,

and relates it to the special L-function value L(1
2
, Std(πn)× Std(πn+1)). In particular,

it speculates that if the special L-function value is zero, then the period PGGP is

identically zero.

The Ichino�Ikeda conjecture can be seen as a re�nement of this conjecture. It

roughly states that the period can be written as a product of certain local periods.

To explain the motivation for this conjecture we explain the phenomenon in a special

case.

Suppose that E = F × F , then G(Vn) ∼= GLn and G(Vn+1) ∼= GLn+1. In this

case, if πn and πn+1 are irreducible cuspidal automorphic representations of GLn and

GLn+1 respectively, then πn and πn+1 are unitarizable and generic, and it is known

2



1.1. The Ichino�Ikeda conjecture

[23, Theorem 1.4] that

PGGP(φn, φn+1) = L(1
2
, πn+1 × πn)

∏
v

Ψv(s,Wn,v,Wn+1,v)

L(s, πn+1,v × πn,v)
|s= 1

2
.

Here, we realize πn,v (respectively πn+1,v) via its Whittaker model with respect to

an additive character ψ : F → C× (respectively, with respect to ψ−1 : F → C×).

We also assume that φn =
⊗

vWn,v and φn+1 =
⊗

vWn+1,v are decomposable, and

Ψv(s,Wn,v,Wn+1,v) are the Rankin�Selberg integrals

Ψv(s,Wn,v,Wn+1,v) =

∫
Nn(Fv)\GLn(Fv)

Wn,v(gn,v)Wn+1,v(gn,v) |det gn,v|s−
1
2

v dgn,v.

The integral Ψv(s,Wn,v,Wn+1,v) converges for Re s large, and admits a meromorphic

continuation to the entire plane, which we continue to denote by the same symbol.

The quotient Ψv(s,Wn,v ,Wn+1,v)

L(s,πn+1,v×πn,v)
is an entire function, hence we can evaluate it at s = 1

2
.

For almost all v, we have that πn,v and πn+1,v are unrami�ed representations, and that

Wn,v = W ◦
n,v and Wn+1,v = W ◦

n+1,v are the normalized spherical Whittaker functions.

Therefore, for almost every v, the quotient Ψv(s,Wn,v ,Wn+1,v)

L(s,πn+1,v×πn,v)
is 1, and hence the product

over v is actually a �nite product.

The Ichino�Ikeda conjecture suggests that a formula of the following form should

hold (φn ∈ πn, φn+1 ∈ πn+1, φ
∨
n ∈ π∨

n , φ
∨
n+1 ∈ π∨

n+1):

PGGP(φn, φn+1)PGGP(φ
∨
n , φ

∨
n+1)

∼L(1
2
, πn+1, πn)

∏
v

Pπn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v),

where φn =
⊗

v φn,v, φn+1 =
⊗

v φn+1,v, φ
∨
n =

⊗
v φ

∨
n,v, φ

∨
n+1 =

⊗
v φ

∨
n+1,v are decom-

posable, and ∼ means that both sides are identical up to a well understood invertible

rational number (independent of φn, φn+1, φ
∨
n , φ

∨
n+1). In order for this conjecture to

make sense, we need to de�ne L(1
2
, πn+1, πn) and Pπn,v ,πn+1,v(φn,v, φn+1,v;φ

∨
n,v, φ

∨
n+1,v).

We will also have to add some further assumptions on πn and πn+1.

3



1.1. The Ichino�Ikeda conjecture

We move to explain the motivation for the de�nitions of Pπn,v ,πn+1,v and

L(1
2
, πn+1, πn) in the Ichino�Ikeda conjecture. We have that the assignment

(φn, φn+1;φ
∨
n , φ

∨
n+1) 7→ PGGP(φn, φn+1)PGGP(φ

∨
n , φ

∨
n+1)

de�nes an element of

HomG(Vn)(AF )(πn ⊗ πn+1, 1)⊠ HomG(Vn)(AF )(π
∨
n ⊗ π∨

n+1, 1).

Hence, we should take Pπn,v ,πn+1,v to be in the space

(1.1.1) HomG(Vn)(Fv)(πn,v ⊗ πn+1,v, 1)⊠ HomG(Vn)(Fv)(π
∨
n,v ⊗ π∨

n+1,v, 1).

By [1], the latter space is of dimension at most 1. A distinguished element of the

latter space is given, at least formally, by

απn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v)

=

∫
G(Vn)(F )

⟨πn,v(gn,v)φn,v, φ
∨
n,v⟩⟨πn+1,v(gn,v)φn+1,v, φ

∨
n+1,v⟩dgn,v.

The integral de�ning απn,v ,πn+1,v absolutely converges if πn,v and πn+1,v are tempered.

Under the assumption that πn,v and πn+1,v are tempered, it is shown by Waldspurger

[32, Proposition 5.7] and by Sakellaridis�Venkatesh [30, Theorem 6.4.1] that the space

(1.1.1) is spanned by απn,v ,πn+1,v (see also the work by Beuzart-Plessis [3, Theorem

7.2.1]). If πn,v and πn+1,v are tempered, and if v is an unrami�ed place (with other

certain assumptions) and all data is unrami�ed, then

απn,v ,πn+1,v(φ
◦
n,v, φ

◦
n+1,v;φ

◦∨
n,v, φ

◦∨
n+1,v) = ∆n+1,v

L(1
2
, Std(πn,v)× Std(πn+1,v))

L(1, πn,v,Ad)L(1, πn+1,v,Ad)
,

where ∆n+1,v is a product of values of L factors of characters depending on Vn+1 and

v. We denote for every v

L(s, πn+1,v, πn,v) = ∆n+1,v

L(1
2
, Std(πn,v)× Std(πn+1,v))

L(1, πn,v,Ad)L(1, πn+1,v,Ad)
.

4



1.1. The Ichino�Ikeda conjecture

We de�ne a normalized version of απn,v ,πn+1,v , so that it will evaluate to 1 for unram-

i�ed data:

Pπn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v) =

απn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v)

L(1
2
, πn+1,v, πn,v)

.

This is done with analogy to the fact that the quotient Ψv(s,Wn,v ,Wn+1,v)

L(s,πn+1,v×πn,v)
|s= 1

2
above

equals 1 for unrami�ed data.

Assume from now on that φn =
⊗

v φn,v, φn+1 =
⊗

v φn+1,v, φ
∨
n =

⊗
v φ

∨
n,v,

φ∨
n+1 =

⊗
v φ

∨
n+1,v are decomposable. In light of the result of Waldspurger and

Sakellaridis�Venkatesh, we must have that if πn,v and πn+1,v are tempered every-

where, then

PGGP(φn, φn+1)PGGP(φ
∨
n , φ

∨
n+1) = Cπn,πn+1

∏
v

Pπn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v),

where Cπn,πn+1 is a constant. The Ichino�Ikeda conjecture describes the constant

Cπn,πn+1 .

The current Ichino�Ikeda conjecture [17, 16, 33] asserts that if πn,v and πn+1,v

are tempered for every v, then, with respect to the Tamagawa measure, we have that

PGGP(φn, φn+1)PGGP(φ
∨
n , φ

∨
n+1)

=
1

2β
L(1

2
, πn+1, πn)

∏
v

Pπn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v),

where β ≥ 0 is some integer, and where

L(s, πn+1,v, πn,v) = ∆n+1,v
L(s, Std(πn,v)× Std(πn+1,v))

L(s+ 1
2
, πn,v,Ad)L(s+

1
2
, πn+1,v,Ad)

and L(1
2
, πn+1, πn) is given by considering the meromorphic continuation of the Euler

product

L(s, πn+1, πn) =
∏
v

L(s, πn+1,v, πn,v).

We note that the current conjecture can be also stated without having to de�ne

L(s, πn+1,v, πn,v) at every place: let S be a �nite set of places such that for v /∈ S,

5



1.1. The Ichino�Ikeda conjecture

we have that v is unrami�ed and that φn,v, φn+1,v, φ
∨
n,v, φ

∨
n+1,v are spherical vectors as

above. Then the Ichino�Ikeda conjecture can be formulated as

PGGP(φn, φn+1)PGGP(φ
∨
n , φ

∨
n+1)

=
1

2β
LS(1

2
, πn+1, πn)

∏
v∈S

απn,v ,πn+1,v(φn,v, φn+1,v;φ
∨
n,v, φ

∨
n+1,v),

where LS(s, πn+1, πn) is the partial Euler product

LS(s, πn+1, πn) =
∏
v/∈S

L(s, πn+1,v, πn,v).

The assumption that πn,v and πn+1,v are tempered for every v is crucial for the

statement of the Ichino�Ikeda conjecture, since otherwise the local periods Pπn,v ,πn+1,v

are not de�ned. The generalized Ramanujan conjecture speculates that if πn (respec-

tively πn+1) lies in a generic packet, then πn,v (respectively πn+1,v) is already tempered

for every v. However, this conjecture is far from being known.

We remark that in [26, Lemme 1.7], Moeglin and Waldspurger provided a mero-

morphic continuation for απn,v ,πn+1,v that is holomorphic under the assumption that

the exponents (σπn(v, i))i and (σπn+1(v, i))i of πn and πn+1, respectively, satisfy the

inequalities

max
i

|σπn(v, i)| <
1

2
, max

j

∣∣σπn+1(v, j)
∣∣ < 1

2
,(1.1.2)

max
i,j

∣∣σπn(v, i)± σπn+1(v, j)
∣∣ < 1

2
.(1.1.3)

While the inequalities in (1.1.2) are known to be true (the trivial bound of Jacquet�

Shalika [18, Corollary 2.5]), the inequality in (1.1.3) is not known to be true in general.

However, it holds for n = 2, see [6, Section 5.2].

We would like to bypass the Ramanujan conjecture and state an Ichino�Ikeda

conjecture, given that πn and πn+1 lie in generic packets (equivalently, given that

their base change is an isobaric sum of self-dual cuspidal representations of the correct

sign). In order to do that, we need to de�ne L(s, πn+1, πn) and Pπn,v ,πn+1,v for every

6



1.2. The main result

v. The de�nition of L(s, πn+1, πn) is available thanks to the existence of weak base

change [2, 27, 19, 7]. In this work, we provide a de�nition of Pπn,v ,πn+1,v for places v

where πn,v and πn+1,v are given by principal series representations. Our work shows

that for places v, where πn,v and πn+1,v are principal series, a holomorphic extension

is possible for Pπn,v ,πn+1,v , i.e., for the normalized version of απn,v ,πn+1,v , under the

assumption that the inequalities in (1.1.2) hold.

1.2. The main result

We state a version of our main result. Let F be a p-adic �eld and let E = F or

E/F be a quadratic �eld extension. Let σ be a generator of Aut(E/F ).

For every non-negative integer k, we will consider a σ-sesquilinear space Vk of

rank k, such that its isometry group G(Vk) is quasi-split. For a non-negative even

integer 2m, we set V2m to be a σ-sesquilinear space of rank 2m over E, spanned by

the orthogonal basis bm, . . . , b1, b−1, . . . , b−m, where for every 1 ≤ i ≤ m,

⟨bi, bi⟩ = 1,

⟨b−i, b−i⟩ = −1.

We view V2m as a subspace of V2m+2 using the obvious identi�cation. For an odd

integer 2m+ 1, we de�ne V2m+1 as the following subspace of V2m+2:

V2m+1 = E(bm+1)⊕ V2m.

Denote by G(Vk) the isometry group of Vk. For 1 ≤ i ≤ m, let fi = bi + b−i ∈ V2m.

Then the space

spanE(f1, . . . , fm)

is a maximal totally isotropic subspace of V2m and of V2m+1.

Consider the following �ag:

Fm : Efm ⊂ Efm ⊕ Efm−1 ⊂ · · · ⊂ Efm ⊕ · · · ⊕ Ef1.

7



1.2. The main result

Denote by P2m = PFm,G(V2m) (respectively, P2m+1 = PFm,G(V2m+1)) the parabolic sub-

group of G(V2m) (respectively, of G(V2m+1)) stabilizing the �ag Fm. Then P2m

has Levi part isomorphic to (ResE/F E
×)m, and P2m+1 has Levi part isomorphic to

(ResE/F E
×)m ×G(V1).

Let a = (a1, . . . , am) be a tuple of complex numbers. Let ω1, . . . , ωm : E× → C× be

unitary characters. We de�ne the principal series representation of G(V2m) associated

to the characters ω1, . . . , ωm with the parameter a to be the following (normalized)

parabolically induced representation:

πa
2m = Πa(ω1, . . . , ωm) = I

G(V2m)
P2m

(|·|am ωm ⊠ · · ·⊠ |·|a1 ω1).

Let b = (b1, . . . , bm) be a tuple of complex numbers. Let µ1, . . . , µm : E× →

C× be unitary characters. Let π1 : G(V1) → C× be a character of G(V1). We

de�ne the principal series representation of G(V2m+1) associated to the characters

π1, µ1, . . . , µm with the parameter b to be the following (normalized) parabolically

induced representation:

πb
2m+1 = Πb(π1, µ1, . . . , µm) = I

G(V2m+1)
P2m+1

(|·|bm µm ⊠ · · ·⊠ |·|b1 µ1 ⊠ π1).

Given a non-negative integer n and admissible representations πn and πn+1 of

G(Vn) and G(Vn+1), respectively, we de�ne

απn,πn+1(fn, fn+1; f
∨
n , f

∨
n+1) =

∫
G(Vn)

⟨πn(gn)fn, f∨
n ⟩

〈
πn+1(gn)fn+1, f

∨
n+1

〉
dgn,

where fn ∈ πn, fn+1 ∈ πn+1, f
∨
n ∈ π∨

n , f
∨
n+1 ∈ π∨

n+1. Then απn,πn+1 absolutely

converges when πn and πn+1 are tempered representations.

We are now ready to state our main result.

Theorem 1.2.1. Let n be a non-negative integer. Let πa
n and πb

n+1 be principal

series representations of G(Vn) and G(Vn+1), with parameters a and b, respectively.

Then for every holomorphic sections fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, f
∨a
n ∈ π∨a

n , f∨b
n+1 ∈ π∨b

n+1,

8



1.2. The main result

the assignment

(a, b) 7→
α
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1)

L(πa
n, π

b
n+1)

,

originally de�ned only for a and b imaginary, has a holomorphic continutation to

the entire plane. Moreover, the holomorphic continuation is a polynomial, i.e., an

element of C[q±a, q±b].

Here, L(πa
n, π

b
n+1) is an L-factor de�ned in Section 3.6 using the doubling method,

which should be thought of as the value L(1
2
, Std(πb

n+1)× Std(πa
n)).

9



CHAPTER 2

Statement of the main result

2.1. Isometry groups notations

Let F be a p-adic �eld. Let q be the cardinality of the residue �eld of F . Let

E = F or E/F be an étale quadratic algebra, that is, E/F is a quadratic �eld

extension or E = F × F . Let σ be a generator of Aut(E/F ) (if E = F , then σ is the

identity map).

Let E× be the multiplicative group of E, i.e., the group consisting of all invertible

elements of E. If E is a �eld then E× = E \ {0}. Otherwise, if E = F × F , then

E× = F× × F×, where F× = F \ {0}. In both cases, each character of E× can be

represented as a product of a unitary character and an unrami�ed character. We will

often say �Let (s, χ) be a parameter for a character of E×�, �s is imaginary�, �Re s is

large�. By this we mean:

• If E is a �eld, then s ∈ C, χ : E× → C× is a unitary character, and we

denote by |·|s χ the character E× → C× given by x 7→ |x|sE · χ(x). We say

that s is imaginary if s ∈
√
−1 · R. We say that Re s is large whenever the

real part of s is large.

• If E = F × F , then s = (s1, s2) ∈ C2, χ = (χ1, χ2), where χ1, χ2 : F
× → C×

are unitary characters, and we denote by |·|s χ the character F××F× → C×

given by (x1, x2) 7→ |x1|s1F |x2|s2F · χ1(x1)χ2(x2). We say that s is imaginary

if s ∈
√
−1 · R2. We say that Re s is large whenever both the real parts

of s1 and s2 are large. If s = (s1, s2) ∈ C2 and t = (t1, t2) ∈ C2, we write

Re s > Re t if Re s1 > Re t1 and Re s2 > Re t2.

10



2.1. Isometry groups notations

By a parameter s of an unrami�ed character of E×, we mean a parameter (s, χ) for a

character of E×, where χ is the trivial character. We denote in this case |·|s = |·|s χ.

If E = F × F , we mean χ = (1, 1), where 1 : F× → C× is the trivial character.

Let a = (ai)
r
i=1 be a tuple of parameters for unrami�ed characters of E×.

• If E is a �eld, we denote C[q±a] = C[qai , q−ai ]i=1,...,r, Re a = (Re ai)
r
i=1, and

∥Re a∥ = max
i=1,...,r

|Re ai|.

• If E = F × F , write ai = (ai1, ai2) ∈ C2. We denote C[q±a] =

C[qai , q−ai ]i=1,...,r = C[qaij , q−aij ]i=1,...,r
j=1,2

, Re a = (Re aij)i=1,...,r
j=1,2

, and

∥Re a∥ = max
i=1,...,r
j=1,2

|Re aij|.

In both cases we denote by C(q±a) the ring of fractions of C[q±a], which we refer to

as the ring of rational functions in q−a.

Suppose that (V, ⟨·, ·⟩) is a non-degenerate σ-sesquilinear space of �nite rank over

E, with respect to the involution σ. By this we mean that the form

⟨·, ·⟩ : V ×V → E

satis�es for α1, α2 ∈ E and for v1, v2, w ∈ V

⟨α1v1 + α2v2, w⟩ = α1⟨v1, w⟩+ α2⟨v2, w⟩,

⟨v1, v2⟩ = σ(⟨v2, v1⟩),

and that the form ⟨·, ·⟩ is non-degenerate, i.e., for any 0 ̸= v ∈ V, there exists w ∈ V,

such that ⟨v, w⟩ ≠ 0.

Denote by G(V) the isometry group ofV, that is, the subgroup of ResE/F GLE(V)

consisting of elements g ∈ ResE/F GLE(V), such that ⟨gv, gw⟩ = ⟨v, w⟩, for every

v, w ∈ V.

A subspace X ⊂ V is called totally isotropic if for every x1, x2 ∈ X we have

⟨x1, x2⟩ = 0. If X,Y ⊂ V are both totally isotropic subspaces, then we say that X

and Y are dual if the map X ×Y → E, (x, y) 7→ ⟨x, y⟩ is non-degenerate.
11



2.2. Representations of isometry groups

If E = F × F , then V can be written as V = XV × X∨
V, where XV is a vec-

tor space over F , and X∨
V is its dual, and the form is given by ⟨(x, x∨), (y, y∨)⟩ =

(⟨x, y∨⟩, ⟨y, x∨⟩). In this case, the isometry group G(V) is isomorphic to GLF (XV),

via the isomorphism sending g ∈ GLF (XV) to the map XV × X∨
V → XV × X∨

V,

de�ned by (x, x∨) 7→ (gx, x∨ ◦ g−1).

2.2. Representations of isometry groups

Let (V, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear space. Suppose that we have a

decomposition

(2.2.1) V = Xr ⊕ · · · ⊕X1 ⊕W ⊕Y1 ⊕ · · · ⊕Yr,

where:

(1) W ⊂ V is a non-degenerate subspace.

(2) The spaces X1, . . . ,Xr,Y1, . . . ,Yr are totally isotropic and orthogonal to

W.

(3) For every i ̸= j, Xi (respectively Yi) is orthogonal to Xj and Yj.

(4) For every i, Xi and Yi are dual.

Consider the following �ag:

F : Xr ⊂ Xr ⊕Xr−1 ⊂ · · · ⊂ Xr ⊕ · · · ⊕X1.

Let PF ,G(V) ⊂ G(V) be the parabolic subgroup stabilizing this �ag. It has Levi part

isomorphic to

ResE/F GLE(Xr)× · · · × ResE/F GLE(X1)×G(W).

Let τ1, . . . , τr be irreducible admissible representations of the F -points of

ResE/F GLE(X1), . . . , ResE/F GLE(Xr) respectively, and let πW be an irre-

ducible admissible representation of G(W). Let a = (ai)
r
i=1 be a tuple of parameters

12



2.3. Conjectural standard transfer

for unrami�ed characters of E×. We consider the (normalized) parabolic induction

(2.2.2) Πa = Πa(πW, τ1, . . . , τr) = I
G(V)
PF,G(V)

(|det|ar τr ⊠ · · ·⊠ |det|a1 τ1 ⊠ πW).

We have the following classi�cation of irreducible representations of G(V):

Theorem 2.2.1. [11, Section 8.4]

(1) Suppose that πW, τ1, . . . , τr are tempered and Re ar > · · · > Re a1 > 0. Then

Πa has a unique irreducible quotient, which we denote by J(Πa). J(Πa) is

called the Langlands quotient of Πa.

(2) Conversely, every irreducible representation of G(V) is isomorphic to a Lang-

lands quotient J(Πa(πW, τ1, . . . , τr)), for some decomposition as in (2.2.1),

some irreducible tempered representations πW, τ1, . . . , τr, and some a1, . . . , ar

with Re ar > · · · > Re a1 > 0.

We move to de�ne special sections of the representation Πa.

Let K ⊂ G(V) be a maximal compact subgroup in good position with respect

to PF ,G(V). We have the Iwasawa decomposition G(V) = PF ,G(V)K. We say that

a section fa ∈ Πa is standard with respect to K if its restriction to the subgroup

K is independent of a, i.e., the value fa(k) does not depend on a for any k ∈ K.

We say that a section fa ∈ Πa is holomorphic (respectively meromorphic) if for

any g ∈ G(V), there exist polynomials (pg,i(q
−a))

Ng

i=1 ⊂ C[q±a] (respectively rational

functions (pg,i(q
−a))

Ng

i=1 ⊂ C(q±a)) and vectors (vg,i)
Ng

i=1 ⊂ τr⊠ · · ·⊠τ1⊠πW, such that

fa(g) =
∑Ng

i=1 pg,i(q
−a)vg,i. The subspace of holomorphic (respectively meromorphic)

sections is invariant under the action of G(V).

2.3. Conjectural standard transfer

Let (V, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear space of �nite rank over E, and

let π be an irreducible admissible representation of G(V). Then, conjecturally, there

exists an irreducible admissible representation Std(π) of GLN(E) for a suitable N

13



2.3. Conjectural standard transfer

(depending only on the rank of V and on the type of E) corresponding to the stan-

dard transfer (known as base change in the case of unitary groups) of the Langlands

parameter of π.

When π is unrami�ed, Std(π) is an unrami�ed representation de�ned using the

Satake parameter of π. In the general case, we expect Std(π) to have the following

properties:

(1) If π is tempered, then Std(π) is tempered.

(2) If E/F is a quadratic extension and V is one-dimensional, then

G(V) ∼= E1 =
{
x ∈ E× | xσ(x) = 1

}
.

Then π is a character χV : E1 → C×, and its standard transfer is given by

the character Std(χV) = χV,E : E× → C×, de�ned by the formula

χV,E(x) = χV

(
x

σ(x)

)
.

(3) If E = F×F , then G(V) is isomorphic to GLN(F ), where N is the rank of V

over E. Then π is an irreducible representation of GLN(F ), and Std(π) = π⊠

π∨ is an irreducible admissible representation of GLN(E) = GLN(F × F ) =

GLN(F )×GLN(F ).

(4) Suppose that V has a decomposition as in (2.2.1), and let π = J(Πa) as in

Theorem 2.2.1. Then Std(π) is the Langlands quotient of the representation

|det|ar τr × · · · × |det|a1 τ1 × Std(πW)× |det|−a1 τ∨,σ1 × · · · × |det|−ar τ∨,σr ,

where × denotes parabolic induction, and τ∨,σi = τ∨i ◦ σ, where τ∨i is the

contragredient representation of τi.

For our purposes, we extend the notion of Std(Πa) for Πa as in (2.2.2) with ∥Re a∥ < 1
2
,

even if Πa is not irreducible. We de�ne a naive standard transfer Std(Πa) by the

14



2.4. Integrals of matrix coe�cients

formula

|det|ar τr × · · · × |det|a1 τ1 × Std(πW)× |det|−a1 τ∨,σ1 × · · · × |det|−ar τ∨,σr ,

where again ∥Re a∥ < 1
2
. We have that Std(Πa) is irreducible.

2.4. Integrals of matrix coe�cients

Let (Vn+1, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear space, and suppose that

Vn+1 = Vn ⊕ Ee, where Vn ⊂ Vn+1 is a non-degenerate subspace, and e ∈ Vn+1

is orthogonal to Vn. Let πn and πn+1 be irreducible admissible representations of

G(Vn) and G(Vn+1), respectively. The local integral considered in the statement of

the Ichino�Ikeda conjecture [17, 16, 33] is de�ned by the formula

απn,πn+1(vn, vn+1; v
∨
n , v

∨
n+1) =

∫
G(Vn)

⟨πn(gn)vn, v∨n ⟩⟨πn+1(gn)vn+1, v
∨
n+1⟩dgn,

where vn ∈ πn, vn+1 ∈ πn+1, v
∨
n ∈ π∨

n , v
∨
n+1 ∈ π∨

n+1. This integral absolutely converges

whenever the representations πn and πn+1 are tempered [17, Proposition 1.1], [16,

Proposition 2.1].

We have the following unrami�ed computation. If E/F is a quadratic �eld ex-

tension, suppose that E/F is unrami�ed. Suppose that πn and πn+1 are unrami�ed

representations, then for the data v◦n ∈ πn, v
◦
n+1 ∈ πn+1, v

∨◦
n ∈ π∨

n , v
∨◦
n+1 ∈ π∨

n+1, where

all vectors are spherical, and ⟨v◦n, v∨◦n ⟩ = ⟨v◦n+1, v
∨◦
n+1⟩ = 1, we have [16, Section 2.2.3]:

απn,πn+1(v
◦
n, v

◦
n+1; v

∨◦
n , v∨◦n+1) = ∆n+1 ·

L(1
2
, Std(πn)× Std(πn+1))

L(1, πn,Ad) · L(1, πn+1,Ad)
,

where:

• If E = F and n = 2m, then ∆n+1 =
∏m

i=1 L(2i, 1).

• If E = F and n = 2m − 1, let FVn+1 be the discriminant �eld of Vn+1, and

let χVn+1 : F× → C× be the character associated to FVn+1/F by local class

�eld theory. Then ∆n+1 =
∏m−1

i=1 L(2i, 1) · L(m,χVn+1).
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2.5. Statement of the problem

• If E/F is a quadratic �eld extension, let χE/F be the quadratic character

associated to the �eld extension E/F by local class �eld theory. Then∆n+1 =∏n+1
j=1 L(j, χ

j
E/F ).

• If E = F × F , then ∆n+1 =
∏n+1

j=1 L(j, 1).

2.5. Statement of the problem

The Ichino�Ikeda conjecture considers a normalized version of α, the integral of

matrix coe�cients from 2.4, normalized so that the unrami�ed computation gives the

value 1, i.e., it considers the functional Pπn,πn+1

Pπn,πn+1(vn, vn+1; v
∨
n , v

∨
n+1) = ∆−1

n+1 ·
L(1, πn,Ad) · L(1, πn+1,Ad)

L(1
2
, Std(πn)× Std(πn+1))

× απn,πn+1(vn, vn+1; v
∨
n , v

∨
n+1).

Our goal is to understand how to make sense of Pπn,πn+1 for non-tempered repre-

sentations.

Our starting point is a result of Moeglin and Waldspurger [26, Lemme 1.7]. Their

result is only stated for representations of special orthogonal groups, but the proof

also works for orthogonal and unitary groups [14, Lemma 4.1.11]. In order to state

it, we �rst set up our representations as in Section 2.2.

For V = Vn,Vn+1, choose decompositions as in Section 2.2:

Vn = Xl ⊕ · · · ⊕ X1 ⊕W ⊕ Y1 ⊕ · · · ⊕ Yl,

Vn+1 = X′
l′ ⊕ · · · ⊕ X′

1 ⊕W′ ⊕ Y′
1 ⊕ · · · ⊕ Y′

l′ .

Assume that W ⊂ W′ or W′ ⊂ W. Choose �ags F and F ′ as in Section 2.2.

F : Xl ⊂ Xl ⊕ Xl−1 ⊂ · · · ⊂ Xl ⊕ · · · ⊕ X1,

F ′ : X′
l′ ⊂ X′

l′ ⊕ X′
l′−1 ⊂ · · · ⊂ X′

l′ ⊕ · · · ⊕ X′
1,
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2.5. Statement of the problem

and let Pn = PF ,G(Vn) ⊂ G(Vn) and Pn+1 = PF ′,G(Vn+1) ⊂ G(Vn+1) be the parabolic

subgroups stabilizing the �ags F and F ′, respectively. For every 1 ≤ i ≤ l, let τi be an

irreducible tempered representation of the F -points of ResE/F GLE(Xi), and let πW

be an irreducible tempered representation of G(W). Similarly, for every 1 ≤ j ≤ l′,

let τ ′j be an irreducible tempered representation of the F -points of ResE/F GLE(X
′
i),

and let πW′ be an irreducible tempered representation of G(W′). Let a = (ai)
l
i=1 and

b = (bj)
l′
j=1 be tuples of parameters for unrami�ed characters of E×. We consider the

parabolically induced representations

πa
n = I

G(Vn)
Pn

(|det|al τl ⊠ · · ·⊠ |det|a1 τ1 ⊠ πW)

πb
n+1 = I

G(Vn+1)
Pn+1

(|det|bl′ τ ′l′ ⊠ · · ·⊠ |det|b1 τ ′1 ⊠ πW′).

By Theorem 2.2.1, all irreducible representations ofG(Vn), G(Vn+1) can be realized as

quotients of representations of this form. Note that a matrix coe�cient of a quotient

of a given representation gives rise to a matrix coe�cient of the representation, via

composition with the quotient map. Hence, it su�ces to study the integral of matrix

coe�cients for matrix coe�cients of πa
n and πb

n+1. Let Kn and Kn+1 be maximal

compact subgroups of G(Vn) and G(Vn+1), respectively, such that Kn ⊂ Kn+1, and

such that Pn+1 and Pn are in good position with respect to Kn+1 and Kn, respectively.

We are now ready to state the result of Moeglin and Waldspurger [26, Lemme

1.7].

Proposition 2.5.1. For any standard sections fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, f
∨a
n ∈

π∨a
n , f∨b

n+1 ∈ π∨b
n+1, the integral α

π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) absolutely converges in the

domain

D =

(a, b)

∣∣∣∣∣∣ ∥Re a∥ , ∥Re b∥ < 1

2
, max
ui∈Re a
tj∈Re b

|ui ± tj| <
1

2

 .

Furthermore, there exists a polynomial D(q−a, q−b) ∈ C[q±a, q±b] that does not vanish

in the domain D, such that for every standard sections fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, f
∨a
n ∈

π∨a
n , f∨b

n+1 ∈ π∨b
n+1, there exists a polynomial L

f
a
n ,f

b
n+1,f

∨a
n ,f

∨b
n+1

(q−a, q−b) ∈ C[q±a, q±b],
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2.6. Intuition from the split case

such that for (a, b) ∈ D,

α
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) =
L
f
a
n ,f

b
n+1,f

∨a
n ,f

∨b
n+1

(q−a, q−b)

D(q−a, q−b)
.

In particular, the assignment (a, b) 7→ α
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) has a meromorphic

continuation to the entire plane.

Proposition 2.5.1 already gives an extension of α
π
a
n,π

b
n+1

for non-tempered repre-

sentations. The problem is that this meromorphic continuation is only de�ned in the

domain D, which requires the extra condition

max
ui∈Re a
tj∈Re b

|ui ± tj| <
1

2
.

This condition is not guaranteed to be satis�ed by representations arising as local

components of cuspidal automorphic representations lying in a generic packet. Our

goal then is to try to �nd a re�ned version of the denominator polynomial D(q−a, q−b),

which will allow us to de�ne the normalized value Pπn,πn+1(vn, vn+1; v
∨
n , v

∨
n+1) for all a

and b satisfying ∥Re a∥ , ∥Re b∥ < 1
2
.

In the region ∥Re a∥ , ∥Re b∥ < 1
2
, we have that the assignments a 7→ L(1, πa

n,Ad),

b 7→ L(1, πb
n+1,Ad) are holomorphic. Therefore, it su�ces to �nd a holomorphic

extension for the assignment

(a, b) 7→
α
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1)

L(1
2
, Std(πa

n)× Std(πb
n+1))

,

for a and b satisfying ∥Re a∥ , ∥Re b∥ < 1
2
.

2.6. Intuition from the split case

In this section, we give a formal (but not rigorous) identity for α
π
a
n,π

b
n+1

in the

split case. Let o be the ring of integers of F . Fix a non-trivial additive character

ψ : F → C×. We normalize the measures, so that the volume of o is 1.
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2.6. Intuition from the split case

In this case, E = F × F , and G(Vn) ∼= GLn(F ) and G(Vn+1) ∼= GLn+1(F ). We

have that for a and b outside of a �nite union of hyperplanes, πa
n and πb

n+1 are irre-

ducible and generic. We realize πa
n and πb

n+1 via their Whittaker models W(πa
n, ψ)

and W(πb
n+1, ψ

−1), with respect to the corresponding upper triangular unipotent sub-

groups. See the discussion in [8, Section 3.1]. Assume that πa
n and πb

n+1 are unitariz-

able.

Let Bm ⊂ GLm(F ) be the upper triangular Borel subgroup, Am ⊂ GLm(F ) be

the diagonal subgroup, and Nm ⊂ GLm(F ) be the upper unipotent subgroup. Let

Km = GLm(o) be the standard maximal compact subgroup of GLm(F ). We normalize

the measures, so that Km has volume 1. For am = (ami)
m
i=1, let

δBm(am) =
∏

1≤i<j≤m

∣∣∣∣ami

amj

∣∣∣∣
be the modular character. For am−1 ∈ Am−1, we have

δBm(am−1) = |det am−1| δBm−1(am−1),

where we realize Am−1 ⊂ Am via the embedding am−1 7→ diag(am−1, 1). We have the

Iwasawa decomposition: if f : GLm(F ) → C is integrable, then∫
GLm(F )

f(gm)dgm =

∫
Nm

∫
Am

∫
Km

δ−1
Bm

(am)f(nmamkm)dkmdamdnm.

We will use a formula by Lapid and Mao. Let Rm ⊂ GLm(F ) be the mirabolic

subgroup, consisting of matrices having (0, . . . , 0, 1) as their last row. Let τm be an

irreducible unitarizable generic representation of GLm(F ). We have a non-degenerate

GLm(F )-invariant pairing of τm × τ∨m → C, given by the formula

[W,W∨] =

∫
Nm\Rm

W (gm)W
∨(gm)dgm.
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2.6. Intuition from the split case

If τm is unrami�ed, and W ◦ ∈ W(τm, ψ) and W ◦∨ ∈ W(τ∨m, ψ
−1) are spherical

vectors with W ◦(Im) = W∨◦(Im) = 1, then by the Iwasawa decomposition

[W ◦,W ◦∨] =

∫
Am−1

δ−1
Bm−1

(am−1)W
◦(am−1)W

◦∨(am−1)dam−1

=

∫
Am

δ−1
Bm

(am)W
◦(am)W

◦∨(am)Φ(amem) |det am| dam,

where Φ : Fm → C is the characteristic function of om, and em = (0, . . . , 0, 1) ∈ Fm.

By the unrami�ed computation of the Rankin�Selberg integrals of GLm ×GLm, we

have that

[W ◦,W ◦∨] = L(1, τm × τ∨m) = L(1, τm,Ad).

Therefore, if ⟨·, ·⟩ is a non-degenerate GLm(F )-invariant pairing τm × τ∨m → C, sat-

isfying for unrami�ed τm that ⟨W ◦,W ◦∨⟩ = 1, then ⟨W,W∨⟩ = 1
L(1,τm,Ad)

[W,W∨] .

We set for any irreducible generic unitarizable τm, and every W ∈ W(τm, ψ), W
∨ ∈

W(τ∨m, ψ), the pairing

⟨W,W∨⟩ = 1

L(1, τm,Ad)
[W,W∨] .

Theorem 2.6.1 ([21, Lemma 4.7]). Let 1 ≤ i ≤ m. Let Ui be the unipotent

radical of the parabolic subgroup of GLm(F ) of type (m− i, 1, . . . , 1). Let Ni be the

upper unipotent subgroup of GLi(F ). Then∫
Ui−1

[τm(ui−1)W,W
∨]ψ(ui−1)dui−1

=

∫
Nm−i\GLm−i(F )

W (gm−i)W
∨(gm−i) |det gm−i|1−i dgm−i,

for every W ∈ W(τm, ψ), W
∨ ∈ W(τ∨m, ψ

−1). Here, GLm−i(F ) is realized as a sub-

group of GLm(F ) via the embedding gm−i 7→ diag(gm−i, Ii).
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2.6. Intuition from the split case

We now consider the integral

α
π
a
n,π

b
n+1

(W a
n ,W

b
n+1;W

∨a
n ,W∨b

n+1)

=

∫
GLn(F )

⟨πa
n(hn)W

a
n ,W

∨a
n ⟩⟨πb

n+1(hn)W
b
n+1,W

∨b
n+1⟩dhn,

where W a
n ∈ W(πa

n, ψ), W b
n+1 ∈ W(πb

n+1, ψ), W∨a
n ∈ W(π∨a

n , ψ−1), W∨b
n+1 ∈

W(π∨b
n+1, ψ

−1). Then, by Theorem 2.6.1 with m = n + 1, τm = πb
n+1, and i = 1, we

have

L(1, πa
n,Ad)L(1, π

b
n+1,Ad)απ

a
n,π

b
n+1

(W a
n ,W

b
n+1;W

∨a
n ,W∨b

n+1)(2.6.1)

=

∫
GLn(F )

[πa
n(hn)W

a
n ,W

∨a
n ]

∫
Nn\GLn(F )

W b
n+1(g

∨
nhn)W

∨b
n+1(g

∨
n )dg

∨
ndhn.

Changing variables, hn = (g∨n )
−1gn, we have that (2.6.1) equals∫

GLn(F )

∫
Nn\GLn(F )

[πa
n(gn)W

a
n , π

∨a
n (g∨n )W

∨a
n ]W b

n+1(gn)W
∨b
n+1(g

∨
n )dg

∨
ndgn

=

∫
Nn\GLn(F )

∫
Nn\GLn(F )

∫
Nn

[πa
n(ungn)W

a
n , π

∨a
n (g∨n )W

∨a
n ]ψ−1(un)

×W b
n+1(gn)W

∨b
n+1(g

∨
n )dundgndg

∨
n .

Using Theorem 2.6.1 again, this time with m = n, τm = πa
n, and i = n, we get∫

Nn

[πa
n(ungn)W

a
n , π

∨a
n (g∨n )W

∨a
n ]ψ−1(un)dun = W a

n (gn)W
∨a
n (g∨n ).

Hence, we have that

α
π
a
n,π

b
n+1

(W a
n ,W

b
n+1;W

∨a
n ,W∨b

n+1)(2.6.2)

=
1

L(1, πa
n,Ad)L(1, π

b
n+1,Ad)

∫
Nn\GLn(F )

W b
n+1(gn)W

a
n (gn)dgn

×
∫
Nn\GLn(F )

W∨b
n+1(g

∨
n )W

∨a
n (g∨n )dg

∨
n .

The integrals in (2.6.2) are the Rankin�Selberg integrals for πb
n+1×πa

n and π
∨b
n+1×π∨a

n ,

respectively, evaluated at s = 1
2
. They converge for Re a and Re b large, and are
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2.6. Intuition from the split case

understood elsewhere using meromorphic continuation. Let W a
n ,W

b
n+1,W

∨a
n ,W∨b

n+1 be

Whittaker functions that correspond to holomorphic sections. Then the Whittaker

functions are also holomorphic at every point of the group, as functions of a or b, see

[8, Section 3.1]. For such functions, the quotient

α
π
a
n,π

b
n+1

(W a
n ,W

b
n+1;W

∨a
n ,W∨b

n+1)

L(1
2
, Std(πb

n+1)× Std(πa
n))

=
α
π
a
n,π

b
n+1

(W a
n ,W

b
n+1;W

∨a
n ,W∨b

n+1)

L(1
2
, πb

n+1 × πa
n)L(12 , π

∨b
n+1 × π∨a

n )

is holomorphic, as a function of a and b, whenever πb
n+1 and πa

n are irreducible and

generic.

We remark that this is only a formal computation. In order to make it rigorous,

one needs to take care of convergence issues. However, recall that by [1], the space

HomGLn(F )(π
b
n+1 ⊗ πa

n, 1)× HomGLn(F )(π
∨b
n+1 ⊗ π∨a

n , 1)

is at most one dimensional, whenever πb
n+1 and πa

n are irreducible. We can de�ne a

distinguished element of this space by setting

P
π
a
n,π

b
n+1

(W a
n ,W

b
n+1;W

∨a
n ,W∨b

n+1) = I 1
2
(W a

n ,W
b
n+1)I

∨
1
2
(W∨a

n ,W∨b
n+1),

where

Is(W
a
n ,W

b
n+1) =

1

L(s, πb
n+1 × πa

n)

∫
Nn\GLn(F )

W b
n+1(gn)W

a
n (gn) |det gn|

s− 1
2 dgn,

I∨s (W
a
n ,W

b
n+1) =

1

L(s, π∨b
n+1 × π∨a

n )

∫
Nn\GLn(F )

W∨b
n+1(gn)W

∨a
n (gn) |det gn|s−

1
2 dgn,

where the integrals converge for Re s large, and are understood elsewhere by holo-

morphic continuation.
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2.7. The main result

2.7. The main result

We now move to explain our main result. For V = Vn,Vn+1, assume that there

exist decompositions as in Section 2.5:

Vn = Xl ⊕ · · · ⊕ X1 ⊕W ⊕ Y1 ⊕ · · · ⊕ Yl,

Vn+1 = X′
l′ ⊕ · · · ⊕ X′

1 ⊕W′ ⊕ Y′
1 ⊕ · · · ⊕ Y′

l′ ,

such that W ⊂ W′ or W′ ⊂ W. Further assume that |dimE W − dimE W′| = 1, and

that dimE Xi = dimE Yi = 1, for every 1 ≤ i ≤ l, and dimE X′
j = dimE Y′

j = 1, for

every 1 ≤ j ≤ l′. For every 1 ≤ i ≤ l, choose 0 ̸= fi ∈ Xi (and then Xi = Efi), and

for every 1 ≤ j ≤ l′, choose 0 ̸= f ′
j ∈ X′

j (and then X′
j = Ef ′

j). Denote m = dimE W

and Vm = W, and similarly denote m′ = dimE W′ and Vm′ = W′.

As in Section 2.5, choose �ags F = Fl and F ′ = F ′
l′

Fl : Efl ⊂ Efl ⊕ Efl−1 ⊂ · · · ⊂ Efl ⊕ · · · ⊕ Ef1,

F ′
l′ : Ef

′
l′ ⊂ Ef ′

l′ ⊕ Ef ′
l′−1 ⊂ · · · ⊂ Ef ′

l′ ⊕ · · · ⊕ Ef ′
1.

Also, as in Section 2.5, for every 1 ≤ i ≤ l, choose a tempered representation ωi

of the F -points of ResE/F GLE(Efi). In this case, ωi is a unitary character of E×.

Similarly, for every 1 ≤ j ≤ l′, choose a tempered representation µj of the F -points

of ResE/F GLE(Ef
′
j), i.e., a unitary character of E×. Let πm and πm′ be irreducible

tempered representations of G(Vm) and G(Vm′), respectively. Let a = (ai)
l
i=1 and

b = (bj)
l′
j=1 be tuples of parameters for unrami�ed characters of E×. As in Section

2.5, consider the parabolically induced representations

πa
n = I

G(Vn)
Pn

(|·|al ωl ⊠ · · ·⊠ |·|a1 ω1 ⊠ πm),

πb
n+1 = I

G(Vn+1)
Pn+1

(|·|bl′ µl′ ⊠ · · ·⊠ |·|b1 µ1 ⊠ πm′).

Our main result is the following theorem.
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2.7. The main result

Theorem 2.7.1. For every holomorphic sections fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, f
∨a
n ∈ π∨a

n ,

f∨b
n+1 ∈ π∨b

n+1, the map

(a, b) 7→ α♮

π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) =
α
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1)

L(πa
n, π

b
n+1)

,

originally de�ned only for imaginary a, b, has an analytic continuation to the en-

tire plane. The analytic continuation is actually a polynomial, i.e., an element of

C[q±a, q±b].

Here, L(πa
n, π

b
n+1) is an L-factor de�ned using the doubling method, which should

be thought of as the value L(1
2
, Std(πb

n+1)× Std(πa
n)). The precise de�nition of

L(πa
n, π

b
n+1) will be given in Section 3.6. The next chapter is devoted to the proof of

Theorem 2.7.1.

Recall that we are interested in an extension of the normalized functional P
π
a
n,π

b
n+1

.

The following corollary provides such an extension in the desired region.

Corollary 2.7.2. For every holomorphic sections fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, f
∨a
n ∈

π∨a
n , f∨b

n+1 ∈ π∨b
n+1, the map

(a, b) 7→ P
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1),

originally de�ned only for imaginary a, b, has a meromorphic continuation to the

entire plane, which is holomorphic when ∥Re a∥ , ∥Re b∥ < 1
2
.

Proof. If ∥Re a∥ , ∥Re b∥ < 1
2
, then Std(πb

n+1) and Std(πa
n) are irreducible. In

this case, we have that the assignments a 7→ L(1, πa
n,Ad), b 7→ L(1, πb

n+1,Ad) are

holomorphic. For such a and b, we have by Proposition 3.6.1 that the assignment

(a, b) 7→
L(1

2
, Std(πb

n+1)× Std(πa
n))

L(πa
n, π

b
n+1)

is a non-vanishing holomorphic function. Therefore, the function
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2.7. The main result

P
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) = ∆−1
n+1 · L(1, πa

n,Ad)L(1, π
b
n+1,Ad)

×
L(πa

n, π
b
n+1)

L(1
2
, Std(πb

n+1)× Std(πa
n))

× α♮

π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1)

is a holomorphic function in the variables a and b in the region ∥Re a∥ , ∥Re b∥ < 1
2
. □
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CHAPTER 3

The case of principal series representations

In this chapter, we show how a construction related to the doubling method can

be used to regularize the integral of matrix coe�cients for the case that πn and πn+1

are given by principal series representations.

3.1. Doubling integrals

In the 1980s, Piatetski-Shapiro and Rallis introduced an integral representation

for the tensor product representation of representations of G × GL1, where G is a

classical group [28, 10]. Their construction relies only on matrix coe�cients of G,

and does not require the representation of G to have any model (such as a Whittaker

model). This construction is now known as the doubling method. In this section, we

give a brief overview of the doubling method. We refer the reader to [22] and [34]

for standard references about the doubling method.

Let (V, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear space of �nite rank over E. LetV

be a vector space isomorphic toV, via an isomorphismV → V, v 7→ v, equipped with

the σ-sesquilinear product ⟨v, w⟩ = −⟨v, w⟩, for v, w ∈ V. Let V□ = V ⊕V, where

we set V and V to be orthogonal. Let V∆ = {v+v | v ∈ V}. Then V∆ is a maximal

totally isotropic subspace of V□. Let PV∆ ⊂ G(V□) be the parabolic subgroup

stabilizing the subspace V∆. Then PV∆ has Levi part isomorphic to GL(V∆). We

have a character det∆ : PV∆ → E× by projection to the Levi part PV∆ → GL(V∆)

and composition with det.
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3.1. Doubling integrals

We have an embedding i : G(V)×G(V) → G(V□) given by

i (g, h) (v) = gv,

i (g, h) (v) = hv,

where v ∈ V. We denote by ∆ : G(V) → G(V□) the map ∆(g) = i(g, g). We actually

have that the image of ∆ is contained in the Levi part of PV∆ .

Let π be an admissible representation of G(V) and let (s, χ) be a parameter for a

character of E×. We consider the following space of (normalized) parabolic induction

I(|·|s χ,V) = I
G(V□)
P
V∆

((|·|s χ) ◦ det∆).

The doubling zeta integrals are de�ned via the formula

Z (f s, vπ, v
∨
π )

=

∫
∆(G(V))\G(V)×G(V)

f s (i(g1, g2)) ⟨π(g1)v, π∨(g2)v
∨⟩χ−1 (det g2) d(g1, g2),

where f s ∈ I(|·|s χ,V) is a holomorphic section, vπ ∈ π and v∨π ∈ π∨. These integrals

are absolutely convergent for Re s large that depends only on π. In this convergence

domain, the integrals converge to holomorphic functions that have a meromorphic

continuation to the entire plane. We continue denoting the meromorphic continuation

by the same notation.

We move to de�ne L-factors of π×χ. If E = F ×F , then G(V) is a general linear

group. In this case, we de�ne for χ = (χ1, χ2) and s = (s1, s2),

LPSR(s+
1
2
, π × χ) = LGJ(s1 +

1
2
, π × χ1)LGJ(s2 +

1
2
, π∨ × χ2),

where LGJ are the L-factors of Godement�Jacquet. By [34, Lemma 5.3], for any

holomorphic section f s ∈ I(|·|s χ,V), any vπ ∈ π, and any v∨π ∈ π∨, the quotient

Z (f s, vπ, v
∨
π )

LPSR(s+
1
2
, π × χ)
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3.2. Rankin�Selberg integrals

is a polynomial (an element of C[q±s]).

If E is a �eld, the de�nition goes through the greatest common divisor of a frac-

tional ideal. There exists a notion of �good sections�, see [22, 34, 20]. In particular,

holomorphic sections are good. Consider the space Iπ,χ de�ned as the C[q±s]-linear

span of the set

{Z (f s, vπ, v
∨
π ) | f s ∈ I(|·|s χ,V) is a good section, vπ ∈ π, v∨π ∈ π∨} .

If π is irreducible, then there exists a �greatest common divisor� for Iπ,χ. To explain

this, we �rst note that Iπ,χ is a fractional ideal of C[q±s] with 1 ∈ Iπ,χ. There

exists a unique polynomial P (Z) ∈ C[Z], such that P (0) = 1, and such that Iπ,χ =

1
P (q−s)

C[q±s]. We denote

LPSR(s+
1
2
, π × χ) =

1

P (q−s)
.

When π and χ are unrami�ed, we have that LPSR(s, π × χ) = L(s, Std(π)× χ)

[34, Proposition 7.1].

3.2. Rankin�Selberg integrals

Suppose that (Vn, ⟨·, ·⟩) is a non-degenerate σ-sesquilinear space of rank n over E.

Let H be a hyperbolic plane. By this we mean a two-dimensional space over E with

an orthogonal basis b+, b−, such that ⟨b+, b+⟩ = −⟨b−, b−⟩ ≠ 0. Let Vn+2 = Vn ⊕H,

where we set Vn and H to be orthogonal, and let Vn+1 = Vn ⊕ Eb+.

Let G(Vn+2) be the isometry group of Vn+2, and let G(Vn+1) be the isometry

group of Vn+1, realized as a subgroup of G(Vn+2), consisting of all elements acting

trivially on the vector b−. Similarly, we realize G(Vn), the isometry group of Vn, as

a subgroup of G(Vn+1), consisting of all elements acting trivially on b+.

Let f+ = b+ + b−, f− = b+ − b−. We have that f+ and f− are isotropic vectors,

that ⟨f+, f−⟩ = 2⟨b+, b+⟩ ≠ 0, and that

Vn+2 = Ef+ ⊕ Vn ⊕ Ef−.
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3.3. Construction of special sections

Let Q be the parabolic subgroup of G(Vn+2) stabilizing the line Ef+. Then Q has

Levi part isomorphic to ResE/F GLE(Ef+)×G(Vn) ∼= ResE/F E
× ×G(Vn).

Let πn and πn+1 be irreducible representations of G(Vn) and G(Vn+1), respec-

tively. Let (s, χ) be a parameter for a character of E× ∼= GLE(Ef+). Consider the

(normalized) parabolic induction

πs
n+2 = |·|s χ× πn = I

G(Vn+2)
Q (|·|s χ⊠ πn).

Suppose cπn,πn+1 ∈ HomG(Vn)(πn ⊗ πn+1, 1). We consider the Rankin�Selberg integral

Cπn+1,πs
n+2

(
vn+1, f

s
n+2

)
=

∫
G(Vn)\G(Vn+1)

cπn,πn+1(f
s
n+2(gn+1), πn+1(gn+1)vn+1)dgn+1,

where f s
n+2 ∈ πs

n+2 is a holomorphic section, and vn+1 ∈ πn+1. By [31, Section 3], this

integral converges for Re s large, depending only on πn and πn+1, and has a meromor-

phic continuation to the entire plane, which is a rational function in q−s. By its de�ni-

tion, we get that in its convergence domain Cπn+1,πs
n+2

∈ HomG(Vn+1)(πn+1 ⊗ πs
n+2, 1),

and by the uniqueness theorem, this holds for the meromorphic continuation of

Cπn+1,πs
n+2

as well.

3.3. Construction of special sections

In this section, we review a construction of Ginzburg�Piatetski-Shapiro�Rallis for

sections of πn+2 from Section 3.2. See [12, Chapter 1] and [29, Section 3].

Let (Vn, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear space of rank n over E, and

let Vn+1 = Vn ⊕ Eb, where ⟨b, b⟩ ≠ 0, and we set b to be orthogonal to Vn. Take

V = Vn+1 in Section 3.1. We realize Vn+2 from Section 3.2, as a subspace of V□
n+1,

where b+ = b, and b− = b, i.e., we realize Vn+2 = Eb⊕ Vn ⊕ Eb ⊂ V□
n+1.

We have an embedding i : G(Vn+2)×G(Vn) → G(V□
n+1) given by

i (gn+2, gn) (vn+2) = gn+2vn+2,

i (gn+2, gn) (vn) = gnvn,
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3.3. Construction of special sections

where gn+2 ∈ G(Vn+2), gn ∈ G(Vn), vn+2 ∈ Vn+2, and vn ∈ Vn. We also have the

embedding i : G(Vn+1)×G(Vn+1) → G(V□
n+1) from Section 3.1, given by

i(gn+1, hn+1)(vn+1) = gn+1vn+1,

i(gn+1, hn+1)(vn+1) = hn+1vn+1,

where gn+1, hn+1 ∈ G(Vn+1), and vn+1 ∈ Vn+1.

Let πn, πn+1, |·|s χ, πs
n+2 = |·|s χ× πn be as in Section 3.2. Let

ρχ,s = I(|·|s χ,Vn+1) = I
G(V□

n+1)

P
V∆
n+1

((|·|s χ) ◦ det∆).

Given a holomorphic section f s
ρ ∈ ρχ,s and vn ∈ πn, we consider the kernel integral

Λfs
ρ ,vn(gn+2) =

∫
G(Vn)

f s
ρ(i(gn+2, gn))χ

−1(det gn)πn(gn)vndgn,

where gn+2 ∈ G(Vn+2). This integral converges for Re s large enough, depending only

on πn (see the discussion in [29, Section 3]). It has a meromorphic continuation to

the entire plane, which we continue to denote by the same symbol. We have that

Λfs
ρ ,vn is a meromorphic section that lies in the space of πs

n+2.

Let cπn,πn+1 ∈ HomG(Vn)(πn ⊗ πn+1, 1), and let Cπn+1,πs
n+2

: πn+1 ⊗ πs
n+2 → C be

the Rankin�Selberg integral introduced in Section 3.2. Then we have the following

identity (see [12, Lemma 1.1] and [29, Lemma 4.1]):

Cπn+1,πs
n+2

(vn+1,Λfs
ρ ,vn)(3.3.1)

=

∫
G(Vn+1)

f s
ρ(i(gn+1, idVn+1))cπn,πn+1(vn, πn+1(gn+1)vn+1)dgn+1.

Here, the right hand side converges for Re s large depending only on πn and πn+1.

It has a meromorphic continuation to the entire plane, that is a rational function in

q−s. The identity is then understood as an equality of meromorphic functions.
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3.5. The representations considered

3.4. Recursive formula for integrals of matrix coe�cients

Let us be in the setup of Section 3.2. Suppose that πn and πn+1 are tempered.

Consider πs
n+2 = |·|s χ×πn, as in Section 3.2. If s is imaginary, then πs

n+2 is tempered,

and there exists a choice of Haar measures such that the following identity holds [3,

eq. (7.4.9)]:

απn+1,πs
n+2

(vn+1, f
s
n+2; v

∨
n+1, f

∨s
n+2)(3.4.1)

=

∫
(G(Vn)\G(Vn+1))2

d(gn+1, g
′
n+1)

× απn,πn+1(f
s
n+2(gn+1), πn+1(gn+1)vn+1; f

∨s
n+2(g

′
n+1), π

∨
n+1(g

′
n+1)v

∨
n+1),

where vn+1 ∈ πn+1, f
s
n+2 ∈ πs

n+2, v
∨
n+1 ∈ π∨

n+1, f
∨s
n+2 ∈ π∨s

n+2. In this case, the integral

in (3.4.1) absolutely converges [3, Claim (7.4.10)].

3.5. The representations considered

Let (Vn, ⟨·, ·⟩) be a non-degenerate σ-sesquilinear space of rank n over E, and let

Vn+1 = Vn ⊕ Ee+, where e+ is orthogonal to Vn and ⟨e+, e+⟩ ≠ 0.

Suppose that there exists a decomposition

Vn = Zl,+ ⊕ Vm ⊕ Zl,−,

where Vm is a non-degenerate subspace of rank m, and Zl,+ and Zl,− are totally

isotropic subspaces of rank l, dual to each other. Let

Fl : 0 ⊂ Efl ⊂ Efl ⊕ Efl−1 ⊂ · · · ⊂ Efl ⊕ · · · ⊕ Ef1 = Zl,+

be a complete �ag in Zl,+. Let PFl,G(Vn) be the parabolic subgroup of G(Vn) stabilizing

this �ag. It has Levi part isomorphic to

(ResE/F E
×)l ×G(Vm).
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3.5. The representations considered

Similarly, suppose that there exists a decomposition

Vn+1 = Z′
l′,+ ⊕ Vm′ ⊕ Z′

l′,−,

where |m−m′| = 1, with either l = l′ and Vm ⊂ Vm′ , or l′ = l + 1 and Vm′ ⊂ Vm.

Here again Z′
l′,+, Z

′
l′,− are totally isotropic subspaces of rank l′, dual to each other,

and Vm′ ⊂ Vn+1 is a non-degenerate subspace of rank m′. Choose a complete �ag in

Z′
l′,+:

F ′
l′ : 0 ⊂ Ef ′

l′ ⊂ Ef ′
l′ ⊕ Ef ′

l′−1 ⊂ · · · ⊂ Ef ′
l′ ⊕ · · · ⊕ Ef ′

1 = Z′
l′,+,

and let PF ′
l′ ,G(Vn+1) be the parabolic subgroup of G(Vn+1) stabilizing the �ag F ′

l′ . It

has Levi part isomorphic to

(ResE/F E
×)l

′ ×G(Vm′).

Let πm and πm′ be irreducible tempered representations of G(Vm) and G(Vm′),

respectively. Let (ai, ωi)
l
i=1 and (bi, µi)

l′
i=1 be tuples of parameters for characters of

E×. We denote a = (ai)
l
i=1 and b = (bi)

l′
i=1. We de�ne

πa
n = I

G(Vn)
PFl,G(Vn)

(|·|al ωl ⊠ · · ·⊠ |·|a1 ω1 ⊠ πm),

πb
n+1 = I

G(Vn+1)
PF′

l′
,G(Vn+1)

(|·|bl′ µl′ ⊠ · · ·⊠ |·|b1 µ1 ⊠ πm′).

We say that a (respectively b) is imaginary if ai is imaginary (respectively bi is imag-

inary), for every 1 ≤ i ≤ l (respectively 1 ≤ i ≤ l′).

We will denote sections of these representations by fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, etc.

For induction purposes, we explain how to construct a space Vn+2 containing

Vn+1, so that its isometry group G(Vn+2) will serve for a representation π
(s,a)
n+2 . The

construction is similar to the one as discussed in Section 3.2. Let Vn+2 = Vn+1⊕Ee−,

where e− is orthogonal to Vn+1, and ⟨e−, e−⟩ = −⟨e+, e+⟩. Denote f+ = e+ + e−,

f− = e+ − e−. Then f+ and f− are isotropic vectors with ⟨f+, f−⟩ = 2⟨e+, e+⟩.
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Consider the �ag

Fl+1 : 0 ⊂ Ef+ ⊂ Ef+ ⊕ Efl ⊂ · · · ⊂ Ef+ ⊕ Efl ⊕ · · · ⊕ Ef1 = Ef+ ⊕ Zl,+.

Let PFl+1,G(Vn+2) be the parabolic subgroup of G(Vn+2) stabilizing the �ag Fl+1. It

has Levi part isomorphic to (ResE/F E
×)l+1 × G(Vm). Let (s, χ) be a parameter for

a character of E×. We denote

π
(s,a)
n+2 = I

G(Vn+2)
PFl+1,G(Vn+2)

(|·|s χ⊠ |·|al ωl ⊠ · · ·⊠ |·|a1 ω1 ⊠ πm).

On the other hand, we have the decomposition

Vn+2 = Ef+ ⊕ Vn ⊕ Ef−,

where the subspaces Ef+, Ef− are isotropic lines, dual to each other. Let PEf+,G(Vn+2)

be the parabolic subgroup of G(Vn+2), stabilizing the subspace Ef+. It has Levi part

isomorphic to ResE/F (E
×)×G(Vn).

We realize π
(s,a)
n+2 via the (normalized) parabolic induction I

G(Vn+2)
PEf+,G(Vn+2)

(|·|s χ⊠ πa
n).

This is done using transitivity of induction: we map a section F
(s,a)
n+2 ∈

I
G(Vn+2)
PEf+,G(Vn+2)

(|·|s χ⊠ πa
n) to the section f

(s,a)
n+2 ∈ π

(s,a)
n+2 de�ned by f

(s,a)
n+2 (gn+2) =

F
(s,a)
n+2 (gn+2)(idVn). Similarly, for a parameter t for the unrami�ed charac-

ter |·|−t of E×, we realize π
∨(t,a)
n+2 via the (normalized) parabolic induction

I
G(Vn+2)
PEf+,G(Vn+2)

(|·|−t χ−1 ⊠ π∨a
n ).

3.6. Mixed L-factors

Before stating our main result, we de�ne a formal naive mixed L-factor, which will

serve as a candidate of the denominator for our statement. The reason for de�ning

this naive factor is that for some values of a and b, the representations πa
n and πb

n+1

might not be irreducible.

For a unitary character χ : E× → C× and ε = ±1, we denote
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3.6. Mixed L-factors

εχ =


χ ε = 1,

χ−1 ◦ σ ε = −1.

We de�ne

L(πa
n, π

b
n+1) =

l∏
i=1

l′∏
j=1

∏
ε,ε′∈{±1}

L(1
2
, |·|εai+ε′bj · εωi · ε

′
µj)

×
l∏

i=1

∏
ε∈{±1}

LPSR(
1
2
, πm′ × |·|εai · εωi)

×
l′∏

j=1

∏
ε′∈{±1}

LPSR(
1
2
, πm × |·|ε

′bj · ε′µj).

This should be thought of as the value L(1
2
, Std(πa

n)× Std(πb
n+1)). See also the dis-

cussion below.

By properties of the L-factors of the doubling method [22, Theorem 4, (1) & (5)],

we have that

LPSR(
1
2
, πm′ × |·|εs · εχ) = LPSR(εs+

1
2
, πm′ × εχ),

LPSR(−s+ 1
2
, πm′ × χ−1 ◦ σ) = LPSR(−s+ 1

2
, π∨

m′ × χ−1).

Hence, we may rewrite L(πa
n, π

b
n+1) as the product

L(πa
n, π

b
n+1) =

l∏
i=1

l′∏
j=1

∏
ε,ε′∈{±1}

L(1
2
, |·|εai+ε′bj · εωi · ε

′
µj)

×
l∏

i=1

LPSR(ai +
1
2
, πm′ × ωi)LPSR(−ai + 1

2
, π∨

m′ × ω−1
i )

×
l′∏

j=1

LPSR(bj +
1
2
, πm × µj)LPSR(−bj + 1

2
, π∨

m × µ−1
j ).

By using [34, Proposition 7.1] repeatedly, we have that if we consider irreducible

unrami�ed representations πa
n and π

b
n+1 (where we takemax(m,m′) = 1 and πmax(m,m′)
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is an unrami�ed representation), then

L(πa
n, π

b
n+1) = L(1

2
, Std(πa

n)× Std(πb
n+1)).

Let (s, χ) be a parameter for a character of E×, and let π
(s,a)
n+2 = |·|s χ × πa

n as in

Section 3.2. Denote

L(s, χ, πb
n+1)

= LPSR(s+
1
2
, πm′ × χ)

l∏
j=1

∏
ε′∈{±1}

L(s+ 1
2
, χ · |·|ε

′bj · ε′µj),

L(−s, χ−1 ◦ σ, π∨b
n+1)

= LPSR(−s+ 1
2
, π∨

m′ × χ−1)
l∏

j=1

∏
ε′∈{±1}

L(−s+ 1
2
, χ−1 ◦ σ · |·|ε

′bj · ε′µj).

Then we have

(3.6.1) L(πb
n+1, π

(s,a)
n+2 ) = L(πa

n, π
b
n+1)L(s, χ, π

b
n+1)L(−s, χ−1 ◦ σ, π∨b

n+1).

Consider the doubling integrals discussed in Section 3.1 for V = Vn+1 and π =

πb
n+1. By [34, Section 6], for every �xed b, f s

ρ ∈ I(|·|s χ,Vn+1), f
b
n+1 ∈ πb

n+1, f
∨b
n+1 ∈

π∨b
n+1, we have that

Z(f s
ρ , f

b
n+1, f

∨b
n+1)

L(s, χ, πb
n+1)

∈ C[q±s].

Suppose that t is a parameter for an unrami�ed character of E×. Similarly to the

discussion above, by considering the doubling integrals for V = Vn+1, π = π∨b
n+1, we

have that for every �xed b, f−t
ρ∨ ∈ I(|·|−t χ−1,Vn+1), f

∨b
n+1 ∈ π∨b

n+1, f
b
n+1 ∈ πb

n+1, the

following quotient is polynomial:

Z(f−t
ρ∨ , f

∨b
n+1, f

b
n+1)

L(−t, χ−1 ◦ σ, π∨b
n+1)

∈ C[q±t].
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3.6. Mixed L-factors

We now compare analytic properties of the factors L(s+ 1
2
, Std(πb

n+1)× Std(πa
n))

and L(πa
n, π

b
n+1). Suppose that ∥Re a∥ , ∥Re b∥ < 1

2
. By Section 2.3,

Std(πa
n) = |·|al ωl × · · · × |·|a1 ω1 × Std(πm)

× |·|−a1 ω−1,σ
1 · · · × |·|−al ω−1,σ

l ,

Std(πb
n+1) = |·|bl′ µl′ × · · · × |·|b1 µ1 × Std(πm′)

× |·|−b1 µ−1,σ
1 × · · · × |·|−bl′ µ−1,σ

l′ .

By [8], we have that

L(s, Std(πb
n+1)× Std(πa

n)) =
l∏

i=1

l′∏
j=1

∏
ε,ε′∈{±1}

L(s, |·|εai+ε′bj · εωi · ε
′
µj)

×
l∏

i=1

∏
ε∈{±1}

L(s, Std(πm′)× |·|εai · εωi)

×
l′∏

j=1

∏
ε′∈{±1}

L(s, Std(πm)× |·|ε
′bj · ε′µj)

× L(s, Std(πm)× Std(πm′)).

Conjecturally, for any character |·|s χ of E× we have

L(1
2
, Std(πm)× |·|s χ) = LPSR(s+

1
2
, πm × χ),

L(1
2
, Std(πm′)× |·|s χ) = LPSR(s+

1
2
, πm′ × χ).

This is not known to be true, except for some certain cases. See for example [15,

Proposition 8.4] and [34, Proposition 7.1 and Theorems 7.1-7.2].

The following proposition shows that L(1
2
, Std(πb

n+1)× Std(πa
n)) and L(π

a
n, π

b
n+1)

are the same up to a rational function that is holomorphic and non-vanishing in the

region ∥Re a∥ , ∥Re b∥ < 1
2
.
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3.6. Mixed L-factors

Proposition 3.6.1. The assignment

(a, b) 7→
L(1

2
, Std(πb

n+1)× Std(πa
n))

L(πa
n, π

b
n+1)

is a non-vanishing holomorphic function the region ∥Re a∥ , ∥Re b∥ < 1
2
.

Proof. When ∥Re a∥ , ∥Re b∥ < 1
2
, we have that Std(πa

n) and Std(πb
n+1) are irre-

ducible. Both L(1
2
, Std(πb

n+1)× Std(πa
n)) and L(π

a
n, π

b
n+1) contain the product

l∏
i=1

l′∏
j=1

∏
ε,ε′∈{±1}

L(1
2
, |·|εai+ε′bj · εωi · ε

′
µj).

It su�ces to show that all factors in L(1
2
, Std(πb

n+1)× Std(πa
n)) and L(π

a
n, π

b
n+1), except

for this product, are holomorphic and not vanishing in the required region. Since πm

and πm′ are tempered, we have that Std(πm) and Std(πm′) are tempered.

We begin with analyzing the poles of the relevant factors of L(1
2
, Std(πb

n+1)× Std(πa
n)).

These are

L(s, Std(πm)× Std(πm′)),

L(s, Std(πm′)× |·|εai · εωi) = L(εai + s, Std(πm′)× εωi),

L(s, Std(πm)× |·|ε
′bj · ε′µj) = L(ε′bj + s, Std(πm)× ε′µj).

Recall that for tempered representations τn1 and τn2 of GLn1(E) and GLn2(E), the

L-factor L(s, τn1 × τn2) can only have poles if Re s = 0. Since ∥Re a∥ , ∥Re b∥ < 1
2
,

we have that εai +
1
2
, ε′bj +

1
2
have real part di�erent than zero, and therefore the

function L(1
2
, Std(πb

n+1)× Std(πa
n)) is holomorphic in the given region. Recall that

L(s, Std(πb
n+1)× Std(πa

n)) is a reciprocal of an element of the ring C[q±s, q±a, q±b],

and therefore wherever it is holomorphic, it is non-zero.
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We proceed to analyze the poles of the factors of L(πa
n, π

b
n+1) of the form

LPSR(ai +
1
2
, πm′ × ωi), LPSR(−ai + 1

2
, π∨

m′ × ω−1
i ),

LPSR(bj +
1
2
, πm × µj), LPSR(−bj + 1

2
, π∨

m × µ−1
j ).

By [34, Lemma 7.2], since πm′ and πm are tempered and ωi and µj are unitary, the

above factors are holomorphic in the region ∥Re a∥ < 1
2
, ∥Re b∥ < 1

2
. As before,

these factors of the form LPSR are reciprocals of elements of the ring C[q±a, q±b], and

therefore wherever they are holomorphic, they are non-zero. □

We remark that by [34, Proposition 7.1], when πa
n and πb

n+1 are unrami�ed irre-

ducible representations then

L(1
2
, Std(πb

n+1)× Std(πa
n)) = L(πa

n, π
b
n+1).

3.7. A lemma about Λfs
ρ ,vn+1

In this section, we relate the Rankin�Selberg integrals from Section 3.2 to the

L-factors arising from the doubling method from Section 3.1. This relation will be

essential for the proof of our main result.

We use the same notations as in Section 3.3. Let Kn+2 ⊂ G(Vn+2) be a maximal

compact subgroup in good position with respect to Q.

Lemma 3.7.1. For gn+2 ∈ G(Vn+2), the following are equivalent:

(1) i(gn+2, idVn) ∈ PV∆
n+1

.

(2) gn+2 ∈ Q and gn+2 has trivial G(Vn) Levi part.

Proof. Let p = i(gn+2, idVn). Write gn+2(b+ b) = wn+λb+λ
′b, where wn ∈ Vn,

λ, λ′ ∈ E. Then

p(b+ b) = gn+2(b+ b) = wn + λb+ λ′b.
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We have that p(b+ b) ∈ V∆
n+1 if and only if wn = 0 and λ = λ′. This is equivalent

to gn+2(b+ b) = λ(b+ b), for some λ ∈ E×, which by de�nition is equivalent to

gn+2 ∈ Q.

Let vn ∈ Vn. Then

p(vn + vn) = gn+2vn + vn.

By writing gn+2vn = v′n + µb + µ′b, where v′n ∈ Vn, and µ, µ′ ∈ E, we get that

p(vn + vn) ∈ V∆
n+1, if and only if v′n+µb = vn+µ

′b, which is equivalent to vn = v′n and

µ′ = µ. Hence, we get that p(vn + vn) ∈ V∆
n+1 if and only if gn+2vn = vn + µ(b+ b),

for some µ ∈ E. This is equivalent to saying that the G(Vn) Levi part of gn+2 is

trivial.

Therefore, we have shown that i(gn+2, gn) preserves the subspace

E(b+ b)⊕ spanE {vn + vn | vn ∈ Vn+1} = V∆
n+1

if and only if gn+2 ∈ Q and gn+2 has trivial G(Vn) Levi part. □

As an immediate consequence of the lemma, we get the following corollary:

Corollary 3.7.2. Let K0 ⊂ G(Vn+2) be a compact open subgroup. Let gn+2 ∈

G(Vn+2), such that i(gn+2, idVn) ∈ PV∆
n+1
i(K0 × {idVn}). Then gn+2 = q · k0 for some

q ∈ Q that has trivial G(Vn) Levi part, and some k0 ∈ K0.

The following lemma shows that holomorphic sections of πs
n+2 can be represented

as �nite sums of elements of the form Λfs
ρ ,vn .

Lemma 3.7.3. For every standard section (with respect to Kn+2) f
s
n+2 ∈ πs

n+2,

there exist holomorphic sections (f s
ρ,i)

N
i=1 ⊂ ρχ,s and vectors (vn,i)

N
i=1 ⊂ πn, such that

f s
n+2 =

N∑
j=1

Λfs
ρ,j ,vn,j

.

Proof. Denote by ℓQ,E× : Q → E×, ℓQ,G(Vn) : Q → G(Vn) the projections of Q

on its Levi parts. Let K0 ⊂ Kn+2 be a normal compact open subgroup, such that
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|·|s χ is trivial on ℓQ,E×(Q ∩K0), and let v0 ∈ πn, such that v0 is invariant under

the πn action of ℓQ,G(Vn)(Q ∩K0). Consider the section fK0,v0,s
n+2 de�ned by (q ∈ Q,

k ∈ Kn+2):

fK0,v0,s
n+2 (q · k) =


δ

1
2
Q(q)(|·|

s χ⊠ πn)(q)v0 k ∈ K0,

0 k /∈ K0.

Every standard section of πs
n+2 is a �nite sum of Kn+2 right translations of sections

of the form fK0,v0,s
n+2 . We notice that for hn+2 ∈ G(Vn+2)

Λρχ,s(i(hn+2,1))fs
ρ ,v0 = πs

n+2(hn+2)Λfs
ρ ,v0 .

Hence, it su�ces to prove that every section of the form fK0,v0,s
n+2 can be represented

as some Λρχ,sfs
ρ ,v

′
0
, for some holomorphic section f s

ρ ∈ ρχ,s and some v′0 ∈ πn.

Let fK0,v0,s
n+2 be a section as above. Since the orbit

PV∆
n+1

· i(G(Vn+1)×G(Vn+1)) = PV∆
n+1

· i(G(Vn+1)× {idVn+1})

is open, it follows that PV∆
n+1

· i(K0 × {idVn}) is open. Let f s
ρ be the section of ρχ,s,

which is supported on PV∆
n+1

· i(K0 × {idVn}), whose value on i(K0 × {idVn}) is 1.

Then for gn+2 ∈ G(Vn+2) we have

(3.7.1) Λfs
ρ ,v0(gn+2) =

∫
G(Vn)

f s
ρ(i(g

−1
n gn+2, idVn))πn(gn)v0dgn.

In order for this integral not to vanish, we must have that

i(g−1
n gn+2, idVn) ∈ PV∆

n+1
· i(K0 × {idVn}),

for some gn ∈ G(Vn). By Corollary 3.7.2, this is equivalent to g−1
n gn+2 = q · k0 for

some q ∈ Q having trivial G(Vn) Levi part, and some k0 ∈ K0. Since G(Vn) ⊂ Q, we

get that if the integral in (3.7.1) does not vanish, then gn+2 = q′ · k0, where q′ ∈ Q

and k0 ∈ K0.
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Now suppose gn+2 = q · k0, where q ∈ Q, and k0 ∈ K0. Since Λfs
ρ ,v0 ∈ πs

n+2, we

have

Λfs
ρ ,v0(gn+2) = Λfs

ρ ,v0(q · k0) = δ
1
2
Q(q)(|·|

s χ⊠ πn)(q)Λfs
ρ ,v0(k0).

Write

(3.7.2) Λfs
ρ ,v0(k0) =

∫
G(Vn)

f s
ρ(i(g

−1
n · k0, idVn))πn(gn)v0dgn.

By its construction, f s
ρ is invariant under right translations of i(K0 × {idVn}). There-

fore, we may assume without loss of generality that k0 = idVn+2 .

The integrand in (3.7.2) is supported on gn ∈ G(Vn), such that i(g−1
n , idVn) ∈

PV∆
n+1

· i(K0 × {idVn}). By Corollary 3.7.2, the last condition is equivalent to

g−1
n = q′ · k′0,

where q′ ∈ Q has trivial G(Vn) Levi part, and k
′
0 ∈ K0. This implies (k′0)

−1 = gnq
′,

which implies that gnq
′ ∈ Q ∩K0, and hence gn is in ℓQ,G(Vn)(Q ∩K0).

Conversely, suppose that gn ∈ ℓQ,G(Vn)(Q ∩K0), then there exists q′ ∈ Q with

trivial G(Vn) Levi part and k
′
0 ∈ K0, such that gnq

′ = k′0. Since gnq
′ ∈ Q ∩K0, by

the choice of K0 and v0, we have

δ
1
2
Q(gnq

′) · (|·|s χ⊠ πn)(gnq
′)v0 = v0,

which implies that πn(gn)v0 = v0 and (δ
1
2
Q |·|s χ)(ℓQ,E×(q′)) = 1. This implies

f s
ρ(i(g

−1
n , idVn))πn(gn)v0 = f s

ρ(i(q
′ · (k′0)−1, idVn))v0 = v0,

where we used the fact that f s
ρ is right invariant under i(K0 × {idVn}), that det∆(q′) =

ℓQ,E×(q′), and that δQ(q
′) = δP

V∆
n+1

(i(q′, idVn)).

To summarize, we get that the integrand in (3.7.2) is supported on

gn ∈ ℓQ,G(Vn)(Q ∩K0), and that for such gn the integrand equals v0. Therefore, we

get that Λfs
ρ ,v0(k0) = Λfs

ρ ,v0(idVn+2) = CK0 · v0, where CK0 = Vol(ℓQ,G(Vn)(Q ∩K0)) is
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the volume of ℓQ,G(Vn)(Q ∩K0) in G(Vn). Hence, we showed that

Λfs
ρ ,v0 = CK0 · f

K0,v0,s
n+2 .

Since ℓQ,G(Vn)(Q ∩K0) ⊂ G(Vn) is compact and open, we get that CK0 > 0, and

therefore we have that

C−1
K0

· Λfs
ρ ,v0 = fK0,v0,s

n+2 ,

as required. □

As a result of the lemma, we get the following corollary:

Corollary 3.7.4. For every holomorphic section f s
n+2 ∈ πs

n+2, and every vn+1 ∈

πn+1, there exist holomorphic sections (f s
ρ,j)

N
j=1 ⊂ ρχ,s and (v∨n+1,j)

N
j=1 ⊂ π∨

n+1, such

that

Cπn+1,πs
n+2

(vn+1, f
s
n+2) =

N∑
j=1

Z(f s
ρ,j, vn+1, v

∨
n+1,j),

where Cπn+1,πs
n+2

is de�ned in Section 3.2.

Proof. By Lemma 3.7.3, there exist holomorphic sections (f s
ρ,j)

N
j=1 ⊂ ρχ,s and

vectors (vn,j)
N
j=1 ⊂ πn, such that f s

n+2 =
∑N

j=1 Λfs
ρ,j ,vn,j

, and then

Cπn+1,πs
n+2

(vn+1, f
s
n+2) =

N∑
j=1

Cπn+1,πs
n+2

(vn+1,Λfs
ρ,j ,vn,j

).

By the identity in (3.3.1), we have that

Cπn+1,πs
n+2

(vn+1,Λfs
ρ,j ,vn,j

)(3.7.3)

=

∫
G(Vn+1)

f s
ρ,j(i(gn+1, idVn+1))cπn,πn+1(vn,j, πn+1(gn+1)vn+1)dgn+1.

By [29, Lemma 4.3], for every j, there exists v∨n+1,j ∈ π∨
n+1, such that

Z(f s
ρ,j, vn+1, v

∨
n+1,j) equals the right hand side of (3.7.3), as required. □

Combining this corollary with the discussion in Section 3.6, we get the following

result for the case πn = πa
n, πn+1 = πb

n+1, π
s
n+2 = π

(s,a)
n+2 :
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Proposition 3.7.5. Let a, b be �xed. Then for any holomorphic section f
(s,a)
n+2 ∈

π
(s,a)
n+2 , any f

b
n+1 ∈ πb

n+1, and any c
π
a
n,π

b
n+1

∈ HomG(Vn)(π
a
n ⊗ πb

n+1, 1), we have that the

following quotient is a polynomial (an element of C[q±s]):

C
π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 )

L(s, χ, πb
n+1)

.

Similarly, for any holomorphic sections f
∨(t,a)
n+2 ∈ π

∨(t,a)
n+2 , f∨b

n+1 ∈ π∨b
n+1, and any

c
π
∨a
n ,π

∨b
n+1

∈ HomG(Vn)(π
∨a
n ⊗ π∨b

n+1, 1), the following quotient is polynomial (an element

of C[q±t]):

C
π
∨a
n ,π

∨b
n+1

(f∨b
n+1, f

∨(t,a)
n+2 )

L(−t, χ−1 ◦ σ, π∨b
n+1)

.

3.8. Proof of the main result

In this section, we prove Theorem 2.7.1. Our proof is by induction, and our

construction is based on the identity in (3.4.1). Let fa
n ∈ πa

n, f
b
n+1 ∈ πb

n+1, f
∨a
n ∈ π∨a

n ,

f∨b
n+1 ∈ π∨b

n+1 be holomorphic sections. Recall that we are looking for a holomorphic

extension for the assignment

(a, b) 7→ α♮

π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) =
α
π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1)

L(πa
n, π

b
n+1)

.

We will show that such extension exists. Furthermore, we will show that

α♮

π
a
n,π

b
n+1

(fa
n , f

b
n+1; f

∨a
n , f∨b

n+1) = c♮
π
a
n,π

b
n+1

(fa
n , f

b
n+1) · c

♮

π
∨a
n ,π

∨b
n+1

(f∨a
n , f∨b

n+1),

where

c♮
π
a
n,π

b
n+1

∈ HomG(Vn)(π
a
n ⊗ πb

n+1, 1),

c♮
π
∨a
n ,π

∨b
n+1

∈ HomG(Vn)(π
∨a
n ⊗ π∨b

n+1, 1),
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so that the assignments

(a, b) 7→ c♮
π
a
n,π

b
n+1

(fa
n , f

b
n+1),

(a, b) 7→ c♮
π
∨a
n ,π

∨b
n+1

(f∨a
n , f∨b

n+1)

are holomorphic. We write for short α♮

π
a
n,π

b
n+1

= c♮
π
a
n,π

b
n+1

⊠ c♮
π
∨a
n ,π

∨b
n+1

.

If n = min(m,m′) and n + 1 = max(m,m′), then πa
n = πn and πb

n+1 = πn+1, and

therefore we do not have parameters, and L(πa
n, π

b
n+1) = 1. Since πm and πm′ are

both tempered, the assignment α♮
πn,πn+1

= απn,πn+1 is de�ned for all vectors. By [1],

we have

dimC HomG(Vn)(πn ⊗ πn+1, 1) ≤ 1,

dimC HomG(Vn)(π
∨
n ⊗ π∨

n+1, 1) ≤ 1,

and therefore there exist cπn,πn+1 and cπ∨
n ,π∨

n+1
, such that

α♮
πn,πn+1

= απn,πn+1 = cπn,πn+1 ⊠ cπ∨
n ,π∨

n+1
.

Since we do not have parameters in this case, we do not need to prove anything

regarding holomorphicity.

Suppose that α♮

π
a
n,π

b
n+1

= c♮
π
a
n,π

b
n+1

⊠ c♮
π
∨a
n ,π

∨b
n+1

is already de�ned. We move to con-

struct α♮

π
b
n+1,π

(s,a)
n+2

= c♮
π
b
n+1,π

(s,a)
n+2

⊠ c♮
π
∨b
n+1,π

∨(s,a)
n+2

. Let f b
n+1, f

(s,a)
n+2 , f

∨b
n+1, f

∨(s,a)
n+2 be holomor-

phic sections of πb
n+1, π

(s,a)
n+2 , π

∨b
n+1, π

∨(s,a)
n+2 , respectively. If a, b, s are imaginary and

�xed, we can use the identity in (3.4.1), which reads

α
π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 ; f

∨b
n+1, f

∨(s,a)
n+2 )(3.8.1)

=

∫
(G(Vn)\G(Vn+1))2

d(gn+1, g
′
n+1)

× α
π
a
n,π

b
n+1

(f
(s,a)
n+2 (gn+1), π

b
n+1(gn+1)f

b
n+1; f

∨(s,a)
n+2 (g′n+1), π

∨b
n+1(g

′
n+1)f

∨b
n+1).
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Using the fact that α♮

π
b
n+1,π

(s,a)
n+2

= c♮
π
a
n,π

b
n+1

⊠ c♮
π
∨a
n ,π

∨b
n+1

and using (3.6.1), we get

α♮

π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 ; f

∨b
n+1, f

∨(s,a)
n+2 )

(3.8.2)

=
1

L(s, χ, πb
n+1)

∫
G(Vn)\G(Vn+1)

c♮
π
a
n,π

b
n+1

(f
(s,a)
n+2 (gn+1), π

b
n+1(gn+1)f

b
n+1)dgn+1

× 1

L(−s, χ−1,σ, π∨b
n+1)

∫
G(Vn)\G(Vn+1)

c♮
π
∨a
n ,π

∨b
n+1

(f
∨(s,a)
n+2 (g′n+1), π

∨b
n+1(g

′
n+1)f

∨b
n+1)dg

′
n+1.

We are going to use (3.8.2) in order to de�ne c♮
π
b
n+1,π

(s,a)
n+2

and c♮
π
∨b
n+1,π

∨(s,a)
n+2

, and use

them to extend the de�nition of α♮

π
b
n+1,π

(s,a)
n+2

.

We introduce a new variable t, which is a parameter for an unrami�ed character

of E×, and consider the integrals

c♮
π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 )

(3.8.3)

=
1

L(s, χ, πb
n+1)

∫
G(Vn)\G(Vn+1)

c♮
π
a
n,π

b
n+1

(f
(s,a)
n+2 (gn+1), π

b
n+1(gn+1)f

b
n+1)dgn+1,

c♮
π
∨b
n+1,π

∨(t,a)
n+2

(f∨b
n+1, f

∨(t,a)
n+2 )

=
1

L(−t, χ−1 ◦ σ, π∨b
n+1)

∫
G(Vn)\G(Vn+1)

c♮
π
∨a
n ,π

∨b
n+1

(f
∨(t,a)
n+2 (g′n+1), π

∨b
n+1(g

′
n+1)f

∨b
n+1)dg

′
n+1,

where f b
n+1 ∈ πb

n+1, f
∨b
n+1 ∈ π∨b

n+1, f
(s,a)
n+2 ∈ π

(s,a)
n+2 , f

∨(t,a)
n+2 ∈ π

∨(t,a)
n+2 are holomorphic

sections.

Proposition 3.8.1. For �xed a and b, the integrals in (3.8.3) absolutely con-

verge for Re s large and Re(−t) large (both depending on πa
n and πb

n+1), respectively.

c♮
π
b
n+1,π

(s,a)
n+2

and c♮
π
∨b
n+1,π

∨(t,a)
n+2

have meromorphic continuations to the entire plane, which

we continue to denote by the same symbols. These meromorphic continuations are
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actually polynomial, i.e.,

c♮
π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 ) ∈ C[q±s],

c♮
π
∨b
n+1,π

∨(t,a)
n+2

(f∨b
n+1, f

∨(t,a)
n+2 ) ∈ C[q±t].

Proof. The integrals in (3.8.3) are Rankin�Selberg integrals, as in Section 3.2.

We have that these integrals converge absolutely for Re s large and Re(−t) large,

respectively. In addition, they have meromorphic continuations to the entire plane,

which are rational functions in q−s and q−t, respectively. By Proposition 3.7.5, since

we divide by the appropriate L-factors, the meromorphic continuations are polyno-

mial. □

We denote

β♮

π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 ; f

∨b
n+1, f

∨(s,a)
n+2 ) =c♮

π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 )c

♮

π
∨b
n+1,π

∨(s,a)
n+2

(f∨b
n+1, f

∨(s,a)
n+2 ).

Our next task to is to show that β♮

π
b
n+1,π

(s,a)
n+2

is an extension of α♮

π
b
n+1,π

(s,a)
n+2

. In order to

show this, we need the following lemma:

Lemma 3.8.2. Suppose that there exist holomorphic sections φa
n ∈ πa

n, φ
b
n+1 ∈

πb
n+1, φ

∨a
n ∈ π∨a

n , φ∨b
n+1 ∈ π∨b

n+1, such that α
π
a
n,π

b
n+1

(φa
n, φ

b
n+1;φ

∨a
n , φ∨b

n+1) = 1, for every

a and b imaginary. Then there exist holomorphic sections φ
(s,a)
n+2 ∈ π

(s,a)
n+2 and φ

∨(s,a)
n+2 ∈

π
∨(s,a)
n+2 , such that:

(1) α
π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) = 1, for all a, b and s imaginary.

(2) β♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) = L(πb

n+1, π
(s,a)
n+2 )

−1, for all a and b imag-

inary and every s.

Proof. We realize π
(s,a)
n+2 and π

∨(s,a)
n+2 as in Section 3.5.

When all parameters are imaginary, all representations are tempered, and we can

use the identity in (3.8.1). The integral in (3.8.1) absolutely converges in this case

[3, Claim (7.4.10)].
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Let K0 ⊂ G(Vn+1) be a compact open subgroup, such that φb
n+1, φ

∨b
n+1 are in-

variant under its action, and so that φa
n (respectively φ∨a

n ) is invariant under the

|·|s χ ⊠ πn action (respectively, the χ−1 |·|−s ⊠ π∨
n action) of K0 ∩ PEf+,G(Vn+2). We

have that G(Vn+1)PEf+,G(Vn+2) is a dense open subset of G(Vn+2), and hence so is

PEf+,G(Vn+2) G(Vn+1). This implies that PEf+,G(Vn+2)K0 is an open subset of G(Vn+2).

Let f
(s,a)
n+2 and f

∨(s,a)
n+2 be sections of π

(s,a)
n+2 and π

∨(s,a)
n+2 , supported on the open subset

PEf+,G(Vn+2)K0, such that their restrictions to K0 are φ
a
n and φ∨a

n , respectively. Then

we have that f
(s,a)
n+2 and f

∨(s,a)
n+2 are holomorphic sections, and by (3.8.1), we get that

α
π
b
n+1,π

(s,a)
n+2

(φb
n+1, f

(s,a)
n+2 ;φ

∨b
n+1, f

∨(s,a)
n+2 ) = C2

K0
· α

π
a
n,π

b
n+1

(φa
n, φ

b
n+1;φ

∨a
n , φ∨b

n+1) = C2
K0
,

where CK0 = Vol(G(Vn)\G(Vn)K0) is the volume of G(Vn)\G(Vn)K0 in

G(Vn)\G(Vn+1). Therefore, by choosing φ
(s,a)
n+2 = 1

CK0
f
(s,a)
n+2 and φ

∨(s,a)
n+2 = 1

CK0
f
∨(s,a)
n+2 ,

we get the desired equality as in (1).

Similarly, we have that c♮
π
b
n+1,π

(s,a)
n+2

(φb
n+1, f

(s,a)
n+2 ) and c♮

π
∨b
n+1,π

∨(s,a)
n+2

(f∨b
n+1, f

∨(s,a)
n+2 ) are

given by (3.8.3), for Re s large and Re(−s) large, respectively. We get from the

construction of f
(s,a)
n+2 and f

∨(s,a)
n+2 that

c♮
π
b
n+1,π

(s,a)
n+2

(φb
n+1, f

(s,a)
n+2 ) =

1

L(s, χ, πb
n+1)

CK0 ,

c♮
π
∨b
n+1,π

∨(s,a)
n+2

(f∨b
n+1, f

∨(s,a)
n+2 ) =

1

L(−s, χ−1 ◦ σ, π∨b
n+1)

CK0 .

This implies that for all s,

β♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) = L(πb

n+1, π
(s,a)
n+2 )

−1.

This shows (2). □

Using the last lemma repeatedly, we are able to conclude the following:

Corollary 3.8.3. Let m0 = min(m,m′) and m0 + 1 = max(m,m′).
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(1) Suppose that a, b and s are imaginary. Then α♮

π
b
n+1,π

(s,a)
n+2

= β♮

π
b
n+1,π

(s,a)
n+2

. Fur-

thermore, α♮

π
b
n+1,π

(s,a)
n+2

is not identically zero if and only if απm0 ,πm0+1 ̸= 0.

(2) Let f b
n+1 ∈ πb

n+1, f
(s,a)
n+2 ∈ π

(s,a)
n+2 , f

∨b
n+1 ∈ π∨b

n+1, f
∨(s,a)
n+2 ∈ π

∨(s,a)
n+2 be holo-

morphic sections. Then we have that β♮

π
b
n+1,π

(s,a)
n+2

(f b
n+1, f

(s,a)
n+2 , f

∨b
n+1, f

∨(s,a)
n+2 ) ∈

C[q±a, q±b, q±s].

Proof. If απm0 ,πm0+1 = 0, then we get by repeatedly using the recursive formula in

(3.8.1) that α♮

π
b
n+1,π

(s,a)
n+2

= 0, and by repeatedly using (3.8.3) we get that β♮

π
b
n+1,π

(s,a)
n+2

= 0.

Suppose that απm0 ,πm0+1 ̸= 0. Then we can �nd vectors φm0 ∈ πm0 , φm0+1 ∈ πm0+1,

φ∨
m0

∈ π∨
m0
, φ∨

m0+1 ∈ π∨
m0+1, such that απm0 ,πm0+1(φm0 , φm0+1;φ

∨
m0
, φ∨

m0+1) = 1. Using

Lemma 3.8.2 repeatedly, we get that we can �nd holomorphic sections φb
n+1 ∈ πb

n+1,

φ∨b
n+1 ∈ π∨b

n+1, φ
(s,a)
n+2 ∈ π

(s,a)
n+2 , φ

∨(s,a)
n+2 ∈ π

∨(s,a)
n+2 , such that for every a, b imaginary,

α♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) = β♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 )

= L(πb
n+1, π

(s,a)
n+2 )

−1.

We have that both α♮

π
b
n+1,π

(s,a)
n+2

and β♮

π
b
n+1,π

(s,a)
n+2

de�ne elements of

(3.8.4) HomG(Vn)(π
b
n+1 ⊗ π

(s,a)
n+2 , 1)⊠ HomG(Vn)(π

∨b
n+1 ⊗ π

∨(s,a)
n+2 , 1).

The representations πb
n+1 and π

(s,a)
n+2 are irreducible for a, b, s outside of a �nite union

of hyperplanes, and in that case, by [1], we have that the space in (3.8.4) is at most

one dimensional. Therefore, we must have that if a, b and s are imaginary, then

α♮

π
b
n+1,π

(s,a)
n+2

= β♮

π
b
n+1,π

(s,a)
n+2

. Therefore we have shown (1).

By Bernstein's rationality theorem (see for example [8, Section 3.2]), the above

discussion shows that

β♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) ∈ C(q±a, q±b, q±s).
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Since for every �xed a and b, we have that

β♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) ∈ C[q±s],

we must have that

β♮

π
b
n+1,π

(s,a)
n+2

(φb
n+1, φ

(s,a)
n+2 ;φ

∨b
n+1, φ

∨(s,a)
n+2 ) ∈ C[q±a, q±b, q±s].

This shows (2). □
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