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Abstract 

Systematic Screen of Histone H4 in Arabidopsis thaliana 

Emma Tung Corcoran 

2022 

Histones regulate diverse processes in eukaryotes and consequently, can have 

widespread effects on organismal fitness and development. Histones are a dynamic 

target for a variety of post-translational modifications (PTMs) and the assessment of 

histone function has typically been accomplished by mutating enzymes that catalyze 

and/or recognize these PTMs (i.e., writers and readers, respectively). Although 

considerable information has been gained in the past several decades by using this 

strategy, multiple issues such as writer/reader redundancy, unidentified writers/readers 

of histone PTMs, and writers/readers with additional non-histone targets can preclude 

the identification of new roles for histones and complicate the assessment of mutant 

phenotypes. To bypass these issues and provide a complementary strategy to study 

histones, large-scale histone replacement systems have been developed and optimized 

in yeast and fly model systems. However, such systems have never been implemented 

in plants in part due to the difficulty in eliminating endogenous histone genes that are 

typically present in many copies and different locations in plant genomes.      

Here, we present the development of a genetic strategy for the plant model 

organism Arabidopsis thaliana in which the expression of endogenous histone H4 can 

be completely replaced with modified H4 transgenes. We use histone H4, which is a 

single variant histone in plants that is encoded by the largest number of genes (8) 

among all functionally-distinct histone proteins, as a proof-of-concept for an experimental 

system allowing the direct assessment of histone function in plants. Our CRISPR/Cas9-

based strategy allows for the simultaneous targeting of many histone genes for the 

generation of a background depleted of endogenous histone expression. We validated 
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our platform by showing that a single transformation with our modified H4 transgenes 

can restore a wild-type phenotype, demonstrating that our system can be used for the 

rapid establishment of histone replacement in plants. Using this strategy, we established 

a collection of plants expressing different H4 point mutants targeting residues that may 

be post-translationally modified in vivo. To demonstrate the utility of this new H4 mutant 

collection, we screened it to uncover substitutions in H4 that alter flowering time, rosette 

morphology, DNA replication, chromatin structure, and gene silencing. We identified 

different mutations in the tail (H4R17A) and the globular domain (H4R36A, H4R39K, 

H4R39A, and H4K44A) of H4 that strongly accelerate the floral transition. Additionally, 

we used machine learning to identify H4 mutations that alter different morphometric traits 

in vegetative tissue. Finally, we identified several novel roles for H4 tail and globular 

domain residues in the regulation of endoreduplication, chromatin condensation, and 

transposon silencing. 

After these broad screens for histone function, we then performed targeted 

analyses of H4R17A mutants to determine a molecular mechanism responsible for the 

early flowering displayed by these mutants. We found that a conserved regulatory 

relationship between H4R17 and the ISWI chromatin remodeling complex in plants is 

responsible for the phenotypes observed in H4R17A mutants. Similar to other biological 

systems, H4R17 regulates nucleosome spacing via ISWI, and mutation of H4R17 results 

in large-scale changes to global nucleosome positioning and gene expression, leading to 

altered development. Overall, this work provides a large set of H4 mutants to the plant 

epigenetics community that can be used to systematically assess histone H4 function in 

A. thaliana and a blueprint to replicate this strategy for studying other histone proteins in 

plants. As this resource represents the largest collection of H4 point mutants in a 

multicellular organism, our work will enable new insights into the regulation of chromatin 

by histone H4 in multicellular eukaryotes.
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Chapter 1: Introduction 
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Epigenetics 

The modern study of inheritance began in the 19th century with the works of 

scientists including Charles Darwin, Jean-Baptiste Lamarck, and Gregor Mendel. In 

1859, Charles Darwin introduced the theory of evolution by natural selection, arguing 

that small variation between organisms arises by chance and more favorable random 

variations are inherited to accumulate in a population. When Darwin introduced his 

theory of evolution by natural selection, it was quite controversial and took more than 

half a century to become widely supported. Many contemporaneous critics of Darwin’s 

work turned to an earlier theory—the theory of inheritance of acquired characteristics—

described in 1809 by Jean-Baptiste Lamarck as an alternative. While Lamarck also 

argued that variation is inherited, he contended that this variation is acquired through 

use or disuse rather than arising stochastically. 

Support for Darwin’s work began to grow in the 20th century as scientists 

rediscovered another piece of work published less than one decade later than Darwin’s 

On the Origin of Species, in which he first introduced his theory of evolution by natural 

selection. In 1866, Gregor Mendel laid out a genetic model now known as Mendelian 

inheritance based on his work studying the inheritance of pea flower color, but similar to 

Darwin, his work received little support from the scientific community when it was first 

released. In the late 19th and early 20th century, several biologists and statisticians 

merged Mendel’s and Darwin’s theories to create the framework for the modern study of 

genetics. As molecular biology initiated as a field in the mid-20th century, 

deoxyribonucleic acid (DNA) was established as the carrier of hereditary information and 

mutations in an organism’s DNA sequence were identified as the basis for how random 

variations arise. Elucidating the mechanisms by which mutations cause variations in 

phenotype and how they are passed onto subsequent generations became two of the 

foundational themes in modern genetics. 
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 In recent decades, a new field has developed studying heritable changes in gene 

expression or cellular phenotype caused by mechanisms other than changes in the 

underlying DNA sequence. This field was termed epigenetics due to its focus on factors 

“on top of” traditional genetics. When C.H. Waddington first coined the term epigenetics 

in the 1940s, he used it to describe how the interactions between the environment and 

an organism’s genes lead to phenotypes during development (Tronick and Hunter, 2016; 

Waddington, 1942). Since this initial usage, however, epigenetics as a term has 

undergone changes in its widely used definition. Most broadly, epigenetics has been 

defined as “the structural adaptation of chromosomal regions so as to register, signal or 

perpetuate altered activity states” (Bird, 2007), while a recent consensus definition from 

2009 more narrowly defined an epigenetic trait as “a stably heritable phenotype resulting 

from changes in a chromosome without alterations in the DNA sequence” (Berger et al., 

2009).  

On an organismal level, the field of epigenetics has elucidated how multicellular 

organisms such as humans can generate many different types of cells all from the same 

genome. In fact, Waddington initially invented the word epigenetics by fusing the words 

“genetics” and “epigenesis”—the process by which the adult organism develops from the 

embryo through a sequence of steps of differentiation and organ formation—as he was 

referring to the genetic control of developmental processes (Bonasio et al., 2010; 

Waddington, 1942). Every cell in a human’s body is derived from the same initial cell, a 

one-cell embryo, which eventually differentiates into stable and inherited cell types. 

Epigenetic mechanisms explain how the exact same genome can give rise to vastly 

different and specialized cell types, each with their own specific and stable phenotypes, 

during embryonic development (Cheedipudi et al., 2014). 

On a population level, interesting questions have arisen about the nature of 

transgenerational epigenetic inheritance and the origination of epigenetic variation 
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between individuals. Many studies in the past two decades have provided substantial 

support to the idea that an individual’s environment can influence the epigenetic 

regulation occurring within their cells. In certain cases using model systems, epigenetic 

changes resulting from an environmental stimulus have been demonstrated to be 

heritable in subsequent generations. For example, traumatic exposure to the odor 

acetophenone in mice was shown to be inherited via a transgenerational epigenetic 

mechanism (Dias and Ressler, 2014). Based on similar studies showing epigenetic 

mechanisms of heritability, some have noted similarities between Lamarck’s theory of 

evolution—that heritable traits can be acquired through use or disuse—and 

transgenerational epigenetic inheritance, and some have even argued that epigenetics 

has provided evidence to support a Lamarckian theory of evolution (Jablonka et al., 

1998). While it has been disputed how closely epigenetic mechanisms of inheritance 

resemble Lamarck’s theory, the field of epigenetics has raised very interesting questions 

about the relationship between an individual’s environment and the traits they pass on to 

subsequent generations. 

Although these questions are outside the scope of this dissertation, they are 

nonetheless important to consider as background to why scientists and non-scientists 

alike are so fascinated with the field of epigenetics in the current moment. Discussions of 

epigenetics have reached the mainstream, in large part due to the perception that 

epigenetics provides a way for individuals to influence not only their own genetics, but 

the genetics of their descendants as well. While this portrayal of epigenetics may be 

sensationalist, epigenetic regulation has undeniable impacts on an organism’s health 

and fitness. One notable field in which there is a strong drive to develop epigenetic 

therapies is in the treatment of human cancers, and several drugs targeting epigenetic 

pathways have been developed with promising clinical outcomes (Allis and Jenuwein, 

2016). Additionally, due to the high level of conservation of many epigenetic 
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mechanisms, studying epigenetics can illuminate fundamental biological processes that 

occur in eukaryotic organisms as divergent as plants and animals. Therefore, elucidating 

how epigenetic mechanisms work to maintain the health and fitness of an organism has 

implications not just for improving the quality of life for humans, but also for generating 

better crops to improve agriculture and food yield for our society.  

This chapter will introduce background and motivation for the work described in 

this dissertation. First, this chapter describes how DNA is organized into chromatin in the 

nuclei of eukaryotic cells. Second, this chapter details how histone post-translational 

modifications regulate processes occurring on chromatin and how nucleosomes are 

positioned within chromatin. Third, this chapter describes how epigenetic information is 

maintained, and how epigenetic signals regulate processes such as genome stability 

and flowering time. Finally, this chapter highlights and assesses previous work studying 

the functional significance of histones, and describes the motivation for the research 

performed in chapters 2-4, as well as the goals of this dissertation. 

 

Chromatin 

In eukaryotic cells, genomic DNA is wrapped around histone octamers—

composed of the positively charged core histones H2A, H2B, H3 and H4—to form 

nucleosomes, the repeating unit of chromatin (Luger et al., 1997). Each histone contains 

a histone fold domain, which allows the histones to associate into the heterodimers H2A-

H2B and H3-H4, and comprises approximately 75% of the histone protein mass (Arents 

et al., 1991; Zheng and Hayes, 2003). In addition to the structured histone fold domains, 

each core histone also contains an unstructured N-terminal and/or C-terminal tail—

comprising approximately 25-30% of the histone protein mass—that protrudes from the 

nucleosome (Zheng and Hayes, 2003). The histone N- and C-terminal tails are thus 

accessible to chromatin-binding proteins and form targets for a variety of post-
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translational modifications (PTMs), encompassing a wide array of functions in the 

nucleus. 

In the absence of DNA, the H3-H4 heterodimers associate to form a tetramer 

while the H2A-H2B heterodimers remain independent. In the presence of DNA, the H3-

H4 tetramer and H2A-H2B heterodimers form the histone octamer (Khorasanizadeh, 

2004). Approximately 146 base pairs (bp) of negatively charged DNA is wrapped around 

the histone octamer, with between 10-60 bp of linker DNA connecting each nucleosome, 

to form a repeating structure called the 10-nm fiber (Maeshima et al., 2020) (Figure 1.1). 

Additional non-histone proteins, such as heterochromatin protein 1 (HP1), and the linker 

histone H1 associate with the 10-nm fiber to organize the DNA into higher-order 

chromatin structures (Machida et al., 2018; Woodcock et al., 2006). 

Active research in the past decade has evolved the understanding of how higher-

order chromatin structures are organized within a live nucleus. The long-standing 

supposition that the 10-nm fiber organizes into a uniform 30-nm fiber was recently 

challenged in favor of a new, less ordered model of chromatin organization, supported 

by comprehensive data from diverse techniques including electron microscopy and 

super-resolution imaging (Nozaki et al., 2017; Ou et al., 2017; Ricci et al., 2015). These 

data support the assessment that the 10-nm fiber forms irregular loop structures, 

organized by cohesin complexes, and these loops subsequently form chromatin 

domains in animals (Nozaki et al., 2017). In contrast, plants seem to lack large 

interactive chromatin domains, but do appear to have small interactive regions between 

heterochromatin contacts (Feng et al., 2014a). Despite the enormous degree of 

compaction that the DNA undergoes in order to form chromatin, chromatin as a structure 

remains very dynamic and mobile, while factors such as the cohesin complex and the 

transcriptional machinery are able to constrain local chromatin movement (Nagashima et 

al., 2019). 
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Figure 1.1 Simplified scheme of chromatin organization within the cell nucleus.  
DNA is wrapped around the histone octamer to form the nucleosome. Each nucleosome 
is connected with 10-60 bp of linker DNA to comprise the 10-nm fiber. The 10-nm fiber 
organizes into higher order chromatin structures, such as loops and chromatin domains 
(Maeshima et al., 2020; Nozaki et al., 2017). Three sources of variation within chromatin 
are shown: 1.) DNA methylation 2.) histone post-translational modifications (PTMs) and 
3.) histone variants.  
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Chromatin is broadly divided into two categories: less condensed, more 

accessible euchromatin and more condensed, less accessible heterochromatin. 

Heterochromatin and euchromatin were first differentiated into these two categories in 

1928 by Emil Heitz, who observed that chromosomes were composed of regions not 

stained after telophase, indicating decondensation (euchromatin), and regions that 

remained stained throughout the cell cycle, indicating that they remained condensed 

(heterochromatin) (Allshire and Madhani, 2018). Heitz also noted that some 

heterochromatic regions are only stained in certain cells, while he observed that other 

heterochromatic regions are always stained. These two types of heterochromatin were 

later named facultative heterochromatin and constitutive heterochromatin, respectively. 

Constitutive heterochromatin remains condensed throughout the cell cycle and 

preferentially assembles at repetitive elements such as transposons, while facultative 

heterochromatin often assembles at developmentally regulated genes and can adapt an 

open conformation in response to cellular signals and gene activity (Grewal and Jia, 

2007; Wang et al., 2016). 

Since these early experiments dividing chromatin into three different states, the 

identification of several sources of variation in the nucleosome coupled with new 

genome-wide sequencing techniques have allowed researchers to refine their view of 

chromatin state and distinguish many more specialized categories. In many eukaryotic 

species, DNA methylation contributes to the formation of heterochromatic regions and is 

associated with transcriptional repression (Baubec and Defossez, 2020; Finnegan et al., 

1998). High-throughput bisulfite sequencing experiments have revealed genome-wide 

DNA methylation patterns, with characteristic high levels of DNA methylation at 

transposons and repeats that likely suppress the expression of these elements, while the 

role of DNA methylation in the context of genes appears more nuanced (Jones, 2012; 

Zemach et al., 2010). For example, DNA methylation around the transcription start site 
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(TSS) blocks transcription initiation, while DNA methylation in the gene body does not 

seem to block transcription elongation and may even have a positive effect on 

elongation. 

Regions of chromatin also vary in their incorporation of histone variants. 

Whereas the assembly of the canonical histones into the nucleosome is coupled to sites 

of DNA replication, histone variants such as H2A.Z and H3.3 can replace individual 

histones within the nucleosome throughout the cell cycle in a replication-independent 

fashion (Talbert and Henikoff, 2017). Some histone variants can differ substantially in 

structure from the canonical histones they replace, while others may vary by only a few 

amino acids, but in either case the incorporation of a histone variant to a region of 

chromatin can have significant consequences on the chromatin state. For example, the 

centromeric H3 variant (called CENPA in vertebrates and CENH3 in plants) allows 

tighter DNA wrapping and forms the foundation of centromeric chromatin, allowing it to 

be recognized by components of the kinetochore (McKinley and Cheeseman, 2016). 

Moreover, the H2A variant H2A.Z is present at promoters and is thought to recruit Pol II 

to poise genes for transcriptional activation (Adam et al., 2001; Talbert and Henikoff, 

2017). 

In addition to DNA methylation status and the presence of histone variants, 

another major factor that distinguishes chromatin states is the presence of chromatin-

binding proteins and distinct histone PTMs, the latter of which is discussed in greater 

detail in the next section (Sequeira-Mendes et al., 2014). Due to the accessibility of the 

histone N-terminal tails in chromatin, these domains form a major target for chromatin-

binding proteins and the addition of PTMs, although PTMs can also be added to the core 

histone fold domain. Some PTMs are specific to certain histone variants, while others 

can be added to both a histone variant and its canonical counterpart. Additionally, 

histone PTMs and DNA methylation can influence each other’s addition during 
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development (Cedar and Bergman, 2009). The interplay between all of these sources of 

variation creates a rich tapestry of epigenetic regulation throughout the genome. 

 

Histone post-translational modifications 

The establishment of the connection between chromatin state and transcriptional 

activity marked some of the first experiments in the modern study of epigenetics, 

beginning in the late 20th century. In 1982, Vavra et al. reported that the ciliate 

Tetrahymena has a transcriptionally active macronucleus, with high levels of histone 

acetylation, and a transcriptionally inactive micronucleus, with nearly undetectable levels 

of histone acetylation (Vavra et al., 1982). In 1996, Brownell et al. identified the enzyme 

responsible for histone acetylation in Tetrahymena and demonstrated that this histone 

acetyltransferase was highly homologous to the yeast transcriptional activator Gcn5 

(Brownell et al., 1996). Moreover, in the same year, Taunton et al. demonstrated that a 

mammalian histone deacetylase was related to the yeast transcriptional regulator Rpd3p 

(Taunton et al., 1996). With these experiments, direct evidence was provided linking 

histone acetylation to gene expression. 

 A mechanistic understanding of how acetylation of one specific histone residue 

can impact gene expression arose when more structural and biochemical studies of the 

nucleosome were performed. When Luger et al. solved the crystal structure of the 

nucleosome core particle at 2.8 Å resolution in 1997, they noted that the basic patch on 

the H4 N-terminal tail contacts an acidic patch on the H2A-H2B surface of the adjacent 

nucleosome (Luger et al., 1997). This observation led to the hypothesis that acetylation 

of lysine 16 on H4 (H4K16ac) neutralizes the positive charge of the lysine residue to 

directly block nucleosome-nucleosome interaction and modulate chromatin structure. In 

2006, Shogren-Knaak et al. generated histone H4 homogeneously acetylated at K16 

and found that the formation of higher order chromatin structure was indeed impeded 
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after the acetylated histones’ incorporation into nucleosomal arrays (Shogren-Knaak et 

al., 2006). This experiment confirmed that a histone PTM—specifically H4K16ac—can 

influence higher order chromatin structure. Moreover, it provided a mechanistic 

explanation for the transcriptional activation linked to H4K16ac: that the chromatin 

decompaction caused by H4K16 acetylation increases the accessibility of factors that 

promote transcription. 

Since these fundamental experiments demonstrating the link between histone 

acetylation and transcriptional activity, there has been an explosion in the identification 

of histone PTMs and the analysis of their functions. Many different classes of histone 

PTMs have been identified, including acetylation, methylation, phosphorylation, 

ubiquitinylation, sumoylation, ADP ribosylation, deamination, propionylation, and 

butyrylation (Kebede et al., 2015; Kouzarides, 2007). These PTMs can be added in 

different combinations to residues on both the histone tails and bodies, and even more 

complexity derives from the fact that some modifications can be added in different forms. 

For example, methylation can be added as mono-, di-, or trimethylation at lysine 

residues and mono- or dimethylation at arginine residues. As in the case of H4K16ac, 

some histone PTMs have been shown to have a direct effect on chromatin compaction. 

Notably, H4K20me2 and H4K20me3 were shown to have a contrasting role to H4K16ac 

and enhance in vitro chromatin condensation (Lu et al., 2008). However, unlike these 

PTMs, which were demonstrated to have a direct impact on chromatin structure, most 

histone PTMs have been shown to act in an indirect fashion to modulate chromatin 

regulation. 

Histone PTMs can be recognized either individually or in a combinatorial manner 

to recruit “reader” proteins, such as chromatin remodelers and transcription factors, and 

indirectly achieve various outcomes within a cell (Lawrence et al., 2016). For example, 

the PTM H3K4me3, which is associated with active promoters, has been shown to lead 
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to transcriptional activation by binding subunits of the transcription factor TFIID complex 

(Heintzman et al., 2007; Vermeulen et al., 2007). Additionally, histone PTMs can block 

the access of chromatin-binding proteins and chromatin remodeling complexes to 

regions of chromatin. In addition to its role in binding TFIID, methylation of H3K4 has 

also been shown to disrupt the binding of the Nucleosome Remodeling and Deacetylase 

(NuRD) repressor complex, consistent with this modification’s association with regions of 

active chromatin (Zegerman et al., 2002). 

Histone PTMs are also capable of recruiting epigenetic “writer” or “eraser” 

proteins, which can add or remove epigenetic modifications from a region of chromatin, 

respectively (Figure 1.2). In this way, epigenetic modifications such as histone PTMs 

and DNA methylation are reversible and intrinsically dynamic. In the fission yeast 

Schizosaccharomyces pombe, H3K9 methylation, a mark of constitutive 

heterochromatin, binds the chromodomain of the Clr4 methyltransferase complex. The 

writer protein Clr4 in turn methylates H3K9 of neighboring nucleosomes to spread the 

heterochromatic state (Zhang et al., 2008). In contrast, methylation at H3K36 has been 

found to suppress inappropriate transcription initiation within the coding region of genes 

by recruiting the Rpd3 histone deacetylase complex, an eraser of histone acetylation, 

through the subunit Esa1 associated factor 3 (Eaf3). The subsequent deacetylation of 

chromatin by Rpd3 prevents spurious intragenic transcription by inhibiting access to 

internal initiation sites (Carrozza et al., 2005; Joshi and Struhl, 2005; Keogh et al., 2005). 

Clearly, the pattern of histone PTMs within the nucleus is highly complex, and crosstalk 

between PTMs further complicates analysis of their function.  

A recent study by Sequeira-Mendes et al. analyzing diverse genome-wide data of 

histone PTMs, DNA methylation, histone variants, nucleosome occupancy, and DNA 

sequence identified nine distinct chromatin states in the plant model system Arabidopsis 

thaliana (Sequeira-Mendes et al., 2014). Interestingly, chromatin states were shown to  
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Figure 1.2 Epigenetic modifications are reversible and dynamic. Three classes of 
proteins—reader, writer, and eraser proteins—recognize, add, and remove epigenetic 
modifications from regions of chromatin. Reader proteins recognize epigenetic 
modifications such as histone PTMs to achieve various outcomes within a cell (e.g., 
transcriptional activation). Writer and eraser proteins add or remove epigenetic 
modifications, respectively. In addition to recruiting reader proteins, epigenetic 
modifications are also capable of blocking the access of chromatin-binding proteins and 
chromatin remodeling complexes to regions of chromatin.  
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have differential preferences in how they associate with each other in the linear 

organization of the genome. For example, two states corresponding to constitutive 

heterochromatin, defined by enrichment in histone H3.1, CG methylation, H3K9me2, and 

H3K27me1, were identified that differ in their C+G content: one GC-rich state that 

predominantly corresponded to regions of pericentromeric heterochromatin (state 9), 

and one AT-rich state (state 8) that was often found to be interspersed within regions of 

state 9 heterochromatin (Figure 1.3). 

Additionally, four chromatin states were identified to be enriched in genes, and 

these four states typically followed specific euchromatic motifs depending on the local 

context. Each of these four states was proposed to have its own individual functional 

role, as well as a combinatorial role when comprising a motif. For example, long genes 

were characterized by the four chromatin states in the following order: (1) chromatin 

around the TSS, with high levels of H3K4me2/3, H3 acetylation, H3K36me3, H2Bub, 

and enriched in H3.3 and H2A.Z (state 1), (2) highly accessible chromatin that 

colocalized with the start of coding sequences and represented a transcription 

elongation signature, characterized by high levels of H3K4me1/2/3, H2Bub, and 

H3K36me3 (state 3), (3) intragenic chromatin with prominent H3K4me1, H2Bub, and 

H3K36me3 (state 7), and finally (4) chromatin that colocalized with the transcription 

termination site (TTS), characterized by a slight enrichment of H2A.Z and H3K4me1 

(state 6). It is notable that while many of the PTMs were present in multiple neighboring 

chromatin states, each chromatin state still presented subtle differences distinguishing it 

from other euchromatic states and often representing a unique component of the gene. 

Finally, three chromatin states were found to be enriched in the Polycomb mark 

H3K27me3. H3K27me3 is classically considered a repressive PTM involved in the 

regulation of development, and thus enrichment of H3K27me3 alongside depletion of the  
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Figure 1.3 Nine chromatin states identified in Arabidopsis thaliana. Each chromatin 
state shown with characteristic enriched signatures below (Sequeira-Mendes et al., 
2014). Four genic euchromatic states correspond to the TSS (state 1), transcriptional 
elongation (state 3), intragenic chromatin (state 7), and the TTS (state 6). Two intergenic 
states correspond to proximal (state 2) and distal (state 4) promoter elements. One state 
corresponds to classical Polycomb-regulated heterochromatin (state 5). Finally, two 
states correspond to constitutive heterochromatin that differ in their GC-content and 
accessibility. State 8 is AT-rich and more accessible relative to the GC-rich state 9.  
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activating PTM H3K36me3 is a signature of facultative heterochromatin (Goodrich et al., 

1997; Xiong et al., 2016). One state was denoted to be classical Polycomb chromatin, as 

it was depleted in all other PTMs assayed and enriched in the canonical histone H3.1 

(state 5). The two other states (state 2 and state 4) displayed enrichment in the histone 

variants H3.3 and H2A.Z, associated with active chromatin, alongside the presence of 

H3K27me3. Additionally, state 2 also showed an abundance of the activating PTMs 

H3K4me2/3, and sequential chromatin immunoprecipitation experiments demonstrated 

that H3K27me3 and H3K4me3 co-occurred within a two to three nucleosome size range. 

The two states that showed a coexistence of active and repressive signatures were 

prevalently found in intergenic regions and also appeared to form a border that 

physically separated the facultative and constitutive heterochromatin from the 

euchromatic domains. 

Coexistence of the activating PTM H3K4me3 and the repressive PTM 

H3K27me3 in the same region of chromatin suggests that similar to mammalian cells, at 

least a subpopulation of cells in plants contain bivalent domains (Bernstein et al., 2006). 

In mammalian pluripotent cells, bivalent domains are present on many developmental 

gene promoters and are thought to poise these genes to be rapidly activated for 

transcription upon the appropriate cues (Voigt et al., 2013). In addition to this 

identification of bivalent domains in Arabidopsis, in which Sequeira-Mendes et al. utilized 

sequencing data generated from whole seedlings, a previous study found overlap 

between the profiles of H3K4me3 and H3K27me3 for two root epidermis cell types (Deal 

and Henikoff, 2010). Although this latter study did not assess whether these two PTMs 

were present on the same chromatin fiber, it did provide initial evidence for bivalent 

domains existing in two specific cell types in plants. Further experiments studying the 

global distribution of bivalent domains in different cell types would serve to clarify the 

function of bivalent chromatin in plant systems such as Arabidopsis. 



 17 

While the aforementioned study by Sequiera-Mendes et al. provided an 

expansive assessment of chromatin states across the Arabidopsis genome, likely much 

more complexity in chromatin state exists than was identified, as the authors only 

examined PTMs covering six distinct histone residues. This study focused on previously 

well-studied PTMs with established functions, but a substantially larger variety of histone 

PTMs exists than the nine PTMs evaluated. Therefore, opportunities remain to discover 

greater complexity imparted to chromatin state by other histone PTMs. Furthermore, 

tissue for these analyses was taken from whole seedlings, and thus the sequencing data 

represents an average over many different cell types. Further analysis of global PTM 

distribution in specific cell types using novel single-cell epigenomic techniques, as 

opposed to analyzing whole seedlings, could reveal more nuanced information about 

chromatin states in specialized tissues. Finally, it is important to consider that histone 

PTMs have many functions outside of transcriptional regulation that add additional 

elements to the analysis of chromatin state. 

 

Nucleosome positioning 

In addition to modifications and variants of the histones that comprise the 

nucleosome, nucleosome position and density can also affect whether proteins such as 

transcription factors can bind a region of DNA (Jiang and Pugh, 2009). Moreover, the 

presence of nucleosomes can differentially inhibit the ability of transcription factors to 

bind chromatin. While many transcription factors cannot occupy their target sites on 

nucleosomal DNA, “pioneer transcription factors” comprise a special class that can bind 

to nucleosomal DNA and enable the binding of other transcription factors (Zaret and 

Carroll, 2011). In contrast, the presence of nucleosomes blocks RNA polymerase II 

binding, and thus, RNA polymerase II requires a nucleosome-free region (NFR) to bind 

promoters and initiate transcription (Struhl and Segal, 2013; Workman and Kingston, 
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1998). Genome-wide nucleosome positioning studies in Saccharomyces cerevisiae first 

detected a stereotyped 5’ NFR approximately 200 bp upstream of the start codon at 

RNA polymerase II promoters, and genomic studies of other species including 

Drosophila melanogaster and humans also identified nucleosome-free core promoter 

regions (Mavrich et al., 2008b; Schones et al., 2008; Yuan et al., 2005). 

The 5’ NFR is flanked by two well-positioned nucleosomes, called the -1 and +1 

nucleosomes (Jiang and Pugh, 2009). The -1 nucleosome regulates the accessibility of 

promoter regulatory elements, and is evicted after pre-initiation complex formation. The 

+1 nucleosome is found downstream of the TSS and displays a high level of phasing, as 

measured by the low level of delocalization of nucleosome position (Mavrich et al., 

2008a). The +1 nucleosome often contains histone variant H2A.Z, which improves the 

accessibility of DNA by destabilizing the H2A-H2B and H3-H4 interface to promote 

looser packaging of the DNA (Jiang and Pugh, 2009; Suto et al., 2000). Downstream of 

the +1 nucleosome, subsequent nucleosomes (+2 nucleosome, +3 nucleosome, etc.) 

display a successive reduction in phasing, with an increasing tendency for random 

nucleosome positions found further than 1 kb from the TSS (Jiang and Pugh, 2009). 

Finally, the 3’ end of a gene typically contains a 3’ NFR, corresponding to the region 

where transcription is terminated (Figure 1.4). 

Genome-wide nucleosome positioning is determined by the combined effects of 

many factors, including DNA sequence, transcription factors, and nucleosome 

remodelers (Struhl and Segal, 2013). Nucleosomes are not highly specific for certain 

DNA sequences to the same degree that many DNA-binding proteins are, but they do 

show a preference towards some 147 bp-stretches of DNA over others (Thastrom et al., 

1999). The ability of the DNA sequence to bend around the nucleosome affects 

nucleosome positioning, and optimally, more bendable sequences contact the histones 

while less bendable sequences are exposed (Struhl and Segal, 2013). When well-  
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Figure 1.4 Stereotypical nucleosome positioning around gene bodies. The 5’ 
nucleosome-free region (NFR) is flanked by the -1 and +1 nucleosomes (Jiang and 
Pugh, 2009). The +1 nucleosome is found downstream of the TSS and often contains 
histone variant H2A.Z. The +2 nucleosome, +3 nucleosome, and subsequent 
nucleosomes are found downstream of the +1 nucleosome and display a successive 
reduction in phasing. Finally, a 3’ NFR is typically found at the 3’ end of a gene, 
corresponding to the region around the TTS. 
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defined nucleosomal DNA sequences were analyzed beginning in the 1980s in an 

attempt to determine a nucleosome positioning sequence, it was found that they 

contained an enrichment of AA, TT, and TA dinucleotides occurring at 10 bp intervals, 

while GC dinucleotides also appeared at 10 bp intervals at an offset of 5 bp from the first 

pattern (Ioshikhes et al., 1996; Ioshikhes et al., 2006). The periodic dinucleotide patterns 

are thought to contribute to the rotational phasing of the nucleosome by altering the 

major groove of the DNA to facilitate DNA wrapping around the histone core (Struhl and 

Segal, 2013). However, this preference for DNA sequence remains just one of many 

factors that determine nucleosome positioning, as the enrichment of these periodic 

dinucleotide patterns in nucleosomal DNA sequences is modest and predominantly 

applies to the -1 and +1 nucleosomal sequences (Mavrich et al., 2008a). 

The 5’ NFR also shows DNA sequence-specificity and is often enriched in 

poly(dA:dT) tracts (Anderson and Widom, 2001; Radwan et al., 2008). Poly(dA:dT) tracts 

are intrinsically rigid and disfavor nucleosome formation by decreasing the stability of 

DNA wrapping. While in vitro experiments mapping the assembly of nucleosomes on 

purified genomic DNA reconstituted nucleosome depletion at many promoter and 

terminator regions, nucleosomes assembled in vitro often did not show the same pattern 

of translational positioning as observed in vivo (Kaplan et al., 2009; Zhang et al., 2009). 

Therefore, while DNA sequence appears to play a significant role in governing 

nucleosome density (the average amount of nucleosomes on a given region of DNA), 

the translational positioning (the precise position of an individual nucleosome on a DNA 

sequence) of nucleosomes does not seem to primarily be determined by DNA sequence 

(Zhang et al., 2009). 

The translational positioning of the +1 nucleosome and nucleosome spacing 

constraints are two critical factors in the positioning of downstream nucleosomes (Struhl 

and Segal, 2013). Based on evidence including the strong relationship between the 



 21 

position of the +1 nucleosome and the TSS, transcription initiation has been proposed to 

be crucial in establishing the translational positioning of the +1 nucleosome, with the pre-

initiation complex in particular serving as a major candidate to perform that role (Zhang 

et al., 2009). Additionally, the elongating RNA polymerase II machinery has been 

suggested to play a role in establishing the pattern of downstream nucleosome 

positioning via the recruitment of nucleosome remodeling complexes (Hughes et al., 

2012). This mechanism would explain why nucleosome arrays predominantly occur in 

the transcribed direction, as well as the inability of nucleosome remodelers to position 

more downstream nucleosomes in the absence of transcriptional activity (Zhang et al., 

2011). 

 Adenosine triphosphate (ATP)-dependent nucleosome remodelers (also known 

as chromatin remodelers) comprise a major regulator of nucleosome positioning by 

regulating nucleosome density and spacing, and ejecting nucleosomes to enable 

transcription factor binding to DNA (Figure 1.5). In addition to their role in regulating 

nucleosome positioning, nucleosome remodelers also create specialized regions where 

canonical histones are replaced with histone variants (Clapier et al., 2017). On the basis 

of the structure of their catalytic ATPases and associated subunits, nucleosome 

remodelers can be divided into four subfamilies: switch/sucrose non-fermentable 

(SWI/SNF), imitation switch (ISWI), chromodomain helicase DNA-binding (CHD), and 

INO80 (Tyagi et al., 2016). Most nucleosome remodelers are specialized to preferentially 

perform one of the three functions mentioned above (nucleosome assembly and 

spacing, chromatin access, and incorporation/ removal of histone variants). While the 

different subfamilies are not strictly divided by functionality, many remodelers of the 

same subfamily share the same general function (Clapier et al., 2017). 

Most ISWI subfamily remodelers assemble and regularly space nucleosomes, 

although some ISWI remodelers such as the nucleosome remodeling factor (NURF)  
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Figure 1.5 Three major classes of nucleosome remodelers. Assembly remodelers 
first help assemble the mature nucleosome, and then regularly space nucleosomes to 
form nucleosome arrays (Corona et al., 1999; Fei et al., 2015). Access remodelers 
increase accessibility for factors involved in DNA repair, recombination, and 
transcriptional activation or repression (Clapier et al., 2017). Nucleosome editing 
remodelers replace particular histones with canonical histones or histone variants, such 
as H2A.Z and H3.3 (Goldberg et al., 2010; Mizuguchi et al., 2004).  
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complex function to promote chromatin access (Erdel and Rippe, 2011; Langst and 

Becker, 2001; Xiao et al., 2001). During replication and at certain genomic locations after 

transcription, assembly remodelers first help the pre-nucleosome—the initial histone-

DNA complex that is randomly deposited—mature into the canonical nucleosome, and 

then regularly space nucleosomes to form nucleosome arrays (Corona et al., 1999; Fei 

et al., 2015). The CHD subfamily shares many similarities to the ISWI subfamily, 

including structural similarities of the ATPase domains, negative regulator of coupling 

(NegC) domains, and DNA-binding domains that are used to measure the distance 

between nucleosomes (Clapier and Cairns, 2012; Hauk et al., 2010; McKnight et al., 

2011). Moreover, some CHD subfamily remodelers also function as assembly 

remodelers similar to the ISWI subfamily, but other members of the CHD subfamily 

perform the other two general remodeling processes (e.g., opening up chromatin 

structure at promoters or depositing the histone variant H3.3) (Konev et al., 2007; Lusser 

et al., 2005; Murawska and Brehm, 2011). 

In contrast to ISWI and CHD remodelers, SWI/SNF remodelers slide and eject 

nucleosomes and typically act as access remodelers, which can increase accessibility 

for factors involved in DNA repair, recombination, and transcriptional activation or 

repression (Clapier et al., 2017). Finally, many INO80 subfamily remodelers perform 

nucleosome editing functions by replacing particular histones with canonical histones or 

histone variants, such as H2A.Z and H3.3 (Goldberg et al., 2010; Mizuguchi et al., 

2004). Nucleosome remodelers are often targeted to specific sites by histone PTMs or 

histone variants, and members of all four subfamilies contain domains that bind to 

histone PTMs (Clapier et al., 2017; Suganuma and Workman, 2011). Additionally, 

histones can regulate the activity of nucleosome remodelers, as in the example of the 

histone H4 tail being shown to stimulate ISWI remodeling activity in yeast and animals 

(Clapier et al., 2001; Clapier et al., 2002; Dann et al., 2017; Fazzio et al., 2005; Hamiche 
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et al., 2001; Ludwigsen et al., 2017; Mueller-Planitz et al., 2013; Racki et al., 2014; Yan 

et al., 2016). Nucleosome remodelers also cooperate with chromatin modifiers and 

transcription factors to alter chromatin structure and gene expression (Mitra et al., 2006; 

Yudkovsky et al., 1999). Moreover, the interaction of certain nucleosome remodelers 

with the transcriptional elongation machinery appears to be vital for the efficiency of 

establishing nucleosome positioning in gene bodies (Gkikopoulos et al., 2011; Hughes et 

al., 2012). 

As such, nucleosome remodelers play a major role in determining nucleosome 

spacing in positioned nucleosome arrays located in genes. Saccharomyces cerevisiae 

mutants lacking both Isw1 and Chd1 remodelers display a prominent loss in nucleosome 

positioning through coding regions, with the positions of the +3 nucleosomes onward 

being largely lost, while the +1 and -1 nucleosomes remain predominantly unaffected 

(Gkikopoulos et al., 2011). Genetic ablation of nucleosome remodelers in other species 

similarly affects nucleosome spacing in gene coding regions. For example, while the loss 

of the CHD1 remodelers Hrp1 and Hrp3 in Schizosaccharomyces pombe does not alter 

the average distance between nucleosomes outside of their genomic context (i.e., the 

nucleosome spacing), it does compromise the formation of genic arrays due to the 

unlinking of these arrays from the TSS (Hennig et al., 2012; Pointner et al., 2012; Shim 

et al., 2012). Similarly, Arabidopsis thaliana mutants lacking the two ISWI proteins 

CHROMATIN REMODELING 11 (CHR11) and CHR17 show a loss in the evenly spaced 

nucleosome pattern found in gene bodies, while the nucleosome density is unaffected 

(Li et al., 2014). Moreover, loss of ISWI in Drosophila melanogaster causes global 

changes in nucleosome spacing as well as a reduction in chromatin-bound histone H1 

levels (Corona et al., 2007; Sala et al., 2011). 

In contrast to their role in positioning more downstream nucleosomes in gene 

bodies, nucleosome remodelers are able to reconstitute some facets of in vivo 
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nucleosome positioning in the absence of transcription. The addition of yeast cell-free 

extract and ATP to purified histones and genomic DNA recapitulates nucleosome 

depletion at promoters, as well as +1 and -1 nucleosomes flanking this region, although 

the precise positioning of these two nucleosomes poorly matches the in vivo data (Struhl 

and Segal, 2013; Zhang et al., 2011). This reconstitution, which does not require other 

nucleotide triphosphates, argues against a transcription-dependent mechanism for 

generating NFRs and points instead to ATP-dependent nucleosome remodeling 

complexes. Genetic experiments have identified mutants lacking specific nucleosome 

remodelers that show altered nucleosome positioning near promoters. For example, 

experiments analyzing yeast mutants lacking the ISWI subfamily remodeler Isw2 

indicate that this enzyme functions near promoter regions to direct nucleosomes to DNA 

sequences that are intrinsically inhibitory to nucleosome formation (Whitehouse et al., 

2007; Whitehouse and Tsukiyama, 2006). Additionally, yeast mutants lacking the 

remodels the structure of chromatin (RSC) complex display a diminishment in the size of 

NFRs due to nucleosomes repositioning to more favorable DNA sequences (Hartley and 

Madhani, 2009). 

While many aspects of nucleosome positioning seem to be conserved between 

single-celled eukaryotic species and multicellular species, there do also appear to be 

differences. For example, the linker histone H1 does not have a major effect on 

nucleosome spacing in Saccharomyces cerevisiae due to its low endogenous levels, but 

it does seem to play a role in determining nucleosome spacing in metazoans and plants 

(Freidkin and Katcoff, 2001; Struhl and Segal, 2013). Depletion of histone H1 in mouse 

embryonic stem cells and chicken lymphocyte cells decreases global nucleosome 

spacing, and genome-wide studies of nucleosome spacing and H1 occupancy in 

Drosophila melanogaster embryos found correlations between H1 placement and 

nucleosome spacing, as well as potential relationships between H1 occupancy and NFR 
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formation (Fan et al., 2005; Hashimoto et al., 2010; Hu et al., 2018). Moreover, deletion 

of histone H1 in Arabidopsis thaliana causes greater variability in nucleosome 

distribution in heterochromatin, suggesting that histone H1 enforces the regularity of 

nucleosome spacing in heterochromatic regions in this organism (Rutowicz et al., 2019). 

Regardless of species-specific differences on various mechanisms of determining 

nucleosome positioning, nucleosome positioning in all cases is vital for the regulation of 

diverse processes in eukaryotes, with its impact on gene expression being the most 

well-studied. 

 

Maintenance of epigenetic signals 

While the precise position of nucleosomes must be reset after every round of 

DNA replication, with the DNA sequence, transcription factors, and nucleosome 

remodeling complexes together ensuring the correct positioning pattern, certain aspects 

of chromatin are directly inherited to daughter cells after replication to maintain a 

memory of the parent chromatin. A well-established way that this process occurs is via 

the semiconservative replication of DNA, in which each daughter cell receives one DNA 

strand from the original double stranded DNA helix (Meselson and Stahl, 1958). In 

addition to the genetic information in the cell, however, epigenetic information can also 

be transmitted through replication and cell division to maintain epigenetic states. As 

mentioned previously, there have been several definitions of epigenetics proposed that 

vary in the degree to which they include heritability as a requirement (Bonasio et al., 

2010). In its loosest definition, epigenetics encompasses aspects of chromatin biology, 

such as histone PTMs, DNA methylation, RNA interference, and nucleosome 

positioning, even if these elements are not heritable (Bird, 2007). However, many 

chromatin modifications are heritable—mitotically and/or meiotically—and thus provide a 

mechanism for the maintenance of epigenetic signals. These heritable features of 
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chromatin state comprise true epigenetic information in the strictest definition of the term 

(Probst et al., 2009). 

Symmetrical CG (cytosine followed by guanine) methylation represents one 

example of a true epigenetic modification that has a clear mechanism for its faithful 

propagation. After DNA replication, the two daughter helices are in a hemimethylated 

state, as they each received one of the methylated parental DNA strands. In mammals, 

DNA methyltransferase 1 (DNMT1) preferentially targets hemimethylated DNA sites 

following DNA replication to methylate the unmodified cysteine in the newly synthesized 

strand and maintain the methylation pattern (Greenberg and Bourc'his, 2019; Hermann 

et al., 2004). To further target its specificity to hemimethylated DNA, DNMT1 acts in 

concert with Ubiquitin Like With PHD And Ring Finger Domains 1 (UHRF1), an E3 

ubiquitin-protein ligase (Bostick et al., 2007; Sharif et al., 2007). UHRF1 specifically 

binds hemimethylated CG dinucleotides and methylated H3K9, and recruits and relieves 

the autoinhibition of DNMT1 (Ishiyama et al., 2017; Rothbart et al., 2012). Similarly to 

mammals, the DNMT1 ortholog METHYLTRANSFERASE 1 (MET1) serves as the 

maintenance CG methylator in plants, and as in mammals, is thought to be recruited by 

UHRF1 orthologs, the VARIANT IN METHYLATION (VIM) proteins (Woo et al., 2008; 

Zhang et al., 2018). In this way, CG methylation is copied to daughter cells with high 

fidelity. 

The inheritance of DNA methylation is one way in which parent cells propagate 

chromatin state to their daughter cells, but chromatin state is also propagated through 

the transmission of histone PTMs and chromatin-binding proteins. Unlike DNA, 

nucleosomes are not thought to be inherited semiconservatively, and thus the 

mechanism by which histone PTMs are propagated is less clear. Following DNA 

replication, during which nucleosomes become disrupted, current models propose that 

parental histones are randomly distributed among new histones along both sides of the 
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replication fork to form three types of nucleosomes: parental, mixed, and new (Almouzni 

and Cedar, 2016). One way in which the maintenance of histone PTMs on nascent 

chromatin can be achieved is by using neighboring histones, which contain the parental 

PTMs, as a template (Probst et al., 2009). Evidence for this mechanism supports its use 

in maintaining chromatin states where repetitive regions contain long arrays of 

nucleosomes with the same histone PTMs. 

For example, H3K9 methylation provides a binding site to recruit HP1, which in 

turn recruits the H3K9 methyltransferase suppressor of variegation 3-9 homolog 1 

(SUV39H1) (Bannister et al., 2001; Lachner et al., 2001). Moreover, HP1 promotes its 

own inheritance by interacting with chromatin assembly factor 1 (CAF1) during 

replication to ensure its delivery at heterochromatic sites (Quivy et al., 2004). In this way, 

H3K9 methylation and HP1 form a self-sustaining loop to propagate a silenced 

chromatin state and maintain the pericentromeric heterochromatin structure (Probst et 

al., 2009). Additionally, a model has been proposed whereby the Polycomb repressive 

mark H3K27me3 forms a self-propagating loop in which polycomb repressive complex 2 

(PRC2), the histone lysine methyltransferase responsible for catalyzing H3K27me3, 

binds H3K27me3 to maintain this PTM after its establishment (Hansen et al., 2008). 

The rapid exchange of H2A and H2B outside of S phase compared to that of 

H3.1 and H4 suggests that PTMs on histones H3 and H4 are more likely to provide a 

long-term source of memory (Kimura and Cook, 2001; Probst et al., 2009). In most 

organisms, histone H4 lacks variants that differ in their amino acid sequence, while 

histone H3 has functionally distinct variants including the canonical replicative H3.1, the 

centromeric variant CenH3 (or CENPA) and the replication-independent variant H3.3, 

which is associated with active genomic regions (Holmes et al., 2005; Yuan and Zhu, 

2013). Histone variants can serve as a mechanism to transmit epigenetic information in 

either a replication-dependent or replication-independent manner. Unlike the canonical 
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H3.1, the deposition of new CENPA occurs outside of S phase and is facilitated by 

Holliday junction recognition protein (HJURP), which specifically recognizes 

prenucleosomal CENPA (Foltz et al., 2009; Jansen et al., 2007). HJURP is recruited to 

centromeres by Mis18, a complex that is stably recruited to centromeres prior to new 

CENPA deposition in early G1 (Nardi et al., 2016; Wang et al., 2014). Moreover, existing 

CENPA nucleosomes are inherited during S phase through a mechanism where HJURP 

associates with pre-existing CENPA and interacts with the Minichromosome 

Maintenance Complex (MCM)2-7 helicase complex to ensure CENPA deposition at 

centromeres (Zasadzinska et al., 2018). 

Histone chaperones such as HJURP are key players that assist in the 

reassembly of nucleosomes (Almouzni and Cedar, 2016). Certain chaperones can 

distinguish between nucleosome variants, providing another layer of regulation in the 

maintenance of epigenetic information (De Koning et al., 2007). CAF1 is recruited to the 

replication fork by interacting with proliferating cell nuclear antigen (PCNA) to deposit 

newly synthesized H3.1-H4 dimers during DNA replication and DNA repair (Gaillard et 

al., 1996; Probst et al., 2009; Smith and Stillman, 1989). In contrast, histone regulator A 

(HIRA) specifically incorporates H3.3-H4 dimers in a replication-independent fashion, 

and has been proposed to combat the dilution of H3.3 that occurs after replication to 

maintain genomic regions containing H3.3 (Probst et al., 2009; Ray-Gallet et al., 2002; 

Tagami et al., 2004). In addition to chaperones, components of the replication machinery 

including MCM2 and Pole ensure that parental histones remain associated with their 

original genomic location after DNA replication (Petryk et al., 2018; Stewart-Morgan et 

al., 2020; Yu et al., 2018). 

While epigenetic information is capable of being maintained through replication, a 

major distinction that differentiates epigenetic from genetic information is its ability to be 

reprogrammed. For example, epigenetic information is extensively reprogrammed during 
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both mammalian early embryonic development and primordial germ cell development 

(Probst et al., 2009). In plants, there is evidence for a less extensive partial 

reprogramming occurring during gametogenesis and embryogenesis (Borg et al., 2020; 

Kawashima and Berger, 2014). Epigenetic information can be removed either actively 

(e.g., by eraser enzymes or histone exchange) or passively by dilution. In spite of this 

reprogramming, however, transgenerational epigenetic inheritance is observed in both 

animals and plants (Hauser et al., 2011; Morgan et al., 1999; Rakyan et al., 2003). 

Therefore, there appear to be mechanisms to ensure that certain epigenetic information 

can be retained through germline and embryonic reprogramming. 

 

Genome stability 

 Although the mechanism for transmitting genetic information to the next 

generation is elegant and clear, this process is not error-free. DNA replication is 

coordinated with DNA damage sensing and repair to ensure genome integrity through 

cell divisions (Aguilera and Gomez-Gonzalez, 2008). Moreover, during the lifespan of an 

organism, its genome is exposed to a multitude of DNA damaging agents including UV 

and ionizing radiation, alkylating agents, and crosslinking agents (Aguilera and Garcia-

Muse, 2013; Chatterjee and Walker, 2017). While some level of mutation is adaptive for 

long-term species survival, major genetic alterations including a high number of 

mutations, chromosome rearrangements, and chromosomal instability are associated 

with pathological disorders such as cancer and neurodegeneration in humans, as well as 

ageing (Aguilera and Gomez-Gonzalez, 2008; Chatterjee and Walker, 2017; Feng and 

Riddle, 2020). Therefore, maintaining a sufficient level of genome stability is essential for 

the health and fitness of an organism. 

 Cells utilize a large network of pathways to regulate genome stability, and 

different facets of genome instability are associated with the malfunction or misregulation 
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of specific pathways. Errors during replication, failures of the base excision repair or 

mismatch repair pathways, and error-prone translesion synthesis can all cause the 

accumulation of mutations such as base substitutions, micro-insertions or micro-

deletions (Aguilera and Gomez-Gonzalez, 2008; Chatterjee and Walker, 2017). In 

contrast, chromosomal instability, characterized by changes in chromosome number, is 

caused by defects in chromosome transmission or the spindle mitotic checkpoint 

(Aguilera and Gomez-Gonzalez, 2008; Draviam et al., 2004). Finally, large chromosomal 

rearrangements such as translocations, duplications, inversions, or deletions are often 

caused by DNA breaks associated with replication stress, leading to processes including 

ectopic homologous recombination (HR) or end-joining between non-homologous DNA 

fragments (Aguilera and Gomez-Gonzalez, 2008). 

Certain genomic regions are more susceptible to undergoing these large 

chromosomal rearrangements. For example, fragile sites are DNA sequences that 

preferentially exhibit gaps or breaks when DNA synthesis is partially impaired, and they 

are associated with hotspots for chromosomal rearrangements (Aguilera and Gomez-

Gonzalez, 2008; Durkin and Glover, 2007; Sutherland, 1977). Fragile sites are often 

repetitive regions that can form secondary structures such as hairpins, leading to 

impaired replication fork progression and DNA breaks (Zhang and Freudenreich, 2007). 

Additionally, highly transcribed DNA regions show high recombination frequencies and 

are linked to replication stress (Aguilera, 2002; Aguilera and Gomez-Gonzalez, 2008). In 

addition to hindering replication fork progression, potentially leading to stalling and 

ultimately breakage, the movement of transcription complexes along DNA also produces 

topological constraints that can cause DNA breakage if not resolved properly (Gaillard 

and Aguilera, 2016). To avoid genome instability-inducing conflicts between the 

transcription and replication machinery, transcription and replication are tightly 

coordinated both temporally and spatially (Magdalou et al., 2014). In summary, diverse 
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pathways related to transcription, replication, DNA damage response, DNA repair, 

chromosome segregation, and cell cycle progression all contribute to the regulation of 

genome stability (Aguilera and Gomez-Gonzalez, 2008; Feng and Riddle, 2020; 

Magdalou et al., 2014). All of these processes depend on the chromatin environment, 

and thus epigenetic mechanisms play a major role in regulating genome stability. The 

relationship between epigenetics and genome stability is a vibrant area of research, and 

many histone PTMs have been implicated in regulating this process (Deem et al., 2012). 

One histone PTM that ensures genome integrity through multiple mechanisms is 

the methylation of H4K20 (Jorgensen et al., 2013). In animals, H4K20me2 directly 

recruits the DNA repair factor p53-binding protein (53BP1) to double-strand breaks 

(DSBs) by binding the tandem Tudor domain of 53BP1 (Botuyan et al., 2006). While 

H4K20me2 is a highly abundant histone PTM that is not specifically present at sites of 

DNA damage, the binding of 53BP1 to H4K20me2 is repressed in the absence of DNA 

damage due to the Tudor-interacting repair regulator (TIRR) masking the binding motif of 

53BP1 (Drane et al., 2017; Pesavento et al., 2008). Consequently, 53BP1 is only 

recruited to H4K20me2 under DNA damage conditions when the 53BP1-TIRR complex 

is dissociated, partially as a result of ataxia-telangiectasia mutated (ATM) 

phosphorylation of 53BP1 (Drane et al., 2017). When 53BP1 is bound to chromatin, it 

recruits additional DNA signaling and repair proteins and plays an important role in the 

decision of which DSB repair pathway to utilize, serving as a positive regulator of non-

homologous end joining (NHEJ)-mediated DSB repair (Panier and Boulton, 2014). 

In addition to its role in recruiting 53BP1 to regulate the DNA damage response, 

H4K20 methylation has also recently been shown to regulate genome stability by 

maintaining a chromatin compaction threshold in order to limit origin of replication 

licensing in G1 phase (Lu et al., 2008; Shoaib et al., 2018). Mutation of H4K20 or loss of 

the H4K20 monomethyltransferase SET8 leads to chromatin decompaction and 
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excessive loading of the origin recognition complex (ORC), subsequently causing single-

stranded DNA formation and DNA damage (Shoaib et al., 2018). H4K20 methylation is 

thus able to regulate genome stability in animals both in its roles in the DNA damage 

response pathway and in its impact on replication and chromatin compaction. 

One major histone PTM regulating genome stability in plants is monomethylation 

of histone H3.1 lysine 27 (H3.1K27me1) (Jacob et al., 2009). This modification is 

maintained during DNA replication by the lysine monomethyltransferases 

ARABIDOPSIS TRITHORAX-RELATED PROTEIN 5 (ATXR5) and ATXR6, which are 

recruited to the replication fork by interacting with PCNA to specifically monomethylate 

histone variant H3.1 (Jacob et al., 2014; Jacob et al., 2009; Raynaud et al., 2006). The 

atxr5 atxr6 double mutant (atxr5/6), which has significantly lower levels of H3.1K27me1, 

exhibits a loss of silencing of repressed elements such as DNA repeats and 

transposons, heterochromatin decondensation, and amplification of heterochromatic 

DNA (Jacob et al., 2009; Jacob et al., 2010). It has been proposed that amplification of 

heterochromatic DNA in atxr5/6 occurs due to the loss of transcriptional silencing of 

heterochromatin during S-phase, which causes transcription-replication collisions and/or 

R loop formation. These mutagenic events can cause DSBs, leading to heterochromatin 

amplification during repair (Aguilera and Garcia-Muse, 2012; Hale et al., 2016). 

In a genetic screen for suppressors of the heterochromatin amplification defect in 

the atxr5/6 mutant, the authors found that every suppressor that they isolated reduced 

both the transposon derepression phenotype and the DNA amplification defects in the 

mutant (Hale et al., 2016). However, previous work had found that mutations in DNA 

methyltransferases suppressed the extra DNA defects of the atxr5/6 mutant while 

enhancing the transcriptional defects (Stroud et al., 2012). Therefore, the transcriptional 

derepression phenotype of atxr5/6 is not dependent on the heterochromatic amplification 

phenotype, and the replication defects do not cause the transcription defects. Since 
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every mutation that suppresses the transcription defects also suppresses the extra DNA 

defects, it is also unlikely that the atxr5/6 mutations affect transcription and replication 

independently (Hale et al., 2016). The most likely remaining model is that the 

transcription defects in the atxr5/6 mutant cause the heterochromatic amplification (Hale 

et al., 2016). In this model, transcriptional derepression of heterochromatic elements 

during S-phase generates transcription machinery bound to genomic regions that the 

replication machinery is not equipped to evade. Collisions between the transcription and 

replication machineries then cause the replication forks to stall or collapse, which leads 

to amplification of heterochromatic regions (Hale et al., 2016). 

Further support for the model of transcription-replication collisions in atxr5/6 

comes from examining DNA damage in this mutant. DNA damage response genes, such 

as BREAST CANCER SUSCEPTIBILITY 1 (BRCA1) and RAD51, are upregulated in the 

atxr5/6 mutant and comet assays detect evidence of breaks as well (Feng et al., 2017). 

Additionally, the nuclei of atxr5/6 have “overreplication-associated centers” (RACs), in 

which the heterochromatic chromocenters exhibit partial decondensation and a distinct 

hollow appearance (Feng et al., 2017). DNA methylation mutants, which suppress the 

heterochromatic amplification defects but not the transcriptional derepression of atxr5/6, 

also suppress the formation of these structures. Moreover, the centers of the RACs 

contain foci of phosphorylated H2AX (γ-H2AX), a marker of DSBs, and the DNA repair 

protein RAD51. Amplified pericentromeric heterochromatin localizes to the RACs as well 

(Feng et al., 2017). Finally, atxr5/6 mutants are hypersensitive to mutations in DNA 

damage response pathways, especially in ATR (Feng et al., 2017). Together, these data 

suggest that the atxr5/6 mutant has increased DNA damage and DSBs, which could 

arise from transcription-replication collisions due to derepression of silent elements.  

Recent work has elucidated a potential mechanism for how H3.1K27me1 

regulates transcription in heterochromatin. In the proposed model, H3.1K27me1 
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interferes with transcription by preventing another histone PTM, specifically the 

activating PTM H3K27ac, from being added to the H3K27 residue. Consistent with this 

model, H3K27ac was found to be enriched at the TSS of protein-coding genes in wild-

type plants, and additional H3K27ac peaks exist at heterochromatic regions, especially 

the 5’ end of transposons, in the atxr5/6 mutant (Dong et al., 2021). These additional 

heterochromatic H3K27ac peaks appear to be almost entirely dependent on the histone 

acetyltransferase GCN5, as the vast majority of these peaks are missing in the atxr5/6 

gcn5 triple mutant, and moreover, the atxr5/6 gcn5 triple mutant displays suppression of 

the heterochromatin amplification and heterochromatin decondensation phenotypes. 

Together, these data support the hypothesis that the histone acetyltransferase GCN5 

acetylates H3.1K27 in the absence of H3.1K27me1 to activate transcription, leading to 

inappropriate transcription in heterochromatic regions in atxr5/6 mutant plants. 

H3.1K27me1 is thus an important histone PTM that likely regulates genome stability in 

plants by maintaining silencing of repressed elements in order to prevent replication 

stress. 

A related role has been proposed for H3K4 methylation in yeast, in which this 

histone PTM regulates genome stability by mitigating transcription-replication conflicts 

during replication stress; however, unlike H3.1K27me1, H3K4 methylation is thought to 

prevent transcription-replication conflicts in highly active, rather than repressed, regions 

(Chong et al., 2020). In Saccharomyces cerevisiae, active genes demonstrate an H3K4 

methylation gradient, where H3K4me3 peaks at the 5’ ends of genes, H3K4me2 is 

enriched in the middle portion of genes, and H3K4me1 is deposited at the 3’ end of 

genes (Liu et al., 2005; Pokholok et al., 2005). This H3K4 methylation gradient pattern 

appears to be conserved in mammals as well (Barski et al., 2007). While H3K4me is 

broadly considered an activating mark and has been shown to promote transcription of 

specific genes, there is no conserved mechanism for how methylation of H3K4 activates 
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transcription, and loss of H3K4me3 has in fact been shown to minimally impact global 

transcription (Clouaire et al., 2012; Howe et al., 2017; Lauberth et al., 2013) Moreover, 

some evidence has arisen suggesting that the H3K4me gradient can be the product, not 

the cause, of transcription (Soares et al., 2017). Therefore, the precise mechanistic role 

of the H3K4me gradient in transcriptional regulation requires further clarification, but a 

recent study proposed an exciting role for this gradient in protecting from replication 

stress. 

Prior to this study, H3K4 methylation had been implicated in regulating the DNA 

damage response and DNA replication, but the molecular mechanism of its activity was 

unclear (Faucher and Wellinger, 2010; Higgs et al., 2018; Rizzardi et al., 2012). In the 

“speed bump” model proposed by Chong et al., the H3K4me gradient hinders replication 

fork progression in areas of high transcriptional activity (Chong et al., 2020). This model 

asserts that in regions with high levels of H3K4 methylation as a consequence of high 

levels of transcription, the H3K4me “speed bumps” protect regions at high risk of 

transcription-replication conflicts by slowing down replication, while allowing faster 

replication in areas with lower transcriptional activity. The authors’ model is supported by 

genetic evidence indicating that H3K4me and the S-phase checkpoint kinase Rad53 

function in the same pathway, biochemical evidence showing that H3K4 methylation 

causes fork stalling in replication-stressed rad53 mutants, and data demonstrating that 

H3K4 methylation decelerates fork progression and prevents mutagenic events on highly 

transcribed regions. Under hydroxyurea-induced replication stress, the evidence 

suggests that Rad53 stabilizes replication forks while H3K4 methylation slows down the 

replication forks to relieve transcription-replication conflicts at highly transcribed regions. 

In the absence of H3K4 methylation, the replication forks may progress too quickly and 

collide with the transcription machinery, leading to mutagenesis and genome instability. 

 To conclude, these histone PTMs (H4K20me, H3.1K27me1, and H3K4me) 
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represent a few examples demonstrating the diverse ways in which epigenetic 

mechanisms regulate genome stability, ranging from promoting DNA repair to 

modulating chromatin compaction to protecting from replication stress (Chong et al., 

2020; Dong et al., 2021; Drane et al., 2017; Feng et al., 2017; Hale et al., 2016; Jacob et 

al., 2010; Shoaib et al., 2018). Determining precisely how the chromatin environment 

contributes to processes that counteract genome instability has profound implications for 

understanding disease and ageing. While many promising breakthroughs have been 

made, more research is needed to further elucidate the ways in which histones support 

the maintenance of genome stability. 

 

Flowering time 

 Epigenetic mechanisms also play a major role in regulating developmental 

transitions in multicellular eukaryotes. One of the most important developmental 

processes in angiosperms is the transition from vegetative growth to reproductive 

development (Andres and Coupland, 2012; Song et al., 2015), and thus the varied and 

complex pathways that regulate flowering time have been extensively studied. 

Determining how epigenetic mechanisms in turn play a role in these different pathways 

is a newer field, but one that has nonetheless seen several important advances in the 

two decades of its existence. Understanding how epigenetic pathways regulate the floral 

transition is exceedingly important for the improvement of agricultural crops in a rapidly 

changing environment. In crops that require harvesting of seeds or fruits, modulating 

flowering time is essential for maximizing crop yield, while flowering avoidance is often 

optimal for crops that require the harvesting of vegetative tissue (Jung et al., 2016). 

Further developing our understanding of flowering time regulation, and what role 

epigenetic mechanisms play in this process, will thus advance our ability to enhance 

agricultural crops and food yield. 
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 Flowering time is tightly coordinated with environmental cues, including the day 

length or photoperiod, the quality of light (including the red/far-red ratio and the intensity 

of blue light), and the temperature (Amasino, 2005; Robson et al., 1993; Srikanth and 

Schmid, 2011). The model system Arabidopsis thaliana is classified as a facultative 

long-day (LD) plant, as long days (16 hours light/ 8 hours dark) promote flowering, but 

plants will eventually flower under short-day (SD) conditions (8 hours light/ 16 hours 

dark) (Srikanth and Schmid, 2011). One of the first Arabidopsis thaliana mutants that 

was identified to be insensitive to inductive day length was constans (co) (Redei, 1962). 

CONSTANS (CO) is a transcription factor whose expression is modulated by the 

circadian clock, oscillating with a phase of 24 hours, and is essential for photoperiod-

dependent flowering induction (An et al., 2004; Putterill et al., 1995). 

Three circadian clock-regulated proteins, called GIGANTEA (GI), FLAVIN-

BINDING, KELCH REPEAT, F-BOX 1 (FKF1), and CYCLING DOF FACTOR (CDF), 

have been demonstrated to regulate the transcription of CO in order to establish the 

proper CO phasing (Fornara et al., 2009; Imaizumi et al., 2005; Imaizumi et al., 2003; 

Sawa et al., 2007). The expression of CO is further regulated at the posttranslational 

level by CONSTITUTIVELY PHOTOMORPHOGENIC (COP1), an E3 ubiquitin ligase, 

and the SUPPRESSOR OF PHYA-105 (SPA) protein family (Laubinger et al., 2006; Liu 

et al., 2008b). The modulation of CO expression is complex, and other pathways, 

including alternative splicing to produce two CO protein variants, also regulate its 

accumulation and consequently, the photoperiod-induced floral transition (Gil et al., 

2017). CO in turn regulates flowering time by activating the production of FLOWERING 

LOCUS T (FT), a protein that is thought to stimulate flowering by acting as a long-

distance signal between the leaves and the shoot meristem to induce floral meristem 

identity genes (An et al., 2004; Jaeger and Wigge, 2007; Srikanth and Schmid, 2011). 

Temperature regulates flowering time via multiple mechanisms, including 
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vernalization, in which a prolonged period of cold (during winter in natural conditions) 

induces flowering in the following spring, and ambient temperature sensing (Srikanth 

and Schmid, 2011). In the model plant A. thaliana, FRIGIDA (FRI) and FLOWERING 

LOCUS C (FLC) are both necessary for vernalization, with the FRI protein promoting the 

expression of FLC (Geraldo et al., 2009; Johanson et al., 2000; Michaels and Amasino, 

1999). FLC encodes a MADS box protein that directly represses the transcription of 

flowering time genes, including FT and SUPPRESSOR OF OVEREXPRESSION OF 

CONSTANS1 (SOC1) (Helliwell et al., 2006; Hepworth et al., 2002). In addition to 

vernalization, plants can also sense ambient temperature during their vegetative 

development and modulate their flowering time in response (Samach and Wigge, 2005). 

For example, higher temperatures have been shown to induce flowering in Arabidopsis 

thaliana (Balasubramanian et al., 2006). One major regulator of the ambient temperature 

flowering pathway is SHORT VEGETATIVE PHASE (SVP), a MADS box protein that 

acts as a floral repressor by binding to the FT and SOC1 promoters (Hartmann et al., 

2000; Lee et al., 2007). 

In addition to exogenous signals, endogenous signals including gibberellic acid 

(GA) and sugars also function to regulate the floral transition (Srikanth and Schmid, 

2011). GAs act in A. thaliana to regulate flowering time via the positive regulation of FT 

as well as the positive regulation of the floral meristem identity gene LEAFY (LFY) 

(Blazquez et al., 1998; Hisamatsu and King, 2008). Moreover, GAs promote flowering by 

positively regulating the expression of SOC1 and downregulating floral repressors 

including SVP (Li et al., 2008; Liu et al., 2008a; Srikanth and Schmid, 2011). The 

concentrations of sugars, such as sucrose and trehalose-6-phosphate, have also been 

shown to have an effect on flowering time via multiple proposed interactions with the 

flowering network (Bolouri Moghaddam and Van den Ende, 2013; Matsoukas et al., 

2012).  
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Two additional endogenous pathways regulating flowering time have been 

characterized: the autonomous pathway and the ageing pathway. Autonomous pathway 

mutants display delayed flowering regardless of day length and the expression of genes 

in the autonomous pathway have been shown to promote flowering by repressing FLC 

expression (Koornneef et al., 1998; Srikanth and Schmid, 2011). The ageing pathway is 

defined by microRNA 156 (miR156) and its SQUAMOSA-PROMOTER BINDING 

PROTEIN-LIKE (SPL) transcription factor targets (Wang, 2014; Wu et al., 2009). 

Expression of miR156 and SPL is temporally regulated; in young seedlings, miR156 

levels are high and SPL levels are low, while miR156 levels decrease and SPL levels 

consequently increase with age (Wang et al., 2009a). Members of the SPL family 

activate floral meristem identity and organ identity genes, including LFY, APETALA1 

(AP1), and FRUITFULL (FUL), as well as the expression of microRNA 172 (miR172) 

(Wu et al., 2009; Yamaguchi et al., 2009). The gradual accumulation of miR172 in turn 

downregulates APETALA2 (AP2)-like floral repressor target genes and upregulates FT 

expression via the repression of the SCHLAFMÜTZE (SMZ) repressor (Aukerman and 

Sakai, 2003; Jung et al., 2007; Mathieu et al., 2009). 

In sum, six major pathways (photoperiod, vernalization, ambient temperature, 

gibberellic acid, autonomous, and ageing) regulate flowering time (Srikanth and Schmid, 

2011) (Figure 1.6). Extensive crosstalk between pathways occurs, mediated by a small 

number of central floral pathway integrators including FT and SOC1 (Simpson and 

Dean, 2002). FT expression is modulated by inputs from the photoperiod pathway 

through CO, the vernalization pathway through FLC, and the ageing pathway through 

SMZ, as well as others (Hepworth et al., 2002; Mathieu et al., 2009; Shim et al., 2017). 

SOC1 similarly integrates inputs from multiple pathways, as it is regulated by CO in an 

FT-dependent manner, SVP, and FLC; moreover, SOC1 is positively regulated by SPLs,  
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Figure 1.6 Major flowering time regulatory pathways. Simplified diagram of the six 
major pathways regulating flowering time (photoperiod, vernalization, ambient 
temperature, gibberellic acid, autonomous, and ageing) are shown. Floral integrators, 
floral meristem identity and organ identity genes are represented in pink. Photoperiod 
(yellow): Light regulates FKF1, GI, and CDF expression through the circadian clock. 
FKF1, GI, and CDF regulate the transcription of CO, and COP1 and SPA negatively 
regulate CO post-transcriptionally. CO is a transcriptional activator of FT, a floral 
integrator gene which in turn activates another floral integrator gene SOC1. SOC1 
activates floral meristem identity genes such as LFY and FUL. Vernalization (blue): FRI 
promotes FLC expression and VRN1, VRN2, and VIN3 epigenetically silence FLC. FLC 
represses FT and SOC1. Ambient temperature (red): SVP represses FT and SOC1. 
Gibberellic acid (orange): GAs positively regulate FT, SOC1, and LFY, and negatively 
regulate SVP. Autonomous (green): Autonomous pathway genes repress FLC 
expression. Ageing (purple): miR156 represses expression of SPLs. SPLs activate the 
floral meristem and organ identity genes LFY, AP1, and FUL, as well as miR172 and 
SOC1. miR172 downregulates the expression of AP2 and SMZ, which are both negative 
regulators of FT and miR172.  
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a component of the ageing pathway, and GAs (Moon et al., 2003; Wang, 2014; Wang et 

al., 2009a; Yoo et al., 2005). SOC1 in turn regulates LFY, a floral pathway integrator that 

is also regulated by GAs and the ageing pathway through SPLs (Eriksson et al., 2006; 

Lee et al., 2008; Yamaguchi et al., 2009). Some floral pathway integrators such as LFY 

function not only to regulate the floral transition, but also to directly regulate floral 

meristem identity (Srikanth and Schmid, 2011; Weigel et al., 1992). Elucidating the 

transcriptional regulation of the flowering time pathways, and especially the floral 

pathway integrator genes, is essential for fully understanding the floral transition, and 

thus one active field of investigation is determining how the chromatin landscape 

contributes to this transcriptional regulation. 

Epigenetic mechanisms regulate the complex pathways controlling flowering time 

in diverse ways. Many histone PTMs, including histone H3 lysine 4 (H3K4) methylation, 

H3K36 di- and trimethylation, H3K9 methylation, H3K27 methylation, H2B 

monoubiquitination, and acetylation of histones H3 and H4 have been shown to regulate 

the expression of key flowering time regulatory genes such as FLC and FT (Bastow et 

al., 2004; Bu et al., 2014; Cao et al., 2008; Choi et al., 2007; Crevillen et al., 2019; 

Crevillen et al., 2014; Cui et al., 2016; Deal et al., 2007; Deng et al., 2007; Gu et al., 

2009; He, 2009; He et al., 2004; Jiang et al., 2008; Kim et al., 2005; Ning et al., 2019; 

Pajoro et al., 2017; Schmitz et al., 2008; Turck et al., 2007; Xu et al., 2009; Xu et al., 

2008; Yu et al., 2011a; Zhang et al., 2007b; Zheng et al., 2019; Zhou et al., 2018). For 

example, three proteins VERNALIZATION 1 (VRN1), VERNALIZATION 2 (VRN2), and 

VERNALIZATION INSENSITIVE 3 (VIN3) contribute to the epigenetic silencing of FLC in 

response to vernalization via reduced histone acetylation and increased methylation of 

H3K27 and H3K9 (Bastow et al., 2004; Gendall et al., 2001; Levy et al., 2002; Sung and 

Amasino, 2004). VIN3 is induced in response to vernalization to establish the initial 

silencing of FLC, while VRN1, VRN2 and LIKE HETEROCHROMATIN PROTEIN 1 
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(LHP1) are later recruited to maintain this epigenetic state (De Lucia et al., 2008; 

Srikanth and Schmid, 2011; Wood et al., 2006). In contrast, the nuclear protein ACTIN 

RELATED PROTEIN 6 (ARP6) represses flowering by positively regulating FLC 

expression (Choi et al., 2005; Deal et al., 2005). ARP6 functions as a component of the 

SWI/SNF2-Related 1 (SWR1) chromatin remodeling complex, which introduces the 

variant H2A.Z into nucleosomes (Kumar and Wigge, 2010). 

 In addition to FLC, many other flowering time genes including FT are H3K27me3 

targets (Turck et al., 2007; Zhang et al., 2007b). The H3K27me3 demethylases 

JUMONJI 13 (JMJ13), RELATIVE OF EARLY FLOWERING 6 (REF6), and EARLY 

FLOWERING 6 (ELF6) regulate flowering time by relieving the repression of flowering 

time genes such as FT and SOC1, as well as FLC (Crevillen et al., 2014; Cui et al., 

2016; Zheng et al., 2019). Other histone-modifying enzymes have also been linked to 

the regulation of flowering time. Mutations in PROTEIN ARGININE 

METHYLTRANSFERASE 5 (PRMT5), also known as SHK1 BINDING PROTEIN 1 

(SKB1), an enzyme which catalyzes the symmetric dimethylation of H4R3, have been 

shown to cause pleiotropic developmental phenotypes including late flowering (Pei et al., 

2007). One proposed mechanism for the late flowering phenotype in prmt5 mutants is 

that FLC repression is reduced due to decreased H4R3me2s (Schmitz et al., 2008; 

Wang et al., 2007). However, PRMT5 also methylates non-histone substrates including 

RNA processing factors, and mutations in prmt5 have been demonstrated to cause 

splicing defects in several factors regulating flowering time, including transcripts of 

FLOWERING LOCUS KH DOMAIN (FLK), encoding an autonomous pathway protein 

which represses FLC expression (Deng et al., 2010; Lim et al., 2004; Mockler et al., 

2004). Therefore, histone-modifying enzymes such as PRMT5 may regulate flowering 

time both in their regulation of chromatin structure via histone PTMs as well as through 

the modification of non-histone substrates. 
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Assessing histone function 

 As demonstrated by the numerous examples above, histones and the chromatin 

landscape play a critical role in regulating various genomic and developmental 

processes, and consequently, can have widespread effects on organismal development 

and fitness. One of the major ways in which histones regulate these processes is 

through PTMs, or conversely, the absence of PTMs, although residues that cannot be 

post-translationally modified have also been demonstrated to function in significant roles. 

Traditionally, the functional significance of histone PTMs has mainly been deduced by 

the analysis of phenotypes resulting from the mutation of histone-modifying enzymes. 

For example, the PTM H3.1K27me1 was recognized to have a crucial role in maintaining 

genome stability in Arabidopsis thaliana through analysis of the atxr5/6 double mutant, 

which has significantly reduced levels of H3.1K27me1 due to mutation of the 

monomethyltransferases ATXR5 and ATXR6 (Jacob et al., 2009; Jacob et al., 2010).  

However, while this method has been successful in identifying functions for many 

histone residues, there are some limitations to this approach. As demonstrated by the 

case of PRMT5, analyzing the contributions of histone-modifying enzymes to the 

regulation of different phenotypes can be complicated by the fact that these enzymes 

often target non-histone substrates as well, as PRMT5 dimethylates RNA processing 

factors in addition to H4R3 (Deng et al., 2010; Schmitz et al., 2008; Wang et al., 2007). 

Moreover, histone-modifying enzymes can have essential roles in their actions on 

histones and/or on non-histone substrates, making it difficult to study loss-of-function 

mutants in these situations. On the other hand, there can be multiple histone-modifying 

enzymes with redundant functions, in which case, phenotypes may not be observed if all 

of the relevant histone-modifying enzymes are not mutated. For example, the atxr5 and 

atxr6 single mutants do not show significantly reduced levels of H3K27me1 and 
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consequently, they do not demonstrate the defects in chromatin organization, gene 

silencing, or heterochromatin amplification seen in the atxr5/6 double mutant (Jacob et 

al., 2009; Jacob et al., 2010). The presence of redundant histone-modifying enzymes is 

especially confounding when all of the enzymes targeting a specific histone residue are 

not known. Therefore, the strategy of assessing the function of histone PTMs through 

the mutation of histone-modifying enzymes presents difficulties if there are many 

redundant histone-modifying enzymes, if the histone-modifying enzyme(s) have not 

been identified, or if the histone-modifying enzyme(s) have essential activities in the 

modifications of histones or additional non-histone substrates (McKay et al., 2015b). 

As a solution to many of these challenges, researchers have implemented 

histone replacement systems, in which some or all of the endogenous copies of a 

histone are replaced with a histone mutated at a specific residue (or multiple residues). 

Histone replacement systems have been implemented in several model organisms, 

including the single-celled eukaryote Saccharomyces cerevisiae, as well as the 

multicellular eukaryotes Drosophila melanogaster and Arabidopsis thaliana (Dai et al., 

2008; Dong et al., 2020; Govin et al., 2010a; Gunesdogan et al., 2010; Hodl and Basler, 

2009, 2012; Jacob et al., 2014; Jiang et al., 2017; Nakanishi et al., 2008; Zhang et al., 

2019). Rather than replacing a histone with a substitution mutant, systems have also 

been generated where specific histone variants are replaced (Hodl and Basler, 2012). 

Histone replacement systems can be partial, if some copies of the endogenous histone 

remain expressed, or complete, if all endogenous expression of the relevant histone is 

eliminated. Moreover, while not strictly histone replacement systems, histone 

substitution mutants have also been expressed in wild-type backgrounds (Herz et al., 

2014; Lewis et al., 2013). Retaining different amounts of endogenous histone expression 

can provide information about the dominance of histone mutations. 

Fundamental studies on histone mutations were initially performed in 
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Saccharomyces cerevisiae. Genetic studies on suppressors of d insertion mutations first 

indicated that mutations in histones H2A and H2B alter the transcription of genes 

adjacent to the d insertions (Clark-Adams et al., 1988). Moreover, mutations in histones 

H3 and H4 were found to partially relieve the requirement for transcription of the HO 

gene by the SWI/SNF complex (Kruger et al., 1995; Sternberg et al., 1987). These 

classic experiments established some of the initial links between transcription and 

chromatin structure using a forward genetics approach. Reverse genetics experiments 

further solidified the link between histones and gene expression, as well as other 

phenotypes including replication and cell cycle regulation (Kayne et al., 1988; Megee et 

al., 1990). 

Modern molecular biologists often utilize a reverse genetics approach to 

generate a large array of targeted histone mutations, and several groups used this 

strategy to generate the first histone replacement systems in Saccharomyces cerevisiae. 

In one of these experiments, all residues located on the surface of the canonical 

nucleosome were individually mutated to alanine, with the exception of endogenous 

alanine residues, to conduct an unbiased screen for roles of these residues in various 

processes including DNA damage, replication, and transcriptional elongation (Matsubara 

et al., 2007). Similarly, Nakanishi et al. individually mutated all residues of the four core 

histones to alanine (except endogenously occurring alanine residues) to determine 

which histone residues are essential for viability and the methylation of H3K4 (Nakanishi 

et al., 2008). 

Other screens focused exclusively on histones H3 and H4, rather than all of the 

core histones. Dai et al. generated a library of 486 histone H3 and H4 mutants, 

individually substituting each non-alanine residue to alanine and each alanine residue to 

serine (Dai et al., 2008). Additional substitutions were also made to mimic modified and 
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unmodified states, such as lysine to arginine (partially mimicking constitutive de-

acetylation) and lysine to glutamine (partially mimicking constitutive acetylation). This 

large library of H3 and H4 mutants was screened for a multitude of phenotypes, 

including impaired response to DNA damaging agents, sensitivity to chemicals which 

perturb transcription and microtubules, transcriptional silencing defects, and proficiency 

at NHEJ. Additionally, Govin et al. generated a collection of alanine substitution mutants 

at each individual serine, threonine, lysine, and arginine residue to systematically assess 

the role of chromatin changes during gametogenesis (Govin et al., 2010a). Importantly, 

some of these systems eliminate all endogenous expression of the replaced histones in 

the mutants, as in the latter example, while others utilize partially reduced endogenous 

histone expression, as in the former example. Finally, the most recent system developed 

in Saccharomyces cerevisiae utilizes an efficient Clustered Regularly Interspaced Short 

Palindromic Repeats/ CRISPR-associated protein 9 (CRISPR/Cas9)-based histone 

shuffle strategy that allows for complete histone replacement at the endogenous locus 

(Fu et al., 2021). Complete histone replacement and histone gene replacement at the 

endogenous locus via gene targeting are ideal parameters for a histone replacement 

system, but as demonstrated by the research process in Saccharomyces cerevisiae, 

establishing a system with these parameters may take many iterations upon previous 

work to develop. 

While histone replacement systems in yeast provide valuable information about 

histone function, there are likely additional roles for histone residues in multicellular 

eukaryotes due to their greater complexity and need for regulation across different cell 

types and developmental stages. For example, methylation at H3K27 is critical for 

development in all multicellular eukaryotes, but this PTM is absent in Saccharomyces 

cerevisiae (McKay et al., 2015a; Zhang et al., 2007a). The multicellular eukaryote 

Drosophila melanogaster has recently been used to generate histone replacement 
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systems that have been applied to study histone function in the context of a metazoan 

system. One study focused on histone variant H3.3 and found that the complete 

absence of H3.3 or the replacement of H3.3 with the mutant H3.3K4A, which has lysine 

4 of H3.3 mutated to alanine, causes sterility but does not affect viability (Hodl and 

Basler, 2009). Another study expressed an inducible transgene encoding histone H1 in 

wild-type flies, and found that the expression of transgenic histone H1 leads to a 

dramatic reduction of endogenous histone H1 levels via an uncharacterized 

autoregulatory mechanism (Siriaco et al., 2015). Siriaco et al. utilized this partial 

replacement system to study the function of mutations that block H1S10 phosphorylation 

on chromatin compaction and chromatin structure (Siriaco et al., 2015). 

In contrast to the aforementioned experiments, which focused on specific 

canonical histones or histone variants, Gunesdogan et al. generated an elegant histone 

replacement system where the entire canonical histone complement, which is clustered 

at a single chromosomal locus, can be replaced with modified histone transgenes 

(Gunesdogan et al., 2010). Animals were generated that were homozygous for a 

chromosomal deletion, which removes the entire histone gene cluster (∆HisC), and a 

transgene cassette was introduced into ∆HisC mutants providing 12 copies of the 

histone gene cluster (either encoding wild-type histones or particular histone mutants) 

(Gunesdogan et al., 2010). This system was first used to study the H3K27R mutation in 

a dominant context, and it was found that this mutation does not cause any dominant 

phenotypes in fly development, viability or fertility (Gunesdogan et al., 2010). However, a 

more complete replacement of wild-type histone H3 with H3K27R mutant histones 

caused a derepression of genes that are normally repressed by PRC2 and homeotic 

transformations similar to PRC2 mutants (Pengelly et al., 2013). 

McKay et al. utilized a variation of this system to study the effect of individual 

mutations that prevent the addition of PTMs on three residues with proposed roles in 
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well-characterized epigenetic pathways: H4K20, H3K27, and H3K36 (McKay et al., 

2015b). Experiments with H3K27A and H3K27R mutants confirmed that H3K27 is 

required for the repression of Polycomb target genes, and unlike the H3K27R mutation, 

the H3K27A mutation caused a dominant phenotype. Moreover, unlike in 

Saccharomyces cerevisiae, the H3K36R mutation caused lethality in the flies before they 

completed development. Finally, H4K20A replacement mutants exhibited a significant 

developmental delay, but were still viable and capable of DNA replication (McKay et al., 

2015b). 

This histone replacement system has also been utilized to replace all gene 

copies of the canonical histone H3.2 with the variant H3.3, or vice versa (Hodl and 

Basler, 2012). These experiments provided some evidence that H3.2 and H3.3 can 

functionally replace each other, as clones exclusively expressing either H3.2 or H3.3 

differentiated into normally patterned adult tissues and displayed repression of typically 

silenced gene states. Cells were also generated completely replacing all endogenous 

copies of histones H3.3 and H3.2 with mutants that cannot be methylated at lysine 4. 

While these H3K4 mutants showed diminished growth, they were found to have normal 

expression levels for all genes assayed (Hodl and Basler, 2012). Additionally, this 

system was also used to generate an H3S28A replacement mutant, which was found to 

support normal mitosis despite the lack of H3S28ph; however, this mutant also showed 

derepression of Polycomb silencing and decreased H3K27 methylation (Yung et al., 

2015). 

Recently, Zhang et al. engineered a novel histone-mutagenesis platform in 

Drosophila melanogaster utilizing a CRISPR/Cas9-based strategy (Zhang et al., 2019). 

This platform provided an improvement over the former histone replacement system 

developed by Gunesdogan et al. in that it was less labor intensive to utilize, and thus 

offered a much higher throughput strategy for generating histone replacement mutants. 
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The system, which utilizes a CRISPR/Cas9-mediated HR pathway to knock in the 

replacement histone genes, was used to generate 40 alanine substitution mutations, 

covering all known modified residues in histones H3 and H4 in Drosophila melanogaster 

(Zhang et al., 2019). These mutants were screened for various phenotypes including 

viability, fertility, DNA damage sensitivity, and gene silencing defects. In sum, in their 

initial usages, histone replacement systems in Drosophila melanogaster were 

predominantly used to study specific residues on histone H3 that had previously been 

demonstrated to play important roles in the regulation of development and disease 

(Gunesdogan et al., 2010; McKay et al., 2015b; Muller and Verrijzer, 2009; Nichol et al., 

2016; Pengelly et al., 2013; Shilatifard, 2012). However, the most recent system 

developed by Zhang et al. allows for more systematic screens of histone residues in this 

organism due to its higher efficiency (Zhang et al., 2019). 

Unlike the model systems discussed previously, plant systems present additional 

challenges to implementing complete histone gene replacement. While all replication-

dependent histone genes are clustered at a single genomic locus in Drosophila 

melanogaster (Lifton et al., 1978) and there are only two copies of each core histone 

gene in Saccharomyces cerevisiae in the haploid cell stage (Fu et al., 2021), there are 

47 core histone genes in Arabidopsis thaliana found dispersed throughout the genome 

(Tenea et al., 2009). Because the histone genes are not clustered together in plants, the 

establishment of complex histone deletion mutants necessary for partially or completely 

replacing endogenous histone genes with modified histone genes via transgenesis is 

more challenging in plants compared to model organisms in which efficient histone 

replacement systems have already been established. While the earliest strategies used 

to implement complete histone gene replacement in both Saccharomyces cerevisiae and 

Drosophila melanogaster were not applicable to plants due to their reliance on either the 

plasmid shuffle strategy and/or site-specific recombination systems that were not 
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possible in plants, some aspects of the newest histone replacement strategies are 

applicable to plant systems. For example, recent advancements in the deployment of 

multiplex CRISPR/Cas9-based technologies in plants facilitate the creation of mutations 

in large gene families like histones. These improvements in gene editing technologies 

were crucial to support the development of the complete histone gene replacement 

system in Arabidopsis thaliana described in this dissertation. 

Prior to the start of this dissertation project, the only histone replacement system 

generated in the model plant Arabidopsis thaliana was a partial histone replacement 

system for the canonical histone H3.1. To establish this system, individual H3.1 

substitution mutants were expressed from transgenes in a H3.1 quadruple mutant 

background, which has four out of the five endogenous histone H3.1 genes mutated 

(with two H3.1 genes knocked-out, and two others being hypomorphic mutants) with T-

DNA insertions (Jacob et al., 2014). This system was first used to study the role of 

alanine at position 31 in histone H3.1, as this residue demonstrates a conserved 

difference between H3.1 and H3.3 in plants and animals (with threonine being found at 

position 31 in the variant H3.3). Interestingly, H3.1A31T replacement mutants showed 

lower levels of H3.1K27me1 compared to wild-type plants; moreover, biochemical 

experiments demonstrated that the H3.1A31T mutation inhibited the ability of ATXR5 

and ATXR6 to methylate H3.1K27. These results strongly support the hypothesis that 

the conserved difference at position 31 of histone H3 is responsible for the selective 

methylation of H3.1 over H3.3 by ATXR5 and ATXTR6 (Jacob et al., 2014). 

 Members of the Jacob lab recently expanded their use of the H3.1 replacement 

system to conduct a systematic screen of histone H3.1, screening 81 individual H3.1 

point mutants (unpublished data). The collection of point mutants covers all residues of 

H3.1 that can theoretically be targets for PTMs in plants (lysine, arginine, threonine, 

serine, and tyrosine), and thus this histone H3.1 replacement system provides a method 
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to systematically screen the functional roles of PTMs on H3.1 without prior knowledge of 

all of the relevant histone-modifying enzymes. Plant systems such as Arabidopsis 

thaliana often have multiple redundant histone-modifying enzymes, and consequently, 

this screen provides a more efficient method of systematically screening roles for histone 

PTMs compared to attempting to mutate all enzymes that modify a particular histone 

residue. One notable phenotype observed in this screen was that of the H3.1S28A 

mutant, which exhibits amplification of heterochromatic DNA, heterochromatin 

decondensation, and transposon derepression similar to the atxr5/6 mutant. Moreover, 

biochemical experiments demonstrated that the H3.1S28A mutant histone cannot be 

methylated at K27 by ATXR5/6 (Dong et al., 2020). 

To further assess the role of PTMs on H3.1K27 in regulating genome stability, 

Dong et al. also generated a mutant where they expressed H3.1K27Q from a wild-type 

background in order to partially mimic an acetylated lysine residue. Similar to the 

H3.1S28A mutant and the atxr5/6 mutant, transcriptional derepression and upregulation 

of the DNA damage response element BRCA1 were observed in the H3.1K27Q mutant, 

providing evidence to support the model that ectopic acetylation is added at H3.1K27 in 

mutants lacking monomethylation at this residue, leading to the loss of transcriptional 

silencing and genome instability. Biochemical experiments further supported this 

hypothesis by confirming that the H3.1S28A mutant histone can still be acetylated at 

K27 (Dong et al., 2020). Experiments were then performed to assess whether mutations 

on other H3.1 residues rescued the genome instability phenotypes demonstrated by the 

H3.1S28A mutant. Every residue in addition to K27 that is known to be acetylated by 

GCN5 on H3.1 (K9, K14, K18, K23, and K36) was individually mutated in combination 

with the H3.1S28A mutation, and mutations of K36 were found to specifically suppress 

the H3.1S28A mutant phenotype (Dong et al., 2020). From these results, a model was 

proposed whereby GCN5 acetylates lysines 27 and 36 on histone H3 in the absence of 
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monomethylation on lysine 27, leading to transcriptional reactivation and the subsequent 

genome instability phenotypes. 

 During the completion of this dissertation, several additional systems were 

described in Arabidopsis thaliana that approximate histone replacement. In 2017, a 

system using a combination of traditional crossing and artificial microRNA was 

developed in order to generate knockdown lines largely depleted of histone H3.1 (Jiang 

et al., 2017). H3.1 depletion mutants displayed developmental defects including 

enlarged inflorescence meristems, fasciated stems, ectopic leaflets, and reduced silique 

size. The developmental defects of these lines could be partially to completely rescued 

by the expression of microRNA-resistant H3.1. This system was used to study the effect 

of several H3.1 point mutants, including H3.1K4A, H3.1K9A, and H3.1K27A, on the 

propagation of H3K27me3. Additionally, the authors utilized this system to assess 

whether the histone variant H3.3 could functionally replace canonical H3.1, and to 

precisely probe the impact of each of the four divergent residues between H3.1 and H3.3 

on H3K27me3 propagation. 

 Recently, two systems that allow the assessment of functions for histone H2A 

variants were also described in Arabidopsis thaliana. In 2019, partial H2A.Z replacement 

mutants were generated in order to assess the effect of H2A.Z monoubiquitination on 

transcriptional repression (Gomez-Zambrano et al., 2019). A double mutant containing 

mutations in two out of the three endogenous H2A.Z genes was generated by crossing 

(March-Diaz et al., 2008), and an N-terminal FLAG-tagged version of H2A.Z was then 

constitutively expressed under the control of cauliflower mosaic virus promoter. When 

wild-type H2A.Z was constitutively expressed in this system, it partially rescued the 

developmental phenotypes observed in the H2A.Z double mutant. The authors then 

utilized this system to assess the function of H2A.Z lacking monoubiquitination by 

expressing FLAG-tagged H2A.Z with either K129 or both K129 and K132 mutated to 
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arginine and showed that H2A.Z monoubiquitination plays an important role in mediating 

transcriptional repression. Additionally, in 2021, a system was developed that expressed 

H2A.W from a transgene in a background completely deprived of endogenous H2A.W 

expression (Schmucker et al., 2021). The h2a.w depletion background was generated by 

crossing T-DNA insertion mutants corresponding to two out of the three endogenous 

H2A.W genes and mutating the remaining endogenous H2A.W gene using 

CRISPR/Cas9 (Bourguet et al., 2021). This system was used to study the effect of 

differing regulatory and primary amino acid sequences of H2A.W isoforms, specifically 

by swapping the promoters, histone core domains, and C-terminal tails between the 

isoforms H2A.W.6 and H2A.W.7 and expressing these fusions in the h2a.w depletion 

background. 

Although the systems described above represent useful methods to study 

histones, several improvements upon these systems could be implemented to facilitate 

the establishment of a high-throughput screen of histone function. For example, although 

the artificial microRNA strategy presented by Jiang et. al allows the depletion of 

endogenous histone H3.1, the creation of stable transgenic lines displaying complete 

histone H3.1 replacement would facilitate future studies and provide a more high-

throughput approach, as the former strategy is relatively time-consuming and may not 

completely eliminate endogenous histones (Jiang et al., 2017). Similarly, the H2A.Z 

depletion background that was described utilized only a partial elimination of 

endogenous H2A.Z, from two out of the three genes coding for different H2A.Z proteins 

(Gomez-Zambrano et al., 2019; Lei and Berger, 2020; March-Diaz et al., 2008). 

Moreover, in all of the cases presented above, further work assessing the expression 

levels of replacement histones in these mutants is necessary to determine how the 

levels of transgenic histones compare to histone levels in wild-type plants. 

Finally, an important feature of histone replacement systems is the rescue of 
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wild-type phenotypes in plants expressing unmodified transgenic histones. Although all 

of the systems described above displayed some degree of rescue of the histone 

depletion phenotype with the reintroduction of a wild-type histone transgene, this rescue 

was in all cases only a partial rescue, except for some individual H3.1 replacement 

plants, which displayed a complete rescue (Bourguet et al., 2021; Gomez-Zambrano et 

al., 2019; Jiang et al., 2017). Ideally, histone replacement plants expressing wild-type 

replacement histones would display the same phenotype, or a very similar phenotype, to 

the wild-type background. One contributing factor in the two systems studying H2A 

variants may be that only one transgenic H2A.W or H2A.Z gene was provided, even 

though each of the endogenous H2A genes that were depleted code for a different 

protein (Bourguet et al., 2021; Lei and Berger, 2020; Schmucker et al., 2021; Tenea et 

al., 2009). Therefore, a replacement system providing a transgenic copy of each 

depleted H2A variant could allow a more thorough rescue of the H2A depletion 

backgrounds. However, as these systems are complicated to establish and usually 

require the combination of multiple mutations and rounds of transgenesis, it may be 

unfeasible to generate a histone replacement plant with a completely wild-type 

phenotype given current technological limitations. Regardless, the systems described 

above contain numerous future applications towards studying histone function, and with 

further improvements and characterization, could be used as complete histone 

replacement systems allowing for high-throughput analysis. As demonstrated above, 

histone mutants provide noteworthy functionalities to study the role of histone PTMs, 

including their abilities to act as PTM mimics and to potentially prevent the addition of 

certain PTMs. 

Although histone replacement systems engender numerous benefits, 

confounding issues do still exist with these systems, so they are often supplemented 

with the traditional analysis of mutations in histone-modifying enzymes. For example, 
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some histone residues can have multiple PTMs added to them, such as lysine mono-, di- 

or trimethylation or lysine acetylation. Therefore, mutating said lysine residue could 

eliminate all possible PTMs from being added, and thus, determining what specific PTM 

is causing an observed phenotype in a histone replacement mutant would be difficult 

without more information. Additionally, mutating a particular histone residue may not only 

affect PTMs added to that specific residue, but also the ability of histone-modifying 

enzymes to add PTMs to neighboring residues. For example, many of the phenotypes 

observed when expressing the H3.1S28A mutant in A. thaliana are likely consequences 

of this mutation’s effect on monomethylation of the neighboring H3.1K27 residue. This 

feature can be a benefit of these systems, but it also introduces confounding factors that 

often need to be addressed. In addition, mutations of specific histone residues can also 

cause lethality or severe reductions in viability in the histone replacement mutants, 

complicating the analysis of these residues. Although lethality is a complicating factor, 

somewhat surprisingly, in systematic screens of core histones in Saccharomyces 

cerevisiae, only a small percentage of residues were found to be essential for viability 

(Govin et al., 2010a; Nakanishi et al., 2008). Therefore, despite the high level of 

conservation of histones, it appears that the individual mutation of most histone residues 

results in a viable mutant that can be studied. 

Finally, mutated histone residues can have dominant gain-of-function effects that 

can inhibit histone-modifying enzymes. For example, individual histone H3 lysine-to-

methionine substitutions of H3K9, H3K27, and H3K36 have all been shown to inhibit the 

enzymatic activity of PRC2 complexes by capturing these histone-modifying enzymes 

(Herz et al., 2014; Lewis et al., 2013). This final case represents a confounding factor, 

but it also presents a way to bypass some of the above obstacles presented for the 

traditional analysis of mutations in histone-modifying enzymes. Namely, histone gain-of-

function mutations that inhibit modification pathways (such as methylation) can be used 
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to disrupt the addition of certain PTMs even if the relevant histone-modifying enzyme(s) 

have not been identified. However, if the sequestered histone-modifying enzymes have 

non-histone substrates and/or essential activities, these systems do not circumvent 

those complications. Nonetheless, the combination of evidence from a histone 

replacement system and evidence from mutating the relevant histone-modifying 

enzyme(s) often provides the clearest representation of the functional significance of a 

particular histone PTM given the current technological capabilities for in vivo work using 

model organisms. 

 

Dissertation goals 

Building off of previous work in this field, the goal of my dissertation was to 

establish a CRISPR-based histone mutagenesis platform in the plant model system 

Arabidopsis thaliana that allows for complete histone replacement. As proof-of-concept, I 

targeted histone H4, which is encoded by the largest number of endogenous genes (i.e., 

eight genes) among identical histone proteins in plants (Okada et al., 2005; Tenea et al., 

2009; Wierzbicki and Jerzmanowski, 2005), for a systematic functional screen of 

modifiable residues on this protein. As described above, histone replacement systems 

provide numerous benefits toward conducting an efficient screen for roles of histone 

residues and PTMs, including circumventing the need to simultaneously mutate many 

redundant histone-modifying enzymes and even eliminating the requirement to identify 

all of the relevant histone-modifying enzymes.  

I was specifically interested in histone H4 due to the diversity of PTMs on this 

histone that have been identified to have substantial roles in regulating processes such 

as transcription, DNA repair, and chromatin compaction (Suganuma and Workman, 

2011). Unlike other core histones, which have numerous variants with distinct 

sequences and functions, histone H4 in contrast is the most conserved histone and most 
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organisms lack H4 sequence variants (Holmes et al., 2005; Kamakaka and Biggins, 

2005; Tenea et al., 2009). In addition, along with histone H3, histone H4 has been 

proposed as a more likely carrier of long-term memory compared to the other core 

histones due to the slower exchange of histone H4 outside of S phase (Kimura and 

Cook, 2001; Probst et al., 2009). Finally, no systematic screen of histone H4 has been 

conducted in plants, and thus I expected to uncover many novel functions for residues 

on histone H4 with this approach. While a recent screen in the multicellular eukaryote 

Drosophila melanogaster generated alanine substitution mutants covering 14 residues 

on histone H4 (Zhang et al., 2019), I intended to cover more residues and generate 

additional substitution mutants in Arabidopsis thaliana. 

 In the subsequent chapters, I describe my work generating a complete histone 

H4 replacement system in Arabidopsis thaliana and assessing the phenotypes in this 

collection of mutants. In chapter 2, I explain the construction and initial characterizations 

of the histone H4 replacement system, which is the first complete histone replacement 

system characterized in plants allowing for a high-throughput analysis of histone 

function. In chapter 3, I describe the systematic screens conducted of the entire 

collection of histone H4 mutants to assess the role of these residues in regulating 

flowering time, rosette morphology, DNA replication, chromatin structure, and gene 

silencing. In chapter 4, I focus on one specific histone H4 residue—H4 arginine 17—and 

further characterize the phenotypes induced by mutations of this residue. Additionally, I 

pursue several alternative hypotheses to determine a molecular mechanism responsible 

for the observed phenotypes. Finally, in chapter 5, I discuss further applications for the 

histone H4 replacement system, potential improvements upon the existing system, and 

future directions for this work. 
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Chapter 2: Establishment of a histone H4 replacement system in Arabidopsis 

thaliana 
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Overview 

 To establish a histone H4 replacement system in Arabidopsis thaliana, we first 

generated an endogenous histone H4 depletion background. This histone H4 depletion 

background retained expression of only one of the eight endogenous histone H4 genes, 

and displayed genome instability phenotypes as well as abnormal morphology. Next, we 

engineered an H4 replacement plasmid, which—upon transformation into the H4 

depletion background—allowed for expression of a modified H4 transgene (the H4 

replacement gene) as well as targeting of the remaining endogenous H4 gene for 

mutagenesis. Using the above strategy, we generated plants expressing the 

replacement H4 gene and observed a rescue of the genome instability and 

morphological phenotypes of the H4 depletion background due to high expression of 

transgenic histone H4. Additionally, we created a collection of 63 H4 point mutant 

replacement plasmids, covering every residue on histone H4 that can in theory be post-

translationally modified, and individually expressed each of these H4 mutations in 

Arabidopsis thaliana using the described H4 replacement system. From this collection of 

63 mutants, we identified six H4 mutations that cause lethality. Finally, we assessed the 

extent of the replacement of endogenous histone H4 in second-generation transformants 

generated with our histone H4 replacement system and demonstrated that we can 

straightforwardly identify plants displaying a complete replacement of endogenous 

histone H4 for future analysis. 

 

Results 

Generation of an endogenous H4 depletion background 

In order to ultimately conduct a systematic screen of histone H4 for roles in 

regulating cellular and developmental phenotypes in a multicellular eukaryote, we 

utilized the plant model system Arabidopsis thaliana to generate a histone H4 
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replacement system. We aimed to use this histone H4 replacement system to engineer a 

large library of Arabidopsis thaliana plants with a complete replacement of endogenous 

histone H4 with histone H4 point mutants. In Arabidopsis thaliana (Columbia [Col] 

ecotype), there are eight histone H4 genes, which are found dispersed throughout four 

out of the five chromosomes. All eight of the endogenous histone H4 genes code for a 

single histone H4 variant. Histone H4 shows remarkable conservation between 

eukaryotic species, and Arabidopsis thaliana histone H4 is 100% identical to histone H4 

in agriculturally important crop plants such as wheat (Triticum aestivum) and rice (Oryza 

sativa), and 98% identical to human histone H4 (100/102 identical aa; conservative 

substitutions at aa 60 and 77) (Figure 2.1). The high level of protein sequence similarity 

between histone H4 in Arabidopsis thaliana and other systems suggests that results 

determined from screens of histone H4 in Arabidopsis thaliana may not only be 

applicable to agriculturally relevant crop plants, but also have potential relevance to 

human pathology. Interestingly, Arabidopsis thaliana histone H4 has 91% amino acid 

sequence identity to Saccharomyces cerevisiae histone H4, for which several systematic 

screens have previously been conducted (Dai et al., 2008; Govin et al., 2010a; 

Matsubara et al., 2007; Nakanishi et al., 2008). 

The first part of our strategy in establishing the histone H4 replacement system in 

Arabidopsis thaliana was to eliminate expression from all but one of the endogenous 

histone H4 genes by generating a histone H4 depletion background using 

CRISPR/Cas9. We chose the untargeted histone H4 gene (At3g53730) due to its 

relatively high and consistent expression level across different cell types so that the H4 

depletion background would remain viable and fertile (Nakabayashi et al., 2005; Schmid 

et al., 2005; Waese et al., 2017). We reasoned that a complete loss of histone H4 or too 

significant of a loss of histone H4 would likely cause lethality or infertility. We designed 

three guide RNAs (gRNAs) to target seven out of the eight endogenous histone H4  
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Figure 2.1 Protein sequence similarity of histone H4 across species. Multiple 
sequence alignment of histone H4 proteins performed with Clustal Omega. Protein 
sequences were obtained from UniProt and correspond to the following accession 
numbers: Arabidopsis thaliana; P59259, Triticum aestivum; P62785, Oryza sativa; 
Q7XUC9, Drosophila melanogaster; P84040, Mus musculus; P62806, Homo sapiens; 
P62805, and Saccharomyces cerevisiae; P02309. Chemical characteristics of amino 
acids shown with ClustalX color scheme (Larkin et al., 2007). 
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genes using temperature-optimized multiplex CRISPR/Cas9 (Figure 2.2). We then 

transformed a T-DNA coding for these three gRNAs and Cas9 into the Col background, 

selected first-generation transformant (T1) seeds, and exposed these T1 plants to 

repeated heat stress treatments at 37°C for 30h to increase the efficiency of targeted 

mutagenesis by Cas9 (LeBlanc et al., 2017). 

We identified a mutant in the T2 generation that had homozygous loss-of-

function mutations in all seven targeted H4 genes (i.e., the H4 septuple mutant) (Figure 

2.2). Most of the mutations identified in the H4 septuple mutant were small insertion-

deletion mutations (indels) leading to frameshift mutations and a premature termination 

codon (Table 2.1). Additionally, the mutation in At1g07820 was a relatively large deletion 

also causing a frameshift in the coding sequence and a premature termination codon, 

and the mutation in At3g45930 caused the first 79 nucleotides of the H4 coding 

sequence to be fused to a portion of the H4 terminator, before terminating in an ectopic 

stop codon (Table 2.1). Finally, the H4 septuple mutant background was homozygous 

for the Cas9 transgene, such that the last remaining endogenous H4 gene (At3g53730) 

in this mutant background could be targeted for mutagenesis with transformation of an 

additional gRNA to completely eliminate H4 production from the eight endogenous 

genes (see below). 

Morphological and molecular characterization of the H4 septuple mutant plants 

showed that they were smaller than wild-type Col plants and displayed a serrated leaf 

phenotype (Figure 2.3A). In addition, fertility was lower in the H4 septuple mutant 

compared to Col plants, as demonstrated by the reduced silique size (Figure 2.3B). We 

found that the transcription of the remaining endogenous H4 gene (At3g53730) was 

upregulated approximately 2-fold in these mutants relative to Col, likely to compensate 

for the loss of function of the other seven histone H4 genes (Figure 2.4A). The H4   
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Figure 2.2 Design of guide RNAs to generate H4 septuple mutant background. 
Three guide RNAs were designed to target seven endogenous histone H4 genes 
(At5g59970, At3g45930, At5g59690, At3g46320, At1g07660, At1g07820, At2g28740 
from top to bottom). The homozygous mutation in each of the targeted genes in the H4 
septuple mutant is shown. 
  

GTTCTGAGAGACAACA-TCCA
wild-type

mutant

59 --GGAAGGTTCTGAGAGACAACA-TCCAAGGAATCA-- 91

59 --GGAAGGTTCTGAGAGACAACATTCCAAGGAATCA-- 92
guide RNA 1

PAMAt5g59970: 1 nucleotide (T) insertion

GTTCTGAGAGACAACATCCA
wild-type

mutant

59 --GGAAGGTTCTGAGAGACAACATCCAAGGAATCA-- 91

59 --GGAAGGTTCTGAGAGACAACA-------------------------- 79
guide RNA 1

PAMAt3g45930: 299 nucleotide deletion

GTTCTGAGAGACAACATCCA
wild-type

mutant 59 --GGAAGGTTCTGAGAGACA -- ATCCAAGGAATCA-- 89

59 --GGAAGGTTCTGAGAGACAACATCCAAGGAATCA-- 91
guide RNA 1

PAMAt5g59690: 2 nucleotide deletion

GTTCTGAGAGACAACATCCA
wild-type

mutant

59 --GGAAGGTTCTGAGAGACAACATCCAAGGAATCA-- 91

59 --GGAAGGTTCTGAGAGACAACA-CCAAGGAATCA-- 90
guide RNA 1

PAM
At3g46320: 1 nucleotide (T) deletion

AGAGGCACAGGAAGGTT-CTG
wild-type

mutant

45 --AGCGAAGAGGCACAGGAAGGTT-CTGAGGGATAA-- 77

45 --AGCGAAGAGGCACAGGAAGGTTTCTGAGGGATAA-- 78
guide RNA 2

PAM
At1g07660: 1 nucleotide (T) insertion

AGAGGCACAGGAAGGTTCTG
wild-type

mutant

45 --AGCGAAGAGGCACAGGAAGGTTCTGAGGGATAA-- 77

45 --AGCGAAGAGGCACAGGAAGGTT------------------------- 66
guide RNA 2

PAMAt1g07820: 56 nucleotide deletion

CGTCGTCTTGCTCGTA-GAGG
wild-type

mutant

101 --CGATTCGTCGTCTTGCTCGTA-GAGGAGGTGTGA-- 133

101 --CGATTCGTCGTCTTGCTCGTAGGAGGAGGTGTGA-- 134
guide RNA 3

PAMAt2g28740: 1 nucleotide (G) insertion

gRNA 1

gRNA 2

gRNA 3
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H4 gene Effect of mutations in H4 septuple mutant on mRNA 

At1g07660 66 nucleotides from H4 5’ CDS fused to 8 nucleotides from H4 CDS 
(after frameshift mutation due to 1 nucleotide insertion), terminating in 
premature termination codon 

At1g07820 66 nucleotides from H4 5’ CDS fused to 81 nucleotides from H4 CDS 
(after frameshift mutation due to 56 nt deletion), terminating in 
premature termination codon 

At2g28740 121 nucleotides from H4 5’ CDS fused to 79 nucleotides from H4 CDS 
(after frameshift mutation due to 1 nucleotide insertion), terminating in 
premature termination codon 

At3g45930 79 nucleotides from H4 5’ CDS fused to 14 nucleotides from H4 
terminator (due to 299 nucleotide deletion), terminating in ectopic 
termination codon 

At5g59690 76 nucleotides from H4 5’ CDS fused to 41 nucleotides from H4 CDS 
(after frameshift mutation due to 2 nucleotide deletion), terminating in 
premature termination codon 

At3g46320 79 nucleotides from H4 5’ CDS fused to 12 nucleotides from H4 CDS 
(after frameshift mutation due to 1 nucleotide deletion), terminating in 
premature termination codon 

At5g59970 79 nucleotides from H4 5’ CDS fused to 40 nucleotides from H4 CDS 
(after frameshift mutation due to 1 nucleotide insertion), terminating in 
premature termination codon 

At3g53730 N/A 
 
Table 2.1 Effect of H4 septuple mutations on H4 messenger RNA (mRNA). Effect of 
the homozygous mutations in the H4 genes in the H4 septuple mutant background on 
the expression of H4 mRNA. 
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Figure 2.3 Morphological phenotypes of the H4 septuple mutant and H4 
replacement plants. (A) Phenotype of Col, H4 septuple mutant, and rH4 plants grown 
in long-day conditions at 3.5 weeks (top) and short-day conditions at 7 weeks (bottom). 
(B) Siliques of Col, H4 septuple mutant, and rH4 plants grown in long-day conditions for 
4 weeks. 
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Figure 2.4 Expression levels of H4 (At3g53730), BRCA1, and TSI in H4 septuple 
mutant and rH4 lines. quantitative Reverse Transcription PCR (RT-qPCR) of (A) H4 
(At3g53730), (B) BRCA1 and (C) TSI in Col, H4 septuple, and four independent rH4 T1 
lines. Three biological replicates were included for Col and H4 septuple mutant plants. 
Horizontal bars indicate the mean. Standard deviation denoted with error bars. P-value 
from unpaired Student’s t-test denoted with asterisks (*p<0.05, **p<0.005, ***p<0.0005). 
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septuple mutants exhibited misregulation of several markers of genomic and epigenomic 

instability, including upregulation of the DNA damage response gene BRCA1 and 

transcriptional de-repression of the DNA repeat TRANSCRIPTIONALLY SILENT 

INFORMATION (TSI) (Figure 2.4B-C). 

In addition to the H4 septuple mutant, we also identified several transgenic lines 

in the T2 generation with differing numbers of mutations in endogenous H4 genes, 

including the H4 triple mutant (containing homozygous mutations in three out of the eight 

endogenous H4 genes), the H4 quadruple mutant (containing homozygous or biallelic  

mutations in four out of the eight endogenous H4 genes), the H4 quintuple mutant 

(containing homozygous or biallelic mutations in five out of the eight endogenous H4 

genes), and the H4 sextuple mutant (containing homozygous or biallelic mutations in six 

out of the eight endogenous H4 genes) (Table 2.2). Plants with homozygous or biallelic 

mutations in four or fewer endogenous H4 genes were observed to display wild-type 

phenotypes (Table 2.2, Figure 2.5). Although H4 sextuple mutants exhibited minor 

developmental phenotypes including leaf serration and reduced fertility, these 

phenotypes were less severe than that of H4 septuple mutants (Table 2.2). Finally, we 

generated an additional transgenic line with homozygous mutations in seven out of the 

eight endogenous H4 genes, but with the removal of the Cas9 transgene (Table 2.2). 

The Cas9-negative H4 septuple mutant line exhibited identical phenotypes to the Cas9-

positive H4 septuple mutant line (Figure 2.5), and from hereafter, H4 septuple mutant 

plants will refer to the H4 septuple mutant line retaining Cas9 expression. 

 

Histone H4 replacement plasmids 

To set up histone H4 replacement, we designed a new plasmid for plant 

transformation (i.e., H4 replacement plasmid) that contains 1) a gRNA targeting the last 

remaining endogenous H4 gene (At3g53730) and 2) a modified H4 gene allowing for 
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H4 gene H4 triple 
mutant 

H4 quadruple 
mutant 

H4 quintuple 
mutant 

H4 sextuple 
mutant 

H4 
septuple 
mutant (1) 

H4 
septuple 
mutant (2) 

Expression 
level 

guide 
RNA 

At1g07660 wild-type wild-type wild-type 1 bp insertion 1 bp 
insertion 

1 bp 
insertion 

medium 2 

At1g07820 wild-type wild-type 1 bp insertion/ 
56 bp deletion 

1 bp insertion 56 bp 
deletion 

1 bp 
insertion 

medium 2 

At2g28740 wild-type wild-type wild-type wild-type 1 bp 
insertion 

1 bp 
insertion 

low 3 

At3g45930 1 bp 
insertion 

1 bp insertion/ 
299 bp 
deletion 

1 bp insertion/ 
299 bp deletion 

1 bp insertion/ 
299 bp deletion 

299 bp 
deletion 

299 bp 
deletion 

medium 1 

At5g59690 wild-type 1 bp insertion 5 bp deletion 2 bp deletion 2 bp 
deletion 

2 bp 
deletion 

high 1 

At3g46320 1 bp 
insertion 

4 bp deletion 1 bp deletion 1 bp deletion 1 bp 
deletion 

1 bp 
deletion 

medium 1 

At5g59970 1 bp 
insertion 

1 bp insertion 7 bp deletion 1 bp insertion 1 bp 
insertion 

1 bp 
insertion 

high 1 

At3g53730 wild-type wild-type wild-type wild-type wild-type wild-type high N/A 
         
Cas9 - + + - + - N/A N/A 
         
phenotype normal normal minor moderate severe severe N/A N/A 

 
Table 2.2 Mutations in endogenous H4 genes present in H4 depletion backgrounds. Mutations in At5g59970, At3g45930, 
At5g59690, At3g46320, At1g07660, At1g07820, At2g28740, and At3g53730 in the H4 triple mutant, H4 quadruple mutant, H4 
quintuple mutant, H4 sextuple mutant, and H4 septuple mutant backgrounds are displayed. The presence or lack of the Cas9 
transgene is also indicated. mRNA expression levels of H4 genes are indicated as described previously (Nakabayashi et al., 2005; 
Schmid et al., 2005; Waese et al., 2017). Guide RNA targeting H4 gene is displayed (Figure 2.2), and severity of reduced fertility, 
small size and leaf serration phenotype in each H4 depletion background is noted. 
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Figure 2.5 Morphological phenotypes of H4 sextuple mutant and H4 septuple 
mutant plants. Phenotype of H4 triple mutant and two independent transgenic H4 
septuple mutant lines grown in short-day conditions at 8 weeks. -Cas9 and +Cas9 
indicate presence of transgene expressing Cas9. Mutations in endogenous H4 genes 
are shown in Table 2.2. 
 

  

H4 triple mutant
-Cas9

H4 septuple mutant
-Cas9

H4 septuple mutant
+Cas9
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expression of At3g53730 under its native promoter (i.e., replacement H4 gene) (Figure 

2.6A). Our strategy was to transform the H4 septuple mutant, which expresses Cas9, 

using the H4 replacement plasmid, and select T1 plants that contain mutations at the 

endogenous At3g53730 gene. To prevent Cas9 from targeting the replacement H4 gene 

provided with the T-DNA, we introduced two silent mutations in the replacement H4 

gene (At3g53730) that prevent recognition from the gRNA targeting the endogenous 

At3g53730 (Figure 2.6B). After transformation of the H4 septuple mutant with the H4 

replacement plasmid, we recovered many T1 transformants expressing the replacement 

H4 gene (i.e., rH4 plants), and in contrast to the H4 septuple mutant, rH4 plants were 

normal in size, did not exhibit serrated leaves and showed normal fertility (Figure 2.3A-

B). Moreover, the RNA expression levels of BRCA1 and TSI in rH4 plants were 

comparable to levels observed in Col (Figure 2.4A-C). The expression of the 

replacement H4 gene in rH4 plants was found to be upregulated approximately 4- to 9-

fold relative to Col (Figure 2.4A). These results indicate that high expression levels of the 

replacement H4 gene are responsible for rescuing the H4 septuple mutant phenotypes 

in the rH4 plants. 

We then used site-directed mutagenesis to create a large library of plasmid 

constructs carrying a point mutation in the H4 replacement gene. We generated 

mutations covering every amino acid in histone H4 that could theoretically be post-

translationally modified (i.e., lysine, arginine, threonine, serine, and tyrosine) (Johnson et 

al., 2004; Moraes et al., 2015). We mutated each amino acid to a residue that cannot be 

post-translationally modified (i.e., alanine, valine or phenylalanine). We also mutated 

lysine and arginine residues to residues that are chemically similar (i.e., arginine and 

lysine, respectively). In total, we modified 38 residues to generate 63 different H4  

replacement genes containing a specific point mutation (Figure 2.7A). We subcloned 

these H4 mutant genes into the H4 replacement plasmid and individually transformed   
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Figure 2.6 Design of H4 replacement plasmid. (A) Diagram of H4 replacement 
plasmid containing the replacement H4 gene, a modified H4 gene allowing for 
expression of At3g53730 under its native promoter, and the H4 gRNA targeting the last 
remaining endogenous H4 gene (At3g53730). (B) Design of gRNA to target the last 
remaining endogenous H4 gene (At3g53730) in the H4 septuple mutant. Mismatches of 
the replacement H4 gene with the gRNA shown in red. 
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Figure 2.7 63 mutations generated for systematic screens of histone H4. (A) 
Schematic of point mutations in the H4 replacement plasmid library. (B) Graphic 
representation of viability of histone H4 substitution mutants. The histone fold is 
represented above the relevant amino acids (Govin et al., 2010a; White et al., 2001).  
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them into the H4 septuple mutant. We selected two independent transgenic lines for 

each H4 mutant, except for plants expressing the replacement gene H4 arginine 40 to 

alanine (rH4R40A), rH4R45A, rH4K59A, rH4R78A, rH4K79R and rH4R92K due to 

lethality induced by these mutations (Figure 2.7B). All T1 plants were exposed to heat 

stress treatments to maximize the efficiency of targeted mutagenesis of the remaining 

endogenous H4 gene by Cas9 (Figure 2.8). 

 

Characterization of histone H4 replacement lines 

To confirm high expression of the replacement H4 gene in rH4 mutant plants, we 

measured H4 (At3g53730) expression in five rH4S1A T1 plants and demonstrated that 

there is a 6- to 26-fold increase in expression relative to Col (Figure 2.9). Next, to 

estimate the frequency of mutation of the remaining endogenous H4 gene, we 

genotyped three plants each from two independent rH4 lines and two independent 

rH4K16A lines at the T2 generation stage. The H4 mutations assayed were randomly 

chosen out of the entire library of H4 replacement genes. We amplified the remaining 

endogenous H4 gene (At3g53730) from these T2 plants, cloned the resulting PCR 

products and sequenced at least ten individual clones corresponding to each plant, and 

calculated the percentage of mutated alleles. Approximately half of the plants were 

characterized by a complete elimination of wild-type At3g53730 alleles, while the other 

plants varied from approximately 50% to 75% wild-type alleles remaining (Figure 2.10). 

Taking into account that expression of the replacement H4 gene is either equivalent or 

much higher compared to the remaining endogenous H4 gene (Figure 2.4A, Figure 2.9), 

these results suggest that the chromatin of most T2 plants in our H4 replacement 

collection contains large amounts of H4 point mutants. Overall, these results show that 

our CRISPR-based strategy was successful in creating a large collection of A. thaliana 

plants expressing different H4 point mutants replacing wild-type H4 proteins.  
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Figure 2.8 Workflow for histone H4 replacement system. Schematic representation 
of the steps and growth conditions utilized to optimize selection of histone H4 
replacement plants. s: stratification at 4°C, h: hours. 
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Figure 2.9 H4 expression levels in rH4S1A mutant lines. RT-qPCR of H4 
(At3g53730) in Col, H4 septuple, and five independent rH4S1A T1 lines. Three biological 
replicates were included for Col and H4 septuple mutant plants. Horizontal bars indicate 
the mean. Standard deviation denoted with error bars. P-value from unpaired Student’s 
t-test denoted with asterisks (*p<0.05, **p<0.005, ***p<0.0005). 
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Figure 2.10 Efficiency of CRISPR/Cas9 in H4 replacement plants. Percentage of 
mutated alleles in six rH4 plants and six rH4K16A plants. Each plant assessed was from 
the T2 generation; three plants from the same T1 parent were used in this experiment 
(i.e., two independent T1 lines per genotype). 
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Discussion 

A CRISPR/Cas9-based strategy for histone replacement in Arabidopsis thaliana 

Aided by the efficiency of novel genome engineering technologies, we generated 

an efficient histone H4 replacement system in the model organism Arabidopsis thaliana. 

The experiments performed in this chapter outline a strategy for complete histone 

replacement in Arabidopsis thaliana that could be utilized to generate complete histone 

replacement systems targeting other histones. The successful generation of the H4 

septuple mutant in two generations demonstrates the efficiency of temperature-

optimized CRISPR/Cas9 for multiplexed gene targeting, as three gRNAs were used to 

simultaneously target seven histone H4 genes to create homozygous mutations 

(LeBlanc et al., 2017). In the initial published usage of temperature-optimized 

CRISPR/Cas9 by LeBlanc et al., a single gRNA targeted a single locus for mutagenesis; 

the generation of the H4 septuple mutant substantiates that this method can be used for 

the simultaneous targeting of as many as seven independent loci. Previous strategies to 

generate histone depletion backgrounds in plants typically relied upon traditional 

crossing strategies, which would take many generations to complete when a large 

number of genes were being targeted for inactivation. Consequently, the efficacy of 

temperature-optimized CRISPR/Cas9 significantly increases the ease of simultaneously 

mutating multiple endogenous histone genes in order to generate a complete histone 

replacement system. 

 

Depletion of endogenous histone H4 causes genome instability and abnormal 

morphology 

 The H4 septuple mutant demonstrates interesting morphological and molecular 

phenotypes as a result of the histone H4 deficiency. One probable mechanism for the 

derepression of transcriptionally silenced genomic elements and the upregulation of 
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DNA damage response elements in the H4 septuple mutant is that the lack of sufficient 

histone H4 causes replication fork stalling and/or defective chromatin assembly, leading 

to genome instability (Aguilera and Garcia-Muse, 2013; Alabert and Groth, 2012) (Figure 

2.4B-C). Extensive evidence supports that the rate of DNA synthesis and replication fork 

progression is tightly coupled to histone deposition and chromatin assembly (Groth et 

al., 2007; Gunesdogan et al., 2014; Hoek and Stillman, 2003; Mejlvang et al., 2014; 

Nelson et al., 2002; Zhao et al., 2004). Moreover, impeded replication fork progression 

and impaired chromatin assembly can cause deleterious genomic outcomes, including 

DNA damage (Alabert and Groth, 2012; Nabatiyan and Krude, 2004; Ye et al., 2003). 

Interestingly, partial depletion of histone H4 in Saccharomyces cerevisiae has been 

shown to cause an increase in HR between ectopic DNA sequences associated with an 

accumulation of recombinogenic DNA lesions during the S and G2/M phases (Prado and 

Aguilera, 2005). Therefore, an increase of DNA damage due to impaired replication 

caused by the decreased histone H4 supply is a likely factor responsible for the 

upregulation of DNA damage response elements such as BRCA1 in the H4 septuple 

mutant. 

The upregulation of the DNA repeat TSI could also be a consequence of 

replication stress, which can lead to the loss or gain of epigenetic information encoded 

on histones and DNA, as well as initiate more dramatic chromatin reorganization during 

fork collapse, causing transcriptional derepression of typically silenced chromatin 

regions (Alabert and Groth, 2012; Jasencakova et al., 2010; Sarkies et al., 2010; 

Zaratiegui et al., 2011). The increased expression of TSI could also be due to a 

reduction of nucleosome content caused by the depletion of histone H4. When histone 

H4 was depleted in Saccharomyces cerevisiae, approximately 15% of genes were found 

to have increased expression, especially within the telomeric heterochromatin (Wyrick et 

al., 1999). To distinguish between these two mechanisms, future experiments could 
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compare nucleosome occupancy and RNA levels corresponding to genomic regions 

such as TSI in the H4 septuple mutant and wild-type plants with Assay for Transposase-

Accessible Chromatin using sequencing (ATAC-seq) and whole-transcriptome analysis 

via RNA sequencing (RNA-seq). Additionally, PTMs associated with different genomic 

regions could be assayed using chromatin immunoprecipitation followed by sequencing 

(ChIP–seq) in order to assess how the chromatin landscape is altered in the H4 septuple 

mutant. In summary, some combination of replication stress and impaired nucleosome 

assembly is likely responsible for the molecular phenotypes observed in the H4 septuple 

mutant, and future experiments more thoroughly assessing chromatin organization, 

epigenetic information, and genome-wide transcription could elucidate a mechanism for 

these phenotypes. 

 The most striking morphological phenotypes of the H4 septuple mutant (i.e., 

reduced growth, serrated leaves, and reduced fertility) could be a consequence of cell 

cycle defects caused by replication stress as a result of the lack of histone H4 (Figure 

2.3A-B). Histone supply levels have been shown to regulate the length of S phase in 

Drosophila melanogaster, and a lack of sufficient histone supply causes cell cycle arrest 

during G2 phase (Gunesdogan et al., 2014). Additionally, defective chromatin assembly 

during S phase and the lack of histone expression inhibit cell cycle progression and cell 

proliferation in mammalian cells (Nabatiyan and Krude, 2004; Ye et al., 2003; Zhao et 

al., 2004). Furthermore, Arabidopsis thaliana mutants with reduced cell proliferation due 

to cell cycle defects display similar phenotypes to the H4 septuple mutant. For example, 

mutations in F BOX-LIKE 17 (FBL17) drastically alter cell cycle regulation and inhibit cell 

proliferation, and fbl17 mutants show decreased leaf size, leaf serration, and partial 

sterility (Gusti et al., 2009; Noir et al., 2015). In addition, mutant lines overproducing 

different KIP-RELATED PROTEINs (KRPs) exhibit impaired cell cycle progression, leaf 

serration, and partial sterility (De Veylder et al., 2001). Interestingly, fbl17 mutants also 
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display impaired DNA replication and upregulation of BRCA1, although these molecular 

phenotypes appear to be an effect of the cell cycle defects, rather than a cause of them, 

as proposed for the H4 septuple mutant (Noir et al., 2015). However, it is also possible 

that cell cycle defects contribute to the BRCA1 upregulation observed in the H4 septuple 

mutant. 

In summary, the lack of histone H4 expression in the H4 septuple mutant may 

lead to defective chromatin assembly, S phase arrest, and consequently, impaired cell 

proliferation, causing diminished growth, abnormal morphology, and reduced fertility. 

Further experiments could test this model by assaying the expression of cell cycle 

regulatory genes in the H4 septuple mutant using RT-qPCR and assessing cell 

proliferation using microscopy to examine leaf cell number and cell size. Staining 

experiments of primary root tips with propidium iodide followed by microscopy could also 

reveal cell death phenotypes of the H4 septuple mutant compared to wild-type plants. 

  

Histone H4 depletion triggers a dosage compensation mechanism 

While the lack of histone H4 supply is likely the cause of defective growth and 

genome instability in the H4 septuple mutant, there does appear to be a dosage 

compensation mechanism in this mutant partially countering the effect of eliminating 

expression from seven out of the eight endogenous histone H4 genes (Figure 2.4A, 

Figure 2.9). Elucidating the mechanism by which this histone dosage compensation 

occurs is one future direction for this work, and multiple questions related to the histone 

dosage compensation in the H4 septuple mutant remain. First, which histone genes are 

being upregulated in the H4 septuple mutant? For example, all of the canonical histone 

genes may be affected, only histone H4 genes may be targeted for upregulation, or only 

histone H3 and H4 genes may be affected. If the expression of all of the canonical 

histone genes is increased, it is possible that there may be some toxicity as a result of 
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overexpression of histones H2A, H2B, and H3, but there are mechanisms for the 

posttranscriptional regulation of excess histone proteins to combat this outcome 

(Eriksson et al., 2012; Gunjan and Verreault, 2003; Liang et al., 2012; Reichheld et al., 

1998; Singh et al., 2010). Examining whether histone dosage compensation occurs in 

other histone mutants such as the H3.1 quadruple mutant, which has mutations in four 

out of the five endogenous histone H3.1 genes (Jacob et al., 2014), may shed light onto 

the specificity of this mechanism for histone H4. Moreover, examining the expression of 

other endogenous histone genes in the H4 septuple mutant compared to wild-type plants 

using RT-qPCR and Western blot would elucidate which histone genes are targeted for 

upregulation. 

 Second, how is the lack of histone H4 being sensed in the H4 septuple mutant in 

order to signal for the dosage compensation to occur? A prolonged insufficient supply of 

all of the canonical histones or the depletion of individual histone subtypes has been 

shown to limit replication fork progression and induce checkpoint signaling (Mejlvang et 

al., 2014; Nelson et al., 2002; Zhao et al., 2004; Zheng and Hayes, 2003). An activation 

of the S phase checkpoint due to impaired replication fork progression and resulting 

DNA damage is thus one major possibility for how cells are sensing the lack of histone 

H4 in the H4 septuple mutant. Assessing the activation of cell cycle checkpoint 

responses in the H4 septuple mutant could provide initial support for this hypothesis. 

This hypothesis could also be tested by mutating cell cycle response genes in an H4 

septuple mutant background and evaluating whether the histone dosage compensation 

is altered. Additionally, it would be interesting to examine other histone mutants such as 

the H3.1 quadruple mutant to determine whether the lack of other histone subtypes 

induces checkpoint signaling. However, it is important to note that histone H4 is unique 

among histone proteins in that it lacks sequence variants. Thus, the mutation of all but 

one of the endogenous histone H4 genes may cause a more severe effect on replication 
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than the mutation of all but one of the endogenous histone H3.1 genes, as there are 

additional histone H3 variant genes present that may be able to compensate for the loss 

of histone H3.1 (Holmes et al., 2005; Yuan and Zhu, 2013). In fact, studies in Drosophila 

melanogaster have demonstrated that canonical and variant histone H3 are able to 

functionally replace each other in most cell types (Hodl and Basler, 2009, 2012). 

 Finally, what mechanisms are responsible for the upregulation of histone H4 

expression in the H4 septuple mutant? The upregulation observed from RT-qPCR data 

in Figure 2.4A and Figure 2.9 indicates that a mechanism exists to increase histone 

expression at the mRNA level, but these data do not reveal whether there are additional 

mechanisms that regulate translation. Interestingly, histone dosage compensation has 

also been observed in the histone replacement systems implemented in the multicellular 

eukaryote Drosophila melanogaster (McKay et al., 2015b; Zhang et al., 2019). Although 

wild-type diploid flies contain approximately 200 copies of the histone repeat unit, a 

single transgene encoding between 12 and 24 copies of the histone repeat unit was 

found to not only support development of flies lacking all endogenous histone genes, but 

also to generate the same amount of histone protein and mRNA as found in wild-type 

flies (McKay et al., 2015b; Zhang et al., 2019). 

While the precise mechanism for this dosage compensation requires further 

investigations, the clustering of the canonical histone genes at a single genomic location 

provides a straightforward method of upregulating the expression of all histone genes in 

Drosophila melanogaster. In this organism, cis-regulatory elements within the histone3-

histone4 promoter have been shown to be essential for the transcription of histones H3 

and H4 through the recruitment of DNA-binding proteins, which increase chromatin 

accessibility and allow for the activation of the other canonical histone genes through the 

formation of the histone locus body (Duronio and Marzluff, 2017; Rieder et al., 2017; 

Salzler et al., 2013). In plant systems, the canonical histone genes are dispersed 
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throughout the five chromosomes rather than being clustered at a single locus, but many 

histone promoters similarly contain conserved sequences that act as cis-regulatory 

elements by serving as binding sites for transcription factors (Brignon and Chaubet, 

1993; Chaboute et al., 1987; Chaubet et al., 1996; Minami et al., 1993; Reichheld et al., 

1998; Tabata et al., 1991; Taoka et al., 1999). Some cis-regulatory elements have been 

found to be common to nearly all replication-dependent histone genes in plants, while 

others appear specific to particular histone subtypes (Moes et al., 2013; Taoka et al., 

1998). The positive regulation of transcription factors targeting these cis-regulatory 

elements serves as one possibility for how histone dosage compensation occurs. 

A second mechanism to upregulate histone genes at the transcriptional level 

could be related to the recently described process of transcriptional adaptation, in which 

mutant mRNA decay causes the upregulation of related genes (El-Brolosy et al., 2019; 

Serobyan et al., 2020; Sztal and Stainier, 2020). As we detected that most of the 

CRISPR/Cas9-induced mutations we generated in endogenous histone H4 genes 

resulted in a frameshift of the coding sequence leading to a premature termination codon 

(Table 2.1), it is thus theoretically possible that these frameshift mutations cause the 

nonsense-mediated decay of these mutant H4 mRNAs (He and Jacobson, 2015; Shaul, 

2015; Shyu et al., 2008). However, histone H4 is a naturally intronless gene, and 

although it has been shown that intronless genes are capable of undergoing nonsense-

mediated decay (He and Jacobson, 2015; Rajavel and Neufeld, 2001), it was also 

demonstrated that human H4 was incapable of undergoing nonsense-mediated decay 

upon introduction of a premature stop codon (Maquat and Li, 2001). Conversely, the 

frameshift mutations could also cause the H4 mRNA to be identified as an aberrant 

transcript, e.g., by generating an unusual 3’ UTR (Parker and Song, 2004; Siwaszek et 

al., 2014; Szadeczky-Kardoss et al., 2018). In this case, mechanisms such as non-stop 

decay and no-go decay could also lead to mRNA degradation (Szadeczky-Kardoss et 
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al., 2018). To test whether mRNA degradation and transcriptional adaptation are 

contributing to the histone dosage compensation mechanism observed in A. thaliana, 

additional H4 depletion lines could be generated by using paired gRNAs with 

CRISPR/Cas9 to completely delete the coding sequence of endogenous H4 genes. 

These H4 depletion lines could then be compared to the H4 depletion lines containing 

frameshift mutations in order to assess histone H4 expression levels with RT-qPCR. 

If a mechanism also exists to upregulate histone expression at the 

posttranscriptional level, how this process may occur in Arabidopsis thaliana is less 

clear. Replication-dependent histone mRNAs in metazoans such as Drosophila 

melanogaster are unique in that they lack polyadenylation, instead containing a stem–

loop structure at their 3′ ends (Davila Lopez and Samuelsson, 2008). This structure 

regulates the processing, translation and stability of histone mRNAs by binding stem–

loop binding protein (SLBP), a protein involved in histone mRNA metabolism (Lanzotti et 

al., 2002; Marzluff et al., 2008; Sullivan et al., 2001; Zanier et al., 2002). Thus, the 3’ 

stem-loop structure specific to metazoan replication-dependent histone mRNAs provides 

a mechanism for the post-transcriptional regulation of histone expression. However, this 

mechanism is not shared in plant systems such as Arabidopsis thaliana, as histone 

mRNAs in these organisms are polyadenylated, and the major way that histone 

expression has been shown to be positively regulated in plants is via transcriptional 

processes (Davila Lopez and Samuelsson, 2008; Moes et al., 2013). 

 Another process that may be contributing to the upregulation of histone H4 

expression in the H4 septuple mutant is the regulation of S phase length. As in yeast 

and animals, expression of replication-dependent histone genes in plants is highly 

coordinated and predominantly specific to S phase (Minami et al., 2000; Moes et al., 

2013; Reichheld et al., 1998; Taoka et al., 1999). In Drosophila melanogaster, S phase 

can be completed under a constant, diminished histone supply, but this diminished 
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histone supply has been shown to extend the length of S phase by slowing replication 

fork progression (Gunesdogan et al., 2014). It is possible that the reduced histone H4 

supply in the H4 septuple mutant similarly extends the length of S phase and this 

extended S phase increases the supply of replication-dependent histones due to the 

coordination of histone biosynthesis with this phase of the cell cycle (Marzluff et al., 

2008; Mejlvang et al., 2014). Experiments assessing histone expression in cell cycle 

mutants with increased S phase lengths could support this hypothesis, although 

regulatory mechanisms countering histone overexpression may complicate these 

analyses (Eriksson et al., 2012; Reichheld et al., 1998). The complete arrest of DNA 

replication has been shown to elicit histone gene repression or mRNA degradation in 

order to mediate cytotoxic effects from excess histone levels, and thus there is likely a 

balance between mechanisms increasing and repressing histone expression in response 

to impaired DNA replication (Kaygun and Marzluff, 2005b; Osley, 1991). 

 In summary, studies of the H4 septuple mutant have the potential to elucidate 

fundamental processes including the regulation of histone biosynthesis and metabolism 

in plants. One genetic tool in addition to the H4 septuple mutant that could be used to 

answer the aforementioned questions is the additional H4 depletion backgrounds 

generated, including the H4 triple mutant, H4 quadruple mutant, H4 quintuple mutant, 

and H4 sextuple mutant (Table 2.2). Additional mutants could further vary the amount of 

endogenous histone H4 expressed (or vary which endogenous histone H4 genes remain 

unmutated) in order to study the resultant phenotypes. These mutants provide a fairly 

analogous system in plants to the system developed in the metazoan Drosophila 

melanogaster (Gunesdogan et al., 2010). Gunesdogan et al. utilized this system to 

reintroduce defined numbers of transgenic histones genes into a background lacking 

endogenous histone expression in order to study the rate of DNA replication and S 

phase length relative to histone supply (Gunesdogan et al., 2014). Similar experiments 
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could be performed with histone H4 mutants in Arabidopsis thaliana to further elucidate 

fundamental relationships between histone supply and DNA replication in plants. 

Another interesting question that these histone H4 mutants could be used to 

address is why Arabidopsis thaliana contains eight endogenous histone H4 genes that 

encode identical proteins, and whether any of these genes are redundant for plant 

fitness and development. While more detailed analyses are required to thoroughly 

answer this question, we observed that mutants retaining wild-type expression from four 

or more of the endogenous histone H4 genes were indistinguishable from wild-type 

plants morphologically (Table 2.2). This observation suggests that all eight of the 

endogenous histone H4 genes are not necessary for normal development in Arabidopsis 

thaliana. However, it is possible that while these histone H4 mutants appear 

morphologically wild-type, expression of the additional histone H4 genes may be 

advantageous under certain environmental circumstances and contribute to plant fitness. 

On the other hand, histone dosage compensation appears to be occurring in the 

absence of mRNA expression (and/or in the presence of mRNA degradation) from 

certain histone H4 genes, and this dosage compensation may be sufficient to ensure an 

identical phenotype to that of plants which retain expression from all eight endogenous 

histone H4 genes. With our RT-qPCR experiments, we observed a 2-fold upregulation of 

mRNA expression from the remaining endogenous H4 gene (At3g53730) in H4 septuple 

mutant plants (Figure 2.4A, Figure 2.9), and therefore, if a similar upregulation were 

applied to all unmutated H4 genes in other H4 depletion lines, such as the H4 quadruple 

mutant, this upregulation would likely approximate the endogenous histone H4 levels 

present in Col plants. 

Subsequent analyses mutating different combinations and numbers of 

endogenous H4 genes would further elucidate the requirement in plants for different H4 

genes. Interestingly, in the H4 triple mutant, H4 quadruple mutant, H4 quintuple mutant, 
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and H4 sextuple mutant that we identified, the loss-of-function mutations were mostly 

located within relatively highly expressed H4 genes (Table 2.2) (Nakabayashi et al., 

2005; Schmid et al., 2005; Waese et al., 2017). For example, one of the two 

endogenous H4 genes that remained unmutated in the H4 sextuple mutant (At2g28740) 

displayed the lowest mRNA expression out of all of the eight endogenous H4 genes 

(Table 2.2) (Nakabayashi et al., 2005; Schmid et al., 2005; Waese et al., 2017). These 

differential rates of mutagenesis are likely due to differences in gRNA efficiency, as the 

H4 genes with the highest rates of mutagenesis were all targeted by the same gRNA 

(Figure 2.2, Table 2.2). Nonetheless, retaining wild-type expression of more highly 

expressed endogenous H4 genes could allow for the development of a H4 quintuple 

mutant or even H4 sextuple mutant that exhibits a wild-type phenotype. A different 

combination of gRNAs may need to be utilized in order to achieve this result, as the 

same gRNA targeted two of the most highly expressed H4 genes and two H4 genes with 

medium expression levels simultaneously with our strategy, and this gRNA 

demonstrated the ability to efficiently target all four of these genes for mutagenesis in the 

same generation (Figure 2.2, Table 2.2). However, due to the high mutagenic efficiency 

that we observed with our multiplex CRISPR/Cas9 strategy (LeBlanc et al., 2017), the 

establishment of additional H4 depletion lines remains feasible under a reasonable 

amount of time and resources. 

 

Overexpression of histone H4 in H4 replacement lines may trigger dosage 

compensation 

In an analogous manner to histone depletion, an overabundance of histone 

supply has also been shown to lead to genome instability in various organisms. The 

presence of excess histones has been linked to increased DNA damage sensitivity, 

cytotoxicity, and mitotic chromosome loss (Gunjan and Verreault, 2003; Meeks-Wagner 
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and Hartwell, 1986; Singh et al., 2009; Singh et al., 2010). Two of the major mechanisms 

for these deleterious phenotypes appear to be the non-specific binding of excess 

histones to DNA and RNA, and the saturation of some histone-modifying enzymes due 

to increased binding (Singh et al., 2010). In Saccharomyces cerevisiae, Rad53 targets 

excess, non-chromatin-bound histones for degradation by the ubiquitin-proteasome 

pathway, and a loss of Rad53 causes an accumulation of excess histones and resulting 

genome instability phenotypes (Gunjan and Verreault, 2003; Singh et al., 2009). In 

metazoans, SLBP recognizes the conserved stem-loop structure at the 3’ end of histone 

mRNAs to target these transcripts for degradation at the end of S phase or when DNA 

synthesis is inhibited (Kaygun and Marzluff, 2005a, b; Sittman et al., 1983). Therefore, 

various mechanisms exist to combat the accumulation of excess histones, and can 

serve to regulate histone supply under conditions of histone overexpression or inhibition 

of DNA replication. 

These processes to combat excess histone accumulation may be relevant for the 

H4 replacement lines, which display varying amounts of histone H4 mRNA expression 

from the H4 replacement transgene. While the mRNA levels of H4 (At3g53730) were 

found to be approximately 4- to 26-fold higher in rH4 plants compared to Col (Figure 

2.4A, Figure 2.9), further RT-qPCR experiments measuring mRNA expression from all 

H4 genes and Western blot experiments comparing H4 protein levels in these lines 

would clarify whether the total histone H4 expression in rH4 plants is altered compared 

to wild-type plants. One expectation would be that the rH4 plants have similar histone H4 

protein levels to Col, since the transformation with the wild-type H4 transgene rescued 

the H4 septuple mutant phenotype. As At3g53730 is one of the most highly expressed 

histone H4 genes in Arabidopsis thaliana, a 4- to 26-fold increase in expression relative 

to Col likely restores wild-type histone H4 mRNA levels to these lines and at the highest 

end, may even cause an overexpression of histone H4. Therefore, mechanisms that 
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degrade excess histone proteins or transcripts would be necessary to prevent cytotoxic 

effects in the event of histone overexpression in these lines. 

 Indeed, in other organisms, the introduction of additional copies of histone genes 

activates dosage compensation mechanisms to maintain a constant ratio between 

histone supply and the rate of DNA replication. In yeast, inserting an extra H2A:H2B 

gene pair into the haploid genome does not increase the steady-state levels of histone 

H2A and H2B mRNAs (Osley and Hereford, 1981). While the transcription rate of H2A 

and H2B is increased in these lines, an increased turnover of the histone transcripts 

maintains the level of histones H2A and H2B through a post-transcriptional mechanism. 

Similarly, an activation of an inducible transgene encoding histone H1-GFP in 

Drosophila melanogaster leads to an approximately 10-fold increase in the total H1 

mRNA level, but a post-transcriptional mechanism causes a compensatory decrease in 

the translation of this mRNA into protein, as the H1 protein level in these mutants is not 

significantly different from that of wild-type flies (Siriaco et al., 2015). In addition, 

expressing a transgene encoding 24 copies of the histone repeat unit in a wild-type 

Drosophila melanogaster background does not significantly alter the histone mRNA level 

compared to wild-type flies due to a reduction of histone expression from both 

endogenous and transgenic histone genes (McKay et al., 2015b). These results 

demonstrate that both transcriptional and post-transcriptional mechanisms for dosage 

compensation under conditions of histone overexpression exist. 

 

Varying expression of histone H4 in H4 replacement lines as a consequence of T-

DNA integration 

Histone H4 in the H4 replacement lines was expressed under its native promoter 

(At3g53730) from T-DNA stably integrated into the genome of the H4 septuple mutant 

background. Despite the fact that all replacement histone H4 genes were expressed 
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under the same native promoter, varying H4 mRNA levels were observed in different H4 

replacement lines (Figure 2.4A, Figure 2.9). A likely explanation for this observation is 

that random T-DNA integration causes differing levels of expression from the H4 

replacement genes. When Arabidopsis thaliana is transformed with T-DNA from 

Agrobacterium tumefaciens, the T-DNA integrates at one or several random genomic 

loci (Gelvin, 2017). Additionally, the copy number of T-DNA insertions has been 

observed to vary from a single copy to tens of copies (De Buck et al., 2009; Gelvin, 

2017). The integration of the T-DNA into more accessible, open chromatin regions could 

cause a higher level of expression of the H4 replacement gene. Additionally, higher T-

DNA copy numbers could cause higher expression of the H4 replacement gene; 

however, multiple T-DNA integration events and inverted repeat T-DNA integration 

patterns have also been shown to decrease transgene expression via silencing 

mechanisms (Oltmanns et al., 2010). Therefore, there appears to be a balance 

regarding expression from different numbers of T-DNA insertions, as a very low copy 

number may result in low expression, while a very high number of T-DNA insertions can 

conversely cause silencing of the transgene. 

Another interesting observation from H4 expression analyses of rH4 plants is that 

the total H4 mRNA expression from At3g53730 always appears to be at least ~4-fold 

higher than in wild-type plants (Figure 2.4A, Figure 2.9). This high level of expression 

may seem counterintuitive given the random nature of T-DNA integration, but several 

explanations for this phenomenon exist. First, while T-DNA integration into the 

Arabidopsis thaliana genome occurs randomly, selection pressure (e.g., due to the use 

of antibiotics or herbicides to select for transgenic plants) appears to shift the recovery of 

T-DNA insertions into more transcriptionally active chromatin regions (Alonso et al., 

2003; Brunaud et al., 2002; Kim et al., 2007; Koncz et al., 1989; Szabados et al., 2002). 

As transgenic plants were selected on herbicide-containing growth plates, selection bias 
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may partially account for the high H4 expression observed from the rH4 plants. Second, 

dosage compensation mechanisms acting to upregulate expression of the endogenous 

histone H4 gene (At3g53730) may also act on the histone H4 replacement gene, as the 

expression of both of these genes is driven by the same promoter. For both of these 

reasons, transgenic plants with high levels of histone H4 expression may generally be 

observed. 

Additionally, the primers used in the RT-qPCR experiment measuring H4 mRNA 

expression from At3g53730 in Figure 2.4A and Figure 2.9 amplify both the endogenous 

transcripts as well as transcripts expressed from the H4 replacement transgene. As the 

majority of CRISPR/Cas9-induced mutations that we observed were 1-2 nucleotide 

insertions or deletions, we would hypothesize that most CRISPR/Cas9-induced 

mutations in the endogenous At3g53730 gene would not prevent the RT-qPCR primers 

from amplifying the endogenous transcripts, although large deletions that could remove 

primer binding sites were occasionally observed (Figure 2.2, Figure 2.10, Table 2.1). 

Additionally, while it is currently unknown whether the CRISPR/Cas9-induced H4 

mutations lead to degradation of the H4 mRNAs, either through nonsense-mediated 

decay, non-stop decay, or no-go decay (He and Jacobson, 2015; Parker and Song, 

2004; Shaul, 2015; Shyu et al., 2008; Siwaszek et al., 2014; Szadeczky-Kardoss et al., 

2018), if any of these processes do indeed act upon the mutant H4 mRNAs, 

endogenous mutant histone H4 would not be amplified by the RT-qPCR experiment due 

to degradation. Additional experiments, such as RT-qPCR experiments with other 

endogenous H4 genes in the H4 septuple mutant background in addition to At3g53730, 

would elucidate whether degradation of histone H4 mRNA is occurring in the H4 

septuple mutant. 

In the absence of mRNA degradation, if the dosage compensation mechanism 

observed in the H4 septuple mutant also increased the expression of the H4 
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replacement transgene 2-fold, the lowest H4 mRNA expression levels that we recorded 

in the rH4 mutants (~4-fold increase compared to Col) could be explained by simply 

summing the expression of the endogenous At3g53730 gene and the H4 replacement 

transgene. However, even the rH4 plants with the lowest levels of H4 mRNA expression 

rescued the H4 septuple mutant phenotype and exhibited normal morphological 

phenotypes, even when there was a complete elimination of expression from the 

remaining endogenous histone H4 gene. Thus, the amount of functional histone H4 

appears to always be higher in the rH4 mutants compared to the H4 septuple mutants. 

Further work is required to determine the exact amount of functional histone H4 being 

expressed from the replacement H4 gene compared to H4 septuple mutant and Col 

plants. Additional RT-qPCR experiments measuring H4 mRNA levels in rH4 lines with 

characterized deletions in the primer binding sites located on the remaining endogenous 

H4 gene, as well as Western blots of histone H4, could further clarify this question. 

Moreover, analysis of histone mRNA expression in Col and rH4 plants through RNA-seq 

experiments will be discussed further in Chapter 4. 

 

Low percentage of histone H4 mutations result in lethality 

 9.5% of point mutations generated in our histone H4 replacement screen resulted 

in lethality. Mutations were denoted as lethal when no transformants were recovered 

from hundreds of seeds generated from two independent transformations. Six individual 

mutations (H4R40A, H4R45A, H4K59A, H4R78A, H4K79R and H4R92K) out of the 63 

total mutations assayed were deemed to cause lethality. Interestingly, for all six of these 

residues, mutants were recovered when a different amino acid substitution was made 

(e.g., H4R40K instead of H4R40A). In addition to these single amino acid substitution 

mutants, we also wanted to assess the effect of multiple amino acid substitutions on 

histone H4 function. As acetylation of lysines 5, 8, and 12 of histone H4 has been shown 
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to have an additive effect on transcription, we generated an H4 replacement plasmid in 

which all three of these lysines are substituted with arginine (Dion et al., 2005). We also 

generated H4 replacement plasmids in which four lysines (5, 8, 12, and 16) and five 

lysines (5, 8, 12, 16, and 20) were substituted with arginine, as all of these lysines have 

been implicated in transcriptional regulation (Dion et al., 2005; Kaimori et al., 2016). 

However, all three of these histone H4 combinatorial mutations resulted in lethality. 

Screens in Saccharomyces cerevisiae and Drosophila melanogaster have also 

assessed the percentage of histone point mutations resulting in lethality, and differing 

percentages of essential residues have been calculated. In several screens in 

Saccharomyces cerevisiae, approximately 90% of residues assayed were not essential 

for viability, while almost 50% of residues assayed on histones H3 and H4 in Drosophila 

melanogaster were found to be essential (Dai et al., 2008; Govin et al., 2010a; Nakanishi 

et al., 2008; Zhang et al., 2019). Govin et al. individually mutated all endogenous serine, 

threonine, lysine, and arginine residues on histones H3 and H4 to alanine in 

Saccharomyces cerevisiae, essentially covering all residues assayed in our screen 

except for the tyrosine residues (Govin et al., 2010a). Three out of 38 (7.9%) of these H4 

mutations resulted in lethality. Similar to Arabidopsis thaliana, both the H4R40A and 

H4R45A mutations caused lethality, and in addition, the H4R39A mutation was found to 

cause lethality in Saccharomyces cerevisiae. 

While the H4R78A, H4K79R and H4R92K mutants were viable in 

Saccharomyces cerevisiae, H4R78A and H4K79A displayed severely reduced 

sporulation efficiency (0-20% of wild-type) and H4R92K displayed reduced sporulation 

efficiency (20-60% of wild-type). In contrast, H4K59A was viable with a sporulation 

efficiency comparable to that of wild-type cells. In this screen, K77-S83 on histone H4 

was identified as the LOS (low sporulation) patch, which is on the edge of the 

nucleosome in close proximity to contacts with the DNA. DNA replication was found to 
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be similar to wild-type cells in LOS mutants, but the four normal meiotic products were 

not observed, suggesting that LOS mutations may impact meiosis. A similar role for 

residues on this H4 patch in plants could contribute to the lethality observed for the 

Arabidopsis thaliana rH4R78A and rH4K79R mutants. 

 In addition to the aforementioned screen, Dai et al. substituted each residue on 

the core histones with one or multiple different amino acids in two yeast strain 

backgrounds (Dai et al., 2008). 16.7% of histone H4 mutations (covering 16 out of 102 

residues) resulted in lethality in both strain backgrounds tested. These histone H4 

mutations (H4I34A, H4R39A, H4R40A, H4K44Q, H4R45A, H4R45K, H4Y51E, H4F61A, 

H4S69D, H4Y72A, H4T73D, H4A76S, H4T80D, H4S83D, H4L84A, H4D85N, and 

H4L90A) covered many residues not assayed in our screen, but H4R40A and H4R45A 

were again found to result in lethality. Many lethal substitutions in this screen including 

H4R40A and H4R45A were mapped to the nucleosome entry site on histone H4 (I34-

Y51). This region may be highly sensitive to mutations due to the effect of these 

mutations on DNA wrapping around the nucleosome (Zhou et al., 2019). 

 A third screen conducted by Nakanishi et al. generated alanine mutants for all 

residues of the core histones, except endogenously occurring alanine residues 

(Nakanishi et al., 2008). Only five out of the 96 mutations assayed in this screen (5.2%) 

resulted in lethality. All five of these mutations (H4R39A, H4R40A, H4R45A, H4Y72A, 

and H4L90A) were also identified in the screen by Dai et al.; however, Dai et al. 

identified many additional lethal mutations compared to this screen (Dai et al., 2008). 

One reason for the differences in essential residues found between these three yeast 

screens could be the different strain backgrounds assayed. Notably, Dai et al. identified 

several residues where mutations only resulted in lethality in one out of the two strain 

backgrounds tested. Additionally, the extent of the elimination of endogenous wild-type 

histone expression (i.e., a complete or partial replacement of the endogenous histones) 
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and the amino acid substitutions generated are two other factors that could contribute to 

the differences in lethality observed between the yeast screens. 

 In addition to these screens in Saccharomyces cerevisiae, Zhang et al. 

generated individual alanine substitution mutants in Drosophila melanogaster covering 

all known modified residues on histones H3 and H4 (Zhang et al., 2019). Of the 14 

histone H4 mutations assayed, they found that H4Y88A and H4K91A were embryonic 

lethal and H4K12A was lethal in pupae. In contrast, H4S1A, H4R3A, H4K5A, H4K8A, 

H4K16A, H4K20A, H4R23A, H4K31A, H4Y51A, H4K77A, and H4R92A were all viable. 

In total, 21.4% of histone H4 mutations were found to result in lethality. The essential 

histone H4 residues identified by Zhang et al. were all distinct from those identified in the 

yeast screens, and none of the lethal mutations identified in our screen in Arabidopsis 

thaliana were assayed by this group. 

When comparing mutations assayed, the most similar experiment to our screen 

in Arabidopsis thaliana was that conducted by Govin et al. in Saccharomyces cerevisiae 

(Govin et al., 2010a). The percentage of lethal mutations in our screen was slightly 

higher than that of Govin et al., but our screen assessed more histone H4 residues and 

generated more amino acid substitutions for residues assayed. Similar to our screen, 

Govin et al. also generated an H4K5,8,12R mutant, in which lysines 5, 8, and 12 on 

histone H4 were simultaneously mutated to arginine (Govin et al., 2010a). While this 

mutant was viable in Saccharomyces cerevisiae, the H4K5,8,12R mutation caused 

lethality in Arabidopsis thaliana. Despite these differences, however, many of the same 

mutations were identified to either cause lethality or severely reduced fitness in these 

two screens. 

In contrast, the percentage of lethal mutations in Drosophila melanogaster 

measured by Zhang et al. was more than 2-fold higher than that of our screen in 

Arabidopsis thaliana (Zhang et al., 2019). Given the high degree of conservation of 
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histone H4 (Figure 2.1), the percentage of mutations resulting in lethality was remarkably 

low in our screen compared to that observed in Drosophila melanogaster, although it 

was comparable to results found in yeast. Moreover, while only about 10% of mutations 

resulted in lethality in our screen, the 90% of viable mutations could still cause a minor to 

severe reduction in fitness and therefore be evolutionarily disadvantageous. Additionally, 

the dosage of the replacement histone appears to serve as an important factor in 

invoking the phenotypes observed. It has recently been demonstrated that the addition 

of a second copy of a mutant histone gene can rescue the lethality observed in yeast 

histone replacement systems expressing a single copy of an integrated mutant histone 

gene (Jiang et al., 2017). Therefore, the lethality observed in some of the earlier yeast 

histone replacement systems may have been influenced by the fact that only a single 

mutant histone copy was integrated. This result may have implications for our 

Arabidopsis thaliana histone H4 replacement system, as we analogously utilized a single 

endogenous histone H4 gene for the H4 replacement gene, rather than generating eight 

histone H4 replacement genes corresponding to each endogenous histone H4 gene, 

due to technical limitations. 

From the three screens conducted in yeast, it is clear that the percentage of 

mutations that result in lethality can vary significantly depending on the residues covered 

and amino acid substitutions generated (Dai et al., 2008; Govin et al., 2010a; Nakanishi 

et al., 2008). One explanation for the substantially higher lethality in Drosophila 

melanogaster could be that Zhang et al. specifically modified residues in this experiment 

that are known to be targets for PTMs. This approach may bias the number of lethal 

mutations recovered compared to mutating all residues or mutating every occurrence of 

a certain amino acid due to a higher relative importance for residues that are confirmed 

targets for PTMs. Another explanation for the higher percentage of mutations resulting in 

lethality in Drosophila melanogaster is that multicellular eukaryotes have additional roles 
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for histone residues compared to yeast (Zhang et al., 2019). While this hypothesis is 

appealing and likely explains, for example, why the H3K27A mutation caused lethality in 

Drosophila melanogaster but not in Saccharomyces cerevisiae, the drastically different 

results obtained between Drosophila melanogaster and Arabidopsis thaliana would still 

be somewhat unexpected (Govin et al., 2010a; Zhang et al., 2019). It is possible that 

metazoans such as Drosophila melanogaster contain additional requirements for histone 

residues compared to plants such as Arabidopsis thaliana, or that plant systems have 

additional redundant pathways that can compensate for a mutation in an individual 

histone residue. However, it is important to note that different sets of residues were 

assayed by Zhang et al. in Drosophila melanogaster and our screen in Arabidopsis 

thaliana, and thus more data are needed to draw conclusions about these hypotheses. 

One final difference to call attention to between these screens is that, unlike in the 

system implemented in Drosophila melanogaster, all of the expression from the 

endogenous histone H4 genes had not been eliminated when H4 replacement mutants 

were selected in Arabidopsis thaliana. Therefore, some mutations may not have caused 

lethality in our screen because there was still wild-type histone H4 to compensate for a 

loss of function induced by these mutations. However, our results indicate that most of 

the expression of endogenous histone H4 had been eliminated in many of the 

Arabidopsis thaliana H4 replacement mutants by the T2 generation (Figure 2.10). 

 

Second generation transgenic H4 replacement plants display a robust 

replacement of endogenous histone H4 

When we assessed the percentage of endogenous histone H4 (At3g53730) 

alleles remaining in H4 replacement plants, half of the plants displayed a complete 

elimination of endogenous wild-type alleles, while the remaining plants varied from 

approximately 50% to 75% wild-type alleles remaining (Figure 2.10). In addition to our 
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result that our CRISPR/Cas9-based system is efficient at targeting the remaining 

endogenous histone H4 gene for mutagenesis in rH4 plants, we also found that the 

mRNA expression of the replacement H4 gene was often substantially higher than that 

of the remaining endogenous H4 gene (Figure 2.4A, Figure 2.9). Based on these data, it 

is likely that mutant histone H4 predominantly comprises the chromatin of rH4 mutants in 

the T2 generation. Moreover, as Cas9 remains active in all H4 replacement plants, it is 

highly likely that subsequent transgenic generations will display an even greater 

reduction in wild-type alleles compared to T2 plants, and thus the proportion of wild-type 

histone H4 comprising chromatin will continue to decline.  

While genotyping must be performed to identify H4 replacement lines with a 

complete replacement of endogenous H4 with mutant H4, approximately half of the H4 

replacement lines assessed in the T2 generation displayed a complete replacement of 

endogenous H4. Therefore, isolating complete H4 replacement lines from pools of T2 

plants appears to be a simple and straightforward process. For our screens of 

phenotypes induced by histone H4 mutations described in the next chapter, we utilized 

plants in the T2 and T3 generations without genotyping the remaining endogenous 

histone H4 gene due to the high number of mutant lines we assessed. However, for 

more in-depth analyses of specific rH4 mutants described in later chapters, we 

performed genotyping to identify lines with a complete replacement of endogenous H4 

with mutant H4, as this step is essential to remove variation between individual plants in 

the same transgenic line (i.e., by ensuring that no expression of wild-type histone H4 

remains). Nonetheless, due to the consistently high expression from the H4 replacement 

transgene and the robust reduction/elimination of endogenous histone H4 expression, 

the variation in chromatin composition between individual plants in the same transgenic 

line due to wild-type histone H4 expression is likely minor. 
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Multiple independent transgenic lines mitigate off-target effects 

Multiple studies have demonstrated that CRISPR/Cas9 is capable of generating 

DSBs at sites where the gRNA imperfectly matches the genomic target sequence, 

designating off-target effects as one of the major concerns of utilizing a CRISPR/Cas9-

based system (Fu et al., 2013; Jinek et al., 2012; Wu et al., 2014). While the frequency 

of off-target mutagenesis by CRISPR/Cas9 has been shown to be extremely low or even 

undetectable in many experiments conducted in plants, temperature-optimized 

CRISPR/Cas9 has been demonstrated to increase the rate of off-target mutagenesis 

along with on-target mutagenesis in Arabidopsis thaliana (Feng et al., 2014c; Jia and 

Wang, 2014; LeBlanc et al., 2017; Li et al., 2013; Nekrasov et al., 2013; Peterson et al., 

2016; Zhang et al., 2014). Concretely, one substitution at the genomic target sequence 

was found to prevent off-target mutagenesis in plants grown at 22°C, but not in plants 

subjected to short heat stress treatments at 37°C. However, two substitutions at the 

genomic target sequence were sufficient to prevent off-target mutagenesis in both 

growth conditions (LeBlanc et al., 2017). 

With these parameters in mind, all four gRNAs that we utilized in the histone H4 

replacement system were designed to minimize undesirable mutations, and thus the 

likelihood of off-target mutagenesis remains very low (LeBlanc et al., 2017; Tang et al., 

2018). To further ensure that phenotypes observed in the rH4 mutant plants result as an 

effect of the H4 mutation, rather than a consequence of off-target mutagenesis by 

CRISPR/Cas9, we generated two independent transgenic lines corresponding to each 

H4 mutation, as well as multiple independent rH4 lines. By analyzing multiple 

independent transgenic lines, we minimized the likelihood of off-target mutagenesis 

affecting our system, as well as controlled for differential effects caused by random 

transgene integration (Gelvin, 2017). 
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Perspectives 

 Our histone H4 replacement system represents the first system to offer a 

complete replacement of endogenous histone H4 with histone H4 point mutants in 

plants. Although an additional step of genotyping the remaining endogenous histone H4 

gene is required to establish complete H4 replacement lines, this collection of H4 

mutants can easily be utilized for phenotypic screens of complex phenotypes. 

Comparing the phenotypes induced by H4 mutations in Arabidopsis thaliana to 

phenotypes in other histone replacement systems, such as Saccharomyces cerevisiae 

and Drosophila melanogaster, comprises an exciting implementation for this system. 

One benefit of our system over that implemented in Saccharomyces cerevisiae is that 

we are able to assess more complex developmental phenotypes in Arabidopsis thaliana. 

Additionally, our work comprises a deeper coverage of histone H4 than the systematic 

screen conducted in Drosophila melanogaster, which was only used to generate 14 H4 

point mutants (Zhang et al., 2019). Comparing the results observed in Drosophila 

melanogaster to those in our system will allow us to examine the conservation of these 

mechanisms between plants and animals. 

In sum, our histone H4 replacement system offers a useful tool that can be 

utilized for diverse studies of histone function in a multicellular eukaryote. Our histone 

H4 replacement system circumvents traditional challenges of potentially having to 

identify and simultaneously mutate many redundant histone-modifying enzymes and/or 

chromatin binding proteins. Thus, this platform provides a method for high-throughput 

reverse genetic screening of histone H4 function, and our strategy can be adapted to 

interrogate the function of other histones or histone H4 mutations in Arabidopsis 

thaliana.   
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Overview 

We conducted systematic screens of our collection of histone H4 replacement 

mutants for phenotypes related to flowering time, rosette morphology, DNA content, 

chromatin structure, and gene silencing. We found that many histone H4 mutants 

displayed early flowering phenotypes in both short-day and long-day conditions. These 

early flowering mutants clustered into two distinct groups corresponding to moderately 

early flowering and severely early flowering phenotypes. Many histone H4 mutants also 

exhibited abnormal morphological phenotypes at the vegetative stage of growth. 

Additionally, several histone H4 mutations compromised normal endoreduplication, 

chromatin condensation, and/or transposon silencing. First, the rH4R35K, rH4K91R, and 

rH4Y98F mutants displayed increased proportions of higher ploidy nuclei compared to 

wild-type plants. Second, the rH4K16A, rH4K20A, rH4R35K, rH4R39A, rH4R77K, and 

rH4T80V mutants exhibited decondensation of heterochromatic chromocenters. Finally, 

the rH4R39K and rH4R39A mutations caused transcriptional derepression of the DNA 

repeat TSI. Taken together, we demonstrated that our histone H4 replacement system 

enables the assessment of expressing numerous histone mutations on the regulation of 

diverse biological processes, thus demonstrating the usefulness of the system for 

probing histone H4 function in plants. 

 

Results 

Systematic screens of histone H4 mutants 

For all of the 57 viable histone H4 replacement mutants, we evaluated a range of 

cellular and developmental phenotypes, including flowering time, rosette morphology, 

DNA content, chromatin structure, and gene silencing. For these phenotypic screens, we 

utilized plants in the T2 generation or later without genotyping the remaining 

endogenous histone H4 gene. Therefore, individual plants utilized in these screens do 



 104 

not necessarily exhibit a complete replacement of endogenous histone H4 with mutant 

histone H4, but our results indicate that the majority of chromatin in the H4 replacement 

plants is composed of histone H4 expressed from the H4 replacement gene (see 

Chapter 2). For all of these experiments, we first screened multiple transgenic lines 

corresponding to each of the 57 H4 point mutations along with Col, H4 septuple mutant, 

and rH4 plants as controls, with a few exceptions (Table 3.1). Initially, we were unable to 

recover any transgenic lines expressing the H4R45K, H4R55K, H4R55A, and H4R78K 

mutations, and thus these mutations were excluded from phenotypic screens discussed 

in these chapters. However, as multiple transgenic lines corresponding to each of these 

H4 mutations were generated after the completion of these screens, these histone H4 

mutants remain for phenotypic assessment in future work. Nonetheless, after these 

initial screens broadly assessing phenotypes in our entire collection of histone H4 

mutants, we performed further assays to characterize mutants of interest in greater 

depth (see below). 

 

Flowering time 

To demonstrate the utility of the H4 replacement collection in identifying 

pathways regulated by H4 in A. thaliana, we initiated a screen of the plants expressing 

H4 mutants for defects in flowering time. The transition between vegetative and 

reproductive development in A. thaliana has been shown to be sensitive to various 

chromatin disruptions, but most of the findings in this field have focused on the roles of 

post-translational modifications on histone H3 (Berry and Dean, 2015; He, 2009; He and 

Amasino, 2005; Srikanth and Schmid, 2011; Yaish et al., 2011). 

We performed a preliminary assessment of flowering time for all of the H4 point 

mutants in both short-day (8 hours light, 16 hours dark) and long-day (16 hours light, 8 

hours dark) conditions in order to evaluate the impact of H4 residues on flowering time   
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rH4 mutants Viabilitya Flowering 
timeb 

DNA 
contentc 

Gene silencing 
defectsd 

rH4S1A + wt wt wt 
rH4R3K + wt wt wt 
rH4R3A + wt wt wt 
rH4K5R + wt wt wt 
rH4K5A + wt wt wt 
rH4K8R + wt wt wt 
rH4K8A + wt wt wt 
rH4K12R + wt wt wt 
rH4K12A + wt wt wt 
rH4K16R + wt wt wt 
rH4K16A + wt wt wt 
rH4R17K + both wt wt 
rH4R17A + both wt derepression 
rH4R19K + wt wt wt 
rH4R19A + wt wt wt 
rH4K20R + wt wt wt 
rH4K20A + both wt wt 
rH4R23K + wt wt wt 
rH4R23A + wt wt wt 
rH4T30V + wt wt derepression 
rH4K31R + wt wt wt 
rH4K31A + wt wt wt 
rH4R35K + both high wt 
rH4R35A + both wt wt 
rH4R36K + wt wt wt 
rH4R36A + both wt derepression 
rH4R39K + both wt derepression 
rH4R39A + both wt derepression 
rH4R40K + long wt wt 
rH4R40A - nt nt nt 
rH4K44R + short wt wt 
rH4K44A + both wt wt 
rH4R45K + nt nt nt 
rH4R45A - nt nt nt 
rH4S47A + wt wt wt 
rH4Y51F + wt wt wt 
rH4T54V + wt wt wt 
rH4R55K + nt nt nt 
rH4R55A + nt nt nt 
rH4K59A - nt nt nt 
rH4K59R + wt wt wt 
rH4R67K + wt wt wt 
rH4R67A + wt wt wt 
rH4T71V + wt wt wt 
rH4Y72F + wt wt wt 
rH4T73V + wt wt wt 
rH4R77K + wt wt wt 
rH4R77A + wt wt wt 
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rH4 mutants Viabilitya Flowering 
timeb 

DNA 
contentc 

Gene silencing 
defectsd 

rH4R78K + nt nt nt 
rH4R78A - nt nt nt 
rH4K79R - nt nt nt 
rH4K79A + wt wt wt 
rH4T80V + both wt wt 
rH4T82V + wt wt wt 
rH4Y88F + wt wt wt 
rH4K91R + wt high wt 
rH4K91A + wt wt wt 
rH4R92K - nt nt nt 
rH4R92A + wt wt wt 
rH4R95K + wt wt wt 
rH4R95A + wt wt wt 
rH4T96V + wt wt wt 
rH4Y98F + wt high wt 

 
Table 3.1 Phenotypic analysis of plants with mutations in histone H4 residues. 
nt: not tested 
aViability was represented by recovery of at least two independent transgenic lines. 
bFlowering time was represented by days to flower in long-day and short-day conditions 
for two independent transgenic lines. long: early flowering in long-day conditions, short: 
early flowering in short-day conditions, both: early flowering in both long-day and short-
day conditions, wt: flowering time for both lines not significantly different from rH4 plants. 
Flowering was denoted early when the number of days to flower for both independent 
transgenic lines was significantly different compared to both rH4 lines (p<0.05). The p-
value was determined by Student's t-test (unpaired). 
cDNA content represented by ratio of 2N:4N:8N:16N:32N nuclei in mature leaves 
measured by flow cytometry. high: increased proportions of 16N/32N nuclei for multiple 
plants, wt: ploidy ratios not different from rH4 plants. 
dGene silencing defects represented by TSI expression measured by RT-qPCR. 
derepression: upregulation of TSI by >10-fold relative to Col for all transgenic lines 
initially assessed, wt: TSI expression less than 10-fold higher than Col. 
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regulation (Table 3.1, Figure 3.1). While individual plants expressing certain H4 

mutations exhibited a late floral transition compared to the controls, we observed no rH4 

mutants for which there was a consistent and significant late flowering time phenotype 

for both independent transgenic lines assessed. However, sixteen rH4 mutants were 

initially noted to display an early flowering phenotype, and were thus pursued for more 

in-depth flowering time analyses. 

We proceeded to measure flowering time for the selected rH4 mutants and 

controls in both long-day and short-day conditions (Figure 3.2A,C). Additionally, we 

measured the rosette leaf number at flowering in both growth conditions (Figure 3.2B,D). 

Under long-day conditions, Col plants flowered with an average of 13 rosette leaves at 

22 days. The H4 septuple mutant and both rH4 lines flowered slightly earlier, at 18 days, 

with an average of 10 rosette leaves. Under short-day conditions, Col plants flowered 

with an average of 50 leaves at 53 days. The rH4 lines flowered on average at 47 and 

50 days, with 43 and 46 rosette leaves, respectively. The H4 septuple mutant flowered 

at 43 days with 34 rosette leaves. Many rH4 mutant lines exhibited early flowering in 

both long-day and short-day conditions, with the rH4R17A, rH4R36A, rH4R39K, 

rH4R39A, and rH4K44A mutants exhibiting the most consistent and drastic decrease in 

flowering time. The rH4R17A mutants flowered around 16 days in long-day conditions 

with 9 rosette leaves and 30 days in short-day conditions with 12 rosette leaves. The 

rH4R36A mutants flowered at 14 days in long-day conditions with 8 rosette leaves and 

on average 27 days in short-day conditions with 12 rosette leaves. The rH4R39K and 

rH4R39A mutants similarly flowered at 13 days in long-day conditions with 7 rosette 

leaves and between 28 and 35 days in short-day conditions with between 12 and 21 

rosette leaves. 

Many of the early flowering mutants also displayed morphological phenotypes 

(Figure 3.3, Figure 3.4). For example, the rH4R39K and rH4R39A mutants were very   
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Figure 3.1 Flowering time screen of rH4 mutants. Mean (A) days to flower and (B) rosette leaf number at flowering in long-day 
conditions (LD) and (C) days to flower and (d) rosette leaf number at flowering in short-day conditions (SD) for Col, H4 septuple 
mutant, rH4, rH4S1A, rH4R3A, rH4K5R, rH4K12A (one line), rH4K16R, rH4K16A, rH4R17K, rH4R17A, rH4K20R, rH4K20A, 
rH4K31R, rH4K31A, rH4R35K, rH4R35A, rH4R36K, rH4R36A, rH4R39K, rH4R39A, rH4R40K, rH4K44R, rH4K44A, rH4R67K, 
rH4R67A, rH4R77K, rH4R77A, rH4T80V, rH4K91R (one line), rH4K91A, rH4R92A, rH4R95K, and rH4R95A plants (two independent 
transgenic lines each except where specified). 95% confidence intervals shown with error bars. n³4 for long-day, n³3 for short-day.
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Figure 3.2 Multiple rH4 mutants display early flowering phenotypes. Mean (A) days 
to flower and (B) rosette leaf number at flowering in long-day conditions (LD) and (C) 
days to flower and (D) rosette leaf number at flowering in short-day conditions (SD) for 
Col, H4 septuple mutant, rH4, rH4K16R, rH4K16A, rH4R17K, rH4R17A, rH4K20R, 
rH4K20A, rH4R35K, rH4R35A, rH4R36K, rH4R36A, rH4R39K, rH4R39A, rH4R40K, 
rH4K44R, rH4K44A, and rH4T80V plants (2 independent transgenic lines each). 
Standard deviation shown with error bars. n≥11 for long-day, n≥7 for short-day. Letters 
(a,b,c) indicate cluster identified by k-means clustering (Figure 3.5). 
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Figure 3.3 Morphological phenotypes of early flowering rH4 mutants in long-day 
growth conditions. Phenotypes of Col, H4 septuple mutant, and rH4 plants along with 
(top to bottom) rH4R17K, rH4R17A, rH4R35K, rH4R35A, rH4R36K, rH4R36A, rH4R39K, 
rH4R39A, rH4K44R, rH4K44A, rH4R40K, and rH4T80V mutants grown in long-day 
conditions at 19 days. Two independent transgenic lines were assessed per H4 
replacement construct.  
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Figure 3.4 Morphological phenotypes of early flowering rH4 mutants in short-day 
growth conditions. Phenotype of Col, H4 septuple mutant, and rH4 plants along with 
(top to bottom) rH4K16R, rH4K16A, rH4R17K, rH4R17A, rH4K20R, rH4K20A, rH4R35K, 
rH4R35A, rH4R36K, rH4R36A, rH4R39K, rH4R39A, rH4R40K, rH4K44R, rH4K44A, and 
rH4T80V mutants grown in short-day conditions between 5 and 7.5 weeks. Two 
independent transgenic lines were assessed per H4 replacement construct. White marks 
present on certain rosette leaves due to leaf counting measurements.  
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small and displayed narrow leaves and rH4R39A mutants displayed a more severe 

morphological phenotype than rH4R39K mutants. The rH4R17K and rH4R17A mutants 

were also small and displayed an upward curling of their leaves, and the rH4R17A 

mutants similarly displayed a more severe morphological phenotype than the rH4R17K 

mutants. 

 In order to reduce the dimensionality of the data, we performed principal 

component analysis of the four variables measured corresponding to flowering time: 

mean day number in long-day, mean leaf number in long-day, mean day number in 

short-day, and mean leaf number in short-day (Figure 3.5A). We took the first two 

principal components (PC1 and PC2), which explained 98% of the variance (Figure 

3.5B). We then performed k-means clustering on PC1 and PC2 to identify three clusters 

in the data. Cluster a, corresponding to a flowering response most similar to wild-type 

plants, contained Col, H4 septuple mutant, rH4, rH4K16A, rH4K20R, and rH4K20A. 

Cluster b, corresponding to a moderately early flowering time phenotype, contained 

rH4R17K, rH4R35K, rH4R35A, rH4R36K, rH4R40K, and rH4K44R. Cluster c, 

corresponding to a drastically early flowering time phenotype, contained rH4R17A, 

rH4R36A, rH4R39K, rH4R39A, and rH4K44A. The two rH4K16R lines were split 

between Cluster a and Cluster b, and the two rH4T80V lines were split between Cluster 

b and Cluster c. While the rH4K16R, rH4K16A, rH4K20R, and rH4K20A mutants 

appeared slightly early flowering relative to rH4 plants, all of these mutant lines except 

for a single rH4K16R line clustered within Cluster a through these analyses. H4R17K 

and H4R17A were thus the only mutations located within the H4 N-terminal tail that 

displayed a significantly early flowering time phenotype for both lines assessed. 

 We next performed RT-qPCR analyses on the key flowering time regulatory 

genes FT and SOC1 for several rH4 mutants corresponding to each cluster and we 

observed upregulation of these genes consistent with the early flowering behavior of rH4   
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Figure 3.5 Mutations in specific residues of histone H4 generate early flowering 
phenotypes in A. thaliana. (A) Principal component plot for flowering time data along 
the first two principal components, PC1 and PC2. Variance explained by each principal 
component shown on respective axis. Three clusters produced by k-means clustering 
represented in blue (Cluster a), orange (Cluster b), and pink (Cluster c) colors. (B) Scree 
plot depicting the proportion of variance explained by each of the principal components. 
(C-D) RT-qPCR of (C) FLC and (D) SOC1 in Col, H4 septuple mutant, rH4-1, rH4-2, 
rH4K16A-1, rH4K20A-1, rH4R35A-1, rH4R40K-1, rH4R17A-1, and rH4R39A-1 plants. 
Standard deviation denoted with error bars. Statistical analyses were performed using 
one-way ANOVA with Tukey’s HSD post hoc test. P-value from Tukey’s HSD test 
(genotype vs. Col) denoted with asterisks (*p<0.05, **p<0.005, ***p<0.0005). Bar colors 
represent cluster assignment from (a).
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mutants from different clusters (Figure 3.5C-D). Notably, the rH4R39A mutants 

displayed an approximately 15-fold upregulation of FT and a 3-fold upregulation of 

SOC1, and the rH4R17A mutants displayed a 30-fold upregulation of FT and a 4-fold 

upregulation of SOC1. Thus, both the assessed mutants that clustered within the 

drastically early flowering cluster displayed a high increase in mRNA expression 

corresponding to flowering promoter genes. In contrast, rH4 mutants such as the 

rH4K16A and rH4K20A plants that clustered within Cluster a displayed no upregulation 

of these key flowering promoter genes. 

While many novel functions for histone H4 residues in the regulation of flowering 

time were revealed in this screen, interestingly, mutations in histone H4 residues that 

have previously been speculated to play an important role in flowering time regulation 

were not observed to cause major flowering time phenotypes in these experiments. For 

example, point mutations in H4R3, H4K5, H4K8, H4K12, and H4K16 caused no 

significant change in flowering time relative to rH4 plants, apart from a minor phenotype 

detected for some rH4K16R mutants (Table 3.1, Figure 3.1) (Bond et al., 2009; Pei et 

al., 2007). However, it is important to note that some of these histone H4 residues are 

thought to act in combination with other H4 residues to influence flowering time 

regulation (e.g., tetra-acetylation of lysines 5, 8, 12, and 16 on histone H4), and thus 

individual mutation of these residues may be compensated by the presence of other 

unmutated residues on histone H4. 

 

Rosette morphology 

 During our flowering time screens, we identified many morphological phenotypes 

at the vegetative stage of growth in T2 plants expressing the different H4 mutants 

(Figure 3.6), which demonstrates that our H4 replacement strategy can be used to 

reveal various developmental phenotypes associated with mutations on histone H4. To 
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further investigate the impact of H4 mutations on developmental processes, we 

assessed all rH4 mutants for abnormal rosette morphology phenotypes. From these 

investigations, we chose 15 rH4 mutants for further characterization of size, growth rate, 

and leaf development. The selected H4 residues were distributed over the entire histone 

H4 protein, covering the H4 N-terminal tail as well as the histone body. We only 

analyzed one mutation corresponding to each selected H4 residue, even if both 

substitutions at a particular residue appeared to cause morphological phenotypes in the 

initial screen (e.g., rH4R17K and rH4R17A). We found that many of these rH4 mutants 

exhibited distinct morphological phenotypes (Figure 3.7). For example, the rH4R36A and 

rH4R39A mutants were very small and exhibited narrow leaves compared to the 

controls. Additionally, rH4R17A mutants were small with upwardly curled leaves and 

rH4K8A mutants were small with more circular leaves than wild-type plants. Some 

rH4R77K plants appeared larger than the controls, while rH4K91A plants were small 

with minor leaf serration. Finally, rH4K44A plants displayed minor leaf serration as well 

as upwardly curled leaves. 

 We then utilized the ARADEEPOPSIS workflow, an image analysis pipeline 

applying a convolutional neural network, to extract 20 quantitative morphometric and 

color index traits from segmented rosette images corresponding to the 15 rH4 mutants 

described above (Huther et al., 2020) (Figure 3.8, Figure 3.9). We performed principal 

component analysis on these 20 features and took the first two principal components, 

which explained 74% of the variance in the data (Figure 3.8A-B). We then performed k-

means clustering on PC1 and PC2 to identify three clusters in the data (Figure 3.8C). 

Cluster a contained Col, H4 septuple mutant, rH4, and rH4T82V plants, Cluster b 

contained rH4K8A, rH4K12A, rH4K16A, rH4R17A, rH4Y51F, and rH4K91A plants, and 

Cluster c contained rH4R3K, rH4K5R, rH4R19A, rH4R36A, and rH4R39A plants. 

Additionally, the two rH4K44A, rH4R77K, and rH4T80V lines were split between Cluster  
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Figure 3.6 Mutations in specific residues of histone H4 generate morphological 
phenotypes in A. thaliana. Rosette phenotype of Col, H4 septuple mutant, rH4R17A, 
rH4R36A, rH4R39A, and rH4K44A plants grown in long-day conditions for 3 weeks. For 
the rH4 mutant plants, individual T2 plants (top and bottom) from independent T1 
parents are shown.  
  

Col H4 septuple mutant rH4R17A rH4R36A rH4R39A rH4K44A
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Figure 3.7 Rosette phenotypes of histone H4 mutants. Rosette phenotype of Col, H4 
septuple mutant, rH4R3K, rH4K5R, rH4K8A, rH4K12A, rH4K16A, rH4R17A, rH4R19A, 
rH4R36A, rH4R39A, rH4K44A, rH4Y51F, rH4R77K, rH4T80V, rH4T82V, and rH4K91A 
plants grown in long-day conditions for 2.5 weeks. Two independent transgenic lines 
were assessed per H4 replacement construct. 
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Figure 3.8 Principal component analysis of morphological features. (A) Principal 
component plot for rosette phenotype data along the first two principal components, PC1 
and PC2. Points represent individual biological replicates. (B) Scree plot depicting the 
proportion of variance explained by each of the principal components. (C) k-means 
clustering of rosette phenotype data. Points represent mean of biological replicates 
(n≥10). Three clusters produced represented in blue (Cluster a), orange (Cluster b), and 
pink (Cluster c) colors. (D) Pearson’s correlation matrix comparing the first three 
principal components (PC1 through PC3) to each rosette phenotype feature.  
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a and Cluster b. 

We performed correlation analyses to determine which morphometric and color 

index traits were correlated most strongly with the first two principal components (Figure 

3.8D). We observed that traits related to plant size correlated most strongly with PC1, 

with the convex area of the rosette showing the highest correlation (0.97, Pearson’s 

correlation). Other morphometric traits such as the major and minor axis lengths of the 

rosette, the total rosette area, and the rosette perimeter displayed high Pearson’s 

correlation coefficients between 0.94 and 0.95. In regards to PC2, we found that color 

index traits correlated most strongly with this principal component. For example, the 

green intensity and the chroma ratio of the plants both exhibited the highest Pearson’s 

correlation coefficients of 0.95. The chroma ratio corresponds to the green intensity 

divided by the average of the blue and red intensities (Huther et al., 2020). A higher 

chroma ratio thus indicates a lower accumulation of anthocyanins—pigments that cause 

red, blue, and purple colors in plants (Kubo et al., 1999), while a lower chroma ratio 

indicates higher anthocyanin accumulation (Huther et al., 2020). From these data, we 

deduced that Cluster a corresponds to more phenotypically wild-type plants, Cluster b 

corresponds to smaller plants with a higher chroma ratio, and Cluster c corresponds to 

smaller plants with a lower chroma ratio. 

We examined several of the traits most strongly correlated with PC1 and PC2 to 

compare how the total rosette area, rosette perimeter, major axis length of the rosette, 

and the chroma ratio of the plants compared in the different mutants assessed (Figure 

3.9). Col plants showed an average total rosette area of 3.9 cm2, a major axis length of 

3.4 cm, a perimeter of 21 cm, and a chroma ratio of 1.56. While we confirmed our 

previous observation that the H4 septuple mutant plants were slightly smaller than wild-

type plants, showing an average total rosette area of 3.3 cm2 and a major axis length of 

3.2 cm (Figure 2.3A, Figure 3.9A), the H4 septuple mutant plants clustered within  
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Figure 3.9 Phenotypic traits of rH4 mutant rosettes. Mean rosette (A) area, (B) 
perimeter, (C) major axis length, and (D) chroma ratio of Col, H4 septuple mutant (H4 
septuple), rH4, rH4R3K, rH4K5R, rH4K8A, rH4K12A, rH4K16A, rH4R17A, rH4R19A, 
rH4R36A, rH4R39A, rH4K44A, rH4Y51F, rH4R77K, rH4T80V, rH4T82V, and rH4K91A 
plants (2 independent transgenic lines each). Standard deviation shown with error bars 
(n≥10). Letters (a,b,c) indicate cluster identified by k-means clustering (Figure 3.8).  
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Cluster a due to their relatively normal chroma ratio of 1.55 and rosette perimeter of 22 

cm (Figure 3.9B-D). Interestingly, the leaf serration exhibited by the H4 septuple mutant 

caused these mutants to display an approximately wild-type rosette perimeter despite 

their smaller size, and thus, the combination of this trait as well as normal colorimetric 

traits likely contributed to the H4 septuple mutant clustering within Cluster a with Col 

plants (Figure 3.8C, Figure 3.9). Moreover, rH4 plants exhibited a slightly larger average 

rosette size (4.9 cm2 for rH4-1 plants and 4.4 cm2 for rH4-2 plants) and higher chroma 

ratio (1.60 for rH4-1 plants and 1.63 for rH4-2 plants) than Col plants, but nonetheless 

clustered within Cluster a. Additionally, rH4T82V plants appeared approximately normal 

in size, and thus clustered within Cluster a as well. 

We observed that multiple H4 mutations, including the histone N-terminal tail 

mutations rH4K8A, rH4K12A, rH4K16A, rH4R17A and the histone core mutations 

rH4Y51F and rH4K91A, caused the smaller size and higher chroma ratio (suggesting 

reduced anthocyanin content) observed in Cluster b. For example, rH4R17A-1 and 

rH4R17A-2 plants displayed an average rosette size of 2.9 cm2 and 1.5 cm2, and an 

average chroma ratio of 1.62 and 1.66, respectively. The two transgenic rH4K44A, 

rH4R77K, and rH4T80V lines were divided between Cluster a and Cluster b, and thus, 

further analyses of additional transgenic lines and endogenous H4 levels would be 

useful to further elucidate the phenotypes induced by these mutations. For example, we 

observed that rH4R77K-1 plants displayed a larger average rosette area than Col plants 

(4.5 cm2) (Figure 3.7, Figure 3.9). However, individual rH4R77K-1 plants displayed 

substantial variability, and thus, the mean rosette area of rH4R77K-1 plants did not 

significantly differ from Col. Additionally, rH4R77K-2 plants did not display an increase in 

rosette size. Finally, we found that several mutations on both the N-terminal tail and the 

histone core (rH4R3K, rH4K5R, rH4R19A, rH4R36A, and rH4R39A) caused the smaller 

rosette size and lower chroma ratio observed in Cluster c. rH4R39A mutations were 
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observed to produce severe morphological phenotypes, such as drastically reduced 

rosette area (1.6 cm2 for rH4R39A-1 and 1.9 cm2 for rH4R39A-2). Moreover, rH4R36A 

mutations also caused significantly reduced rosette area (2.3 cm2 for rH4R36A-1 and 1.8 

cm2 for rH4R36A-2). In summary, we observed that mutations in both the H4 N-terminal 

tail and the globular domain caused diverse morphological phenotypes, supporting the 

utility of our H4 replacement system towards revealing roles for histone H4 in the 

regulation of plant development. 

 

DNA content 

To determine the effect of H4 residues on processes including DNA replication, 

endoreduplication, and cell cycle regulation, we examined the DNA content of nuclei 

from mature leaves from all of the rH4 mutants using flow cytometry analysis. For each 

H4 mutation, we assessed the phenotype of plants taken from multiple independent 

transgenic lines. Due to the process of endoreduplication, in which the genome is 

duplicated but no mitosis occurs (Galbraith et al., 1991), after staining the nuclei with 

propidium iodide and sorting by DNA content, the flow cytometry profile shows well-

resolved populations of 2N, 4N, 8N, 16N, and 32N nuclei for wild-type plants (Figure 

3.10). We assessed the width of the peaks in the flow cytometry profiles as well as the 

proportions of nuclei corresponding to each endoploidy level. One indication of 

replication/ genome stability defects in certain Arabidopsis thaliana mutants, such as the 

atxr5/6 mutant, is that the peaks corresponding to the endoploidy levels are broader and 

less resolved, suggesting that the genome is undergoing unequal amplification (Jacob et 

al., 2010). In addition, differences in the frequencies of the different ploidies (e.g. no 16N 

or 32N nuclei when a specific H4 point mutant is expressed) could also indicate defects 

related to replication, endoreduplication, and/or the cell cycle. 

We observed no rH4 mutants that showed a phenotype similar to atxr5/6 mutants 
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Figure 3.10 rH4R35K, rH4K91R, and rH4Y98F mutants exhibit altered DNA content. 
Representative flow cytometry profiles of Col, H4 septuple mutant, rH4-1, rH4-2, 
rH4R35K-1, rH4R35K-2, rH4K91R-1, rH4K91R-2, rH4Y98F-1 and rH4Y98F-2 plants. 
1500 gated events are plotted. Labels above peaks indicate ploidy levels and 
percentages corresponding to outlined propidium iodide intensity.  
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(i.e., a widening of peaks relative to wild-type plants). However, we did observe three H4 

mutations that induced altered proportions of higher ploidy nuclei relative to the controls 

when expressed. For these rH4 mutants, we examined the endoreduplication phenotype 

of additional plants to assess the proportion of plants that exhibited the increased 

endoploidy proportions. For Col plants, 16N nuclei typically represented between 4 and 

11% of total nuclei, while 32N nuclei comprised between 0.3 and 1.6% of total nuclei 

(Figure 3.11). H4 septuple mutant and rH4 plants exhibited similar proportions of 16N 

and 32N nuclei, although some H4 septuple mutant plants exhibited up to 2.5% of 32N 

nuclei. In contrast, we observed increased proportions of 16N and 32N nuclei for 

individual plants expressing H4R35K, H4K91R, and H4Y98F mutant histones. 

In our first assay with three rH4R35K plants, one rH4R35K mutant exhibited 

increased proportions of 16N and 32N nuclei (19.6% and 8.7%, respectively). 

Interestingly, the other two rH4R35K plants assessed displayed decreased proportions 

of the higher ploidy nuclei, presenting between 1.2 and 2.3% of 16N nuclei and 0.1% of 

32N nuclei (Figure 3.11A). We proceeded to assess six additional rH4R35K plants 

corresponding to four independent transgenic lines. Of these plants, three out of six 

displayed increased proportions of both 16N and 32N nuclei (ranging between 26 and 

31% of 16N nuclei and between 3.9 and 7.4% of 32N nuclei), and two out of six 

displayed increased proportions of 16N nuclei (ranging between 19 and 28%) (Figure 

3.11B). The plants that displayed altered proportions of endoploidy levels did not 

correspond to specific transgenic rH4R35K lines in these experiments, but rather, they 

were distributed among all four transgenic lines assessed. In contrast, rH4R35A plants 

assessed from three independent transgenic lines exhibited approximately wild-type 

endoploidy levels (Table 3.1). To estimate the frequency of mutation of the remaining 

endogenous H4 gene in these lines, we genotyped four plants each from four 

independent rH4R35K lines and four independent rH4R35A lines at the T3 generation 
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Figure 3.11 Ploidy levels of rH4R35K, rH4K91R, rH4K91A, and rH4Y98F mutants. 
Percentages of 2N, 4N, 8N, 16N and 32N nuclei out of 1500 gated events measured by 
flow cytometry for (A) Col, H4 septuple mutant, rH4-1, rH4-2, rH4-3, rH4R35K-1, 
rH4R35K-2, and rH4R35K-3 plants (B) Col, rH4R35K-1, rH4R35K-2, rH4R35K-3, 
rH4R35K-4 plants and (C) Col, H4 septuple mutant, rH4-1, rH4-2, rH4-3, rH4K91R-1, 
rH4K91R-2, rH4K91R-3, rH4K91A-1, rH4K91A-2, rH4K91A-3, rH4Y98F-1, rH4Y98F-2, 
rH4Y98F-3, and rH4Y98F-4 plants.  
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stage (Figure 3.12). We found that 81% of the rH4R35K plants exhibited a complete 

elimination of wild-type histone H4, while none of the rH4R35A plants exhibited any 

mutation of the remaining endogenous H4 gene. Therefore, the presence of wild-type 

histone H4 may restore a wild-type endoploidy phenotype in rH4R35A plants compared 

to rH4R35K plants.  

Two out of five rH4K91R plants assessed displayed an increased proportion of 

16N (between 26 and 31%) and 32N nuclei (between 6.1 and 6.8%), and one rH4K91R 

mutant displayed an increased proportion of 16N nuclei (18%) (Figure 3.11C). Unlike the 

rH4K91R mutants, all three rH4K91A mutants assessed displayed wild-type endoploidy 

levels. Finally, two out of six rH4Y98F mutants assessed displayed an increased 

proportion of 16N nuclei (between 21 and 26%) and one of these plants also exhibited 

an increased proportion of 32N nuclei (4.1%). Similar to the rH4R35K mutants, the 

individual rH4K91R and rH4Y98F plants that exhibited increased proportions of 16N and 

32N nuclei were spread over multiple independent transgenic lines, rather than both 

corresponding to a specific transgenic line. 

To further quantify variation in endoreduplication, we calculated the 

endoreduplication index as described previously (Sterken et al., 2012) (Figure 3.13). A 

higher endoreduplication index indicates increased proportions of higher ploidy nuclei 

within the population. Col plants exhibited endoreduplication indices between 114 and 

148, and rH4 plants remained within that range. H4 septuple mutant plants displayed a 

significantly higher average endoreduplication index, with individual values ranging 

between 146 and 165. As expected from the variation in endoreduplication phenotypes 

between individual rH4 mutants, there was substantial variation in the endoreduplication 

indices calculated among plants expressing a certain H4 mutant construct. Nonetheless, 

rH4R35K plants in general exhibited the largest difference in the endoreduplication index 

compared to the controls, displaying an endoreduplication index as high as 187 and as
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Figure 3.12 Endogenous H4 mutations in rH4R35K and rH4R35A mutant plants. 
Percentage of mutated endogenous H4 (At3g53730) alleles of sixteen rH4R35K plants 
and sixteen rH4R35A plants. Each plant assessed was from the T3 generation; four 
plants from the same initial T1 parent were used in this experiment (i.e., four 
independent transgenic lines per genotype). 
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Figure 3.13 Endoreduplication indices for rH4R35K, rH4K91R, rH4K91A, and 
rH4Y98F mutants. Endoreduplication index calculated for Col, H4 septuple mutant, rH4, 
rH4R35K, rH4K91R, rH4K91A, and rH4Y98F plants. Horizontal bars indicate the mean. 
Standard deviation denoted with error bars. P-value from unpaired Student’s t-test 
denoted with asterisks (*p<0.05).  
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low as 85 (Figure 3.13). While some individual rH4R35K, rH4K91R, and rH4Y98F plants 

displayed substantially increased endoreduplication indices compared to wild-type plants 

and one individual rH4R35K plant also displayed a substantially decreased 

endoreduplication index, due to the high variation observed within these populations of 

plants, the average differences were not statistically significant compared to the controls. 

 

Chromatin structure 

To examine chromatin structure in the rH4 mutants, we first stained fixed nuclei 

isolated from mature leaves from one individual plant corresponding to each H4 mutation 

with DAPI (4′,6-diamidino-2-phenylindole) and scored at least 10 nuclei images obtained 

from each sample (Table 3.1). Our goal was to identify roles for H4 residues in the 

maintenance of proper chromatin structure. Wild-type Arabidopsis thaliana DAPI-stained 

nuclei display highly condensed regions called chromocenters, corresponding to 

genomic regions of heterochromatin, predominantly composed of pericentromeric 

repeats, transposons, and ribosomal DNA (rDNA) genes (Heslop-Harrison et al., 2003; 

Jacob et al., 2009). Mutations in enzymes that modify or bind chromatin can cause 

decondensation of these heterochromatic chromocenters. For example, atxr5/6 mutant 

plants (which exhibit a loss of H3.1K27me1), as well the DNA methylation mutants met1 

and decrease in DNA methylation 1 (ddm1), display partial chromocenter 

decondensation of pericentromeric sequences, while a different DNA methylation mutant 

variant in methylation 1 (vim1) displays chromocenter decondensation corresponding to 

centromeric regions (Jacob et al., 2009; Soppe et al., 2002; Woo et al., 2007). 

Therefore, histone PTMs such as H3.1K27me1 and DNA methylation are implicated in 

the regulation of chromatin condensation. A loss of repressive chromatin structure 

around heterochromatic elements can lead to deleterious genomic outcomes, such as 

transposon derepression, and thus the regulation of chromatin structure is important for 
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the maintenance of genome stability (Henderson and Jacobsen, 2007; Hirochika et al., 

2000; Jacob et al., 2009; Singer et al., 2001). 

 After the initial screen of all of the rH4 mutants, we then chose the rH4 mutant 

lines that exhibited the most drastic alterations in chromatin condensation for further 

work. Only one mutation corresponding to each selected H4 residue was assessed in 

these in-depth microscopy experiments, even if both substitutions at a particular residue 

were observed to cause chromatin condensation defects in the initial screen (e.g., 

rH4R35K and rH4R35A). We assessed nuclei from mature leaves corresponding to two 

independent transgenic lines for each H4 mutation selected, along with Col, H4 

septuple, and rH4 plants, and obtained at least 30 nuclei images for each sample. Our 

results indicate that rH4 nuclei exhibited normal chromatin structure, while some H4 

septuple mutant nuclei exhibited slight decondensation and loss of chromocenters 

(Figure 3.14). Notably, we found that rH4K16A, rH4K20A, rH4R35K, rH4R39A, 

rH4R77K, and rH4T80V mutant nuclei exhibited chromocenter decondensation for both 

transgenic lines assessed (Figure 3.14).  

 Interestingly, some mutations on residues that have been implicated in the 

regulation of chromatin condensation in plants or other systems were not identified to 

cause severe chromatin condensation phenotypes in our screen. For example, H4S1 

phosphorylation has been demonstrated to promote nuclear compaction in 

Saccharomyces cerevisiae, but Arabidopsis thaliana rH4S1A mutant nuclei were not 

observed to display noticeable chromatin compaction defects (Table 3.1) (Govin et al., 

2010b; Krishnamoorthy et al., 2006). While these results could potentially indicate a 

functional difference of H4S1 in plant and yeast systems, it is important to note that our 

screen was not exhaustive in its categorization of chromatin structural phenotypes, and 

thus additional experiments are needed to further validate negative results that we 

observed (see discussion).  
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Figure 3.14 rH4 mutants exhibit altered chromatin structure. DAPI staining of Col, 
H4 septuple mutant, rH4, rH4K16A, rH4K20A, rH4R35K, rH4R39A, rH4R77K, and 
rH4T80V mutant nuclei (one representative nucleus displayed). 
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Transcriptional silencing 

In order to assess transcription-related defects in the rH4 mutants, we used RT-

qPCR to measure the expression of TSI, a normally silenced genomic element 

comprising open reading frame 1 of the Athila retrotransposon (Steimer et al., 2000). In 

Col and rH4 plants, the RNA expression of TSI is very low (Figure 2.4). Mutants 

displaying genome instability and a loss of repressive heterochromatin structure, such as 

the H4 septuple mutant and the atxr5/6 mutant, exhibit a significant upregulation of TSI 

expression, often two orders of magnitude higher than wild-type plants (Figure 2.4) 

(Jacob et al., 2009). In addition to TSI, we also measured RNA expression of the DNA 

damage response gene BRCA1. Col and rH4 plants display very low RNA expression of 

BRCA1, while H4 septuple mutant and atxr5/6 mutant plants display an upregulation of 

BRCA1 approximately one order of magnitude higher than Col (Figure 2.4) (Feng et al., 

2017). We performed RT-qPCR experiments to measure TSI and BRCA1 RNA 

expression relative to Col for two independent transgenic lines corresponding to all rH4 

mutants, as well as the H4 septuple mutant and two independent transgenic rH4 lines as 

controls (Figure 3.15, Figure 3.16). 

The rH4R17A, rH4T30V, rH4R36A, rH4R39K, and rH4R39A mutants exhibited 

TSI upregulation of 10-fold or more for both transgenic lines assessed (Figure 3.15, 

Table 3.1). TSI upregulation in these rH4 mutants varied between a 21- to 78-fold 

increase relative to Col, and the H4 septuple mutant displayed a 56-fold increase relative 

to Col. We set the threshold for a 10-fold increase in TSI RNA expression as a stringent 

cutoff due to our previous observation that rH4 plants exhibited up to a 5-fold increase in 

TSI RNA expression relative to Col (Figure 2.4). Similarly, we set a threshold of a 3.5-

fold increase in RNA expression relative to Col for BRCA1 upregulation due to our 

previous observations of variation in the BRCA1 expression of rH4 plants. In contrast to 

the multiple rH4 mutants which displayed TSI upregulation, no rH4 mutants exhibited 
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Figure 3.15 Expression levels of TSI in rH4 mutant lines. RNA expression of TSI measured by RT-qPCR in Col, H4 septuple 
mutant (H4 septuple), rH4, rH4S1A, rH4R3K, rH4R3A (one line), rH4K5R, rH4K5A, rH4K8R, rH4K8A,  rH4K12R, rH4K12A, rH4K16R 
(one line), rH4K16A, rH4R17K, rH4R17A, rH4R19K, rH4R19A, rH4K20R, rH4K20A, rH4R23K, rH4R23A, rH4T30V, rH4K31R, 
rH4K31A, rH4R35K, rH4R35A, rH4R36K, rH4R36A, rH4R39K, rH4R39A, rH4R40K (one line), rH4K44R, rH4K44A, rH4S47A, 
rH4Y51F (one line), rH4T54V, rH4K59R (one line), rH4R67K, rH4R67A, rH4T71V, rH4Y72F, rH4T73V, rH4R77K, rH4R77A, 
rH4K79A, rH4T80V, rH4T82V, rH4Y88F, rH4K91R, rH4K91A, rH4R92A, rH4R95K, rH4R95A, rH4T96V, and rH4Y98F plants (two 
independent transgenic lines each except where specified). Dashed horizontal line represents threshold set for upregulation. 
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Figure 3.16 Expression levels of BRCA1 in rH4 mutant lines. RNA expression of BRCA1 measured by RT-qPCR in Col, H4 
septuple mutant (H4 septuple), rH4, rH4S1A, rH4R3K, rH4R3A (one line), rH4K5R, rH4K5A, rH4K8R, rH4K8A,  rH4K12R, rH4K12A, 
rH4K16R (one line), rH4K16A, rH4R17K, rH4R17A, rH4R19K, rH4R19A, rH4K20R, rH4K20A, rH4R23K, rH4R23A, rH4T30V, 
rH4K31R, rH4K31A, rH4R35K, rH4R35A, rH4R36K, rH4R36A, rH4R39K, rH4R39A, rH4R40K (one line), rH4K44R, rH4K44A, 
rH4S47A, rH4Y51F (one line), rH4T54V, rH4K59R (one line), rH4R67K, rH4R67A, rH4T71V, rH4Y72F, rH4T73V, rH4R77K, 
rH4R77A, rH4K79A, rH4T80V, rH4T82V, rH4Y88F, rH4K91R, rH4K91A, rH4R92A, rH4R95K, rH4R95A, rH4T96V, and rH4Y98F 
plants (two independent transgenic lines each except where specified). Dashed horizontal line represents threshold set for 
upregulation.
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BRCA1 upregulation of at least 3.5-fold for all transgenic lines assessed (Figure 3.16). 

However, one rH4Y98F mutant displayed a 116-fold upregulation in BRCA1 expression 

relative to Col, compared to the 26-fold upregulation in BRCA1 displayed by the H4 

septuple mutant. As the other rH4Y98F mutant assessed displayed no upregulation in 

BRCA1 expression relative to Col, we chose not to characterize the DNA damage 

response phenotype of this mutant in further detail. Similarly, one rH4R39A mutant, one 

rH4T54V mutant, and one rH4K91A mutant exhibited between a 3.5- and 6.5-fold 

upregulation of BRCA1 expression compared to Col. However, the other lines assessed 

for each of these mutations exhibited no BRCA1 upregulation, and thus, we did not 

characterize the DNA damage response phenotypes of these mutants further. 

After these initial RT-qPCR screens of all of the rH4 mutants, we aimed to further 

investigate the TSI upregulation observed in the rH4R39K and rH4R39A mutants 

through additional RT-qPCR experiments. Out of all of the rH4 mutants that exhibited 

TSI upregulation, we chose the rH4R39K and rH4R39A mutants for further 

characterization due to the previously described roles for H4R39 in regulating gene 

silencing described in yeast (see discussion). We measured TSI expression in multiple 

plants from two independent transgenic lines expressing the rH4R39K and rH4R39A 

mutant constructs, along with Col, H4 septuple mutant, and rH4 plants (Figure 3.17). 

The rH4R39K mutants exhibited a slight upregulation in TSI expression (between a 9.4- 

and 21-fold increase relative to Col) and the rH4R39A mutants exhibited a drastic 

increase in TSI expression, displaying a 25- to 82-fold increase relative to Col. While the 

phenotype of the rH4R39A mutant was more severe than that of the rH4R39K mutant, 

the TSI upregulation observed for both of these mutants was much lower than that of the 

H4 septuple mutant, which showed an approximately 360-fold upregulation of TSI 

relative to Col. Nonetheless, the rH4R39K, rH4R39A, and H4 septuple mutant plants all 

showed a significant upregulation of TSI RNA expression compared to Col to differing  
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Figure 3.17 rH4R39K and rH4R39A mutants exhibit transcriptional derepression. 

RNA expression of TSI measured by RT-qPCR in Col, H4 septuple mutant, and two 
independent rH4, rH4R39K, and rH4R39A transgenic lines (2 plants from each line). 
Different shades of gray indicate independent transgenic lines. Three biological 
replicates were performed for Col and H4 septuple mutant plants. Horizontal bars 
indicate the mean. Standard deviation denoted with error bars. P-value from unpaired 
Student’s t-test denoted with asterisks (*p<0.05, **p<0.005, ***p<0.0005). 
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extents. In sum, our screens of different molecular and cellular phenotypes have 

identified several H4 residues as promising candidates for future work to elucidate the 

ways in which histone H4 maintains genome stability in the nucleus.  
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Discussion 

Many novel functions uncovered for histone H4 residues 

With the systematic screens of histone H4 utilizing our histone H4 replacement 

system, we have described many novel roles for residues on histone H4. Previously, 

functions of histone H4 in Arabidopsis thaliana have mainly been studied related to 

known PTMs on the H4 N-terminal tail. As our histone H4 screen covered all lysine, 

arginine, threonine, serine and tyrosine residues on the histone H4 protein, we assessed 

the function of many residues on histone H4 that have previously been uncharacterized 

in plants. We identified novel roles for H4R35, H4R77, and H4T80 in regulating 

chromatin compaction, H4R35, H4K91, and H4Y98 in regulating the endocycle, and 

H4R39 in regulating transposon silencing in A. thaliana. Additionally, we identified many 

novel roles for histone H4 residues in the regulation of flowering time, including H4R17, 

H4R35, H4R36, H4R39, H4R40, H4K44, and H4T80. Finally, we determined that 

multiple H4 residues, including H4R3, H4K5, H4K8, H4R17, H4R19, H4R36, H4R39, 

H4K44, and H4K91, play a role in the regulation of rosette development. Notably, many 

of the above H4 residues were not only relatively uncharacterized in plants, but in all 

eukaryotes, demonstrating the potential of our histone H4 system to allow us to assess 

the impact of numerous histone H4 mutations on the regulation of diverse biological 

processes and reveal novel functions for residues on histone H4. While we conducted 

experiments to assess five major phenotypes (flowering time, rosette morphology, DNA 

content, chromatin structure, and transcriptional silencing) in our collection of rH4 

mutants, the potential remains to examine these rH4 mutants for many additional 

phenotypes, such as leaf epidermal cell size and shape, root length, pollen grain 

viability, DNA damage sensitivity, and tolerance to various biotic and abiotic stresses. 
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Phenotype variability observed between transgenic lines 

 In our experiments assessing the phenotypes of the rH4 mutants, we 

occasionally observed that different transgenic lines expressing the same mutant H4 

protein displayed differing phenotypes. For example, only one out of two rH4Y98F 

mutants assessed displayed upregulation of BRCA1 (Figure 3.16) and only two out of 

three rH4K91R mutant lines displayed increased proportions of higher ploidy nuclei 

(Figure 3.11C). Additionally, only one rH4R77K mutant line exhibited increased rosette 

area (Figure 3.9). Moreover, variability within the same transgenic line was also 

observed. For example, individual rH4R35K mutant plants that belonged to the same 

transgenic line displayed three different endoploidy phenotypes: decreased proportions 

of higher ploidy nuclei, increased proportions of higher ploidy nuclei, and wild-type 

endoploidy levels, although the majority of rH4R35K mutants displayed increased levels 

of higher ploidy nuclei (Figure 3.11A-B). 

Individual plants expressing the same mutant H4 protein may show different 

phenotypes due to uneven levels of expression of the H4 replacement gene, random T-

DNA integration, and differing mutagenesis of the remaining endogenous histone H4 

gene. To circumvent the complications that the genomic locations of the T-DNA 

insertions or off-target effects of CRISPR/Cas9 may cause any observed phenotypes, 

we assessed the phenotypes of at least two independent transgenic lines corresponding 

to each H4 mutation. Varying levels of expression from the remaining endogenous 

histone H4 gene in the rH4 mutants may also explain some of the phenotypic variability 

observed in the rH4 mutants. For future work on rH4 mutants of interest, identifying rH4 

mutants with a complete replacement of endogenous histone H4 with mutant histone H4 

would remove some of the variation between individual rH4 mutant plants. The total 

abundance of histone H4 could also be assessed with Western blot to ensure that total 

histone H4 levels are comparable between the different lines. 
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In the aforementioned phenotypic screens, a relatively conservative approach 

was taken when variation was encountered between transgenic lines. In our approach, 

we sought to identify the most striking and consistent phenotypes for future work. It is 

thus possible that some phenotypes induced by H4 mutations were overlooked due to 

our general requirement that two independent transgenic lines display the phenotype in 

order for it to be scored for analyses of flowering time, rosette morphology, DNA content, 

and transcriptional silencing. Similarly, in our initial experiments assessing chromatin 

structure, we isolated nuclei from a single plant corresponding to each H4 mutation and 

screened for massive defects in chromatin structure. Chromatin structure phenotypes 

(as well as flowering time, rosette morphology, DNA content, and transcriptional 

silencing phenotypes) that were more subtle were thus more likely to remain unnoticed 

in our approach. Assessing more plants would add further rigor to our preliminary 

analyses, especially for analyses of chromatin structure, for which we only assessed a 

single plant expressing mutant H4 gene initially. In sum, it is possible that some rH4 

mutants that were marked as “wild-type” in Table 3.1 may display phenotypes related to 

the assessed processes that were not recorded in our results. Additionally, in these 

initial screens, we did not assess the phenotypes of a few of the rH4 mutants that we 

generated due to the low number of transgenic lines initially recovered (Table 3.1). 

Therefore, further work remains to evaluate the phenotypes induced by certain H4 

mutations (namely, the rH4R45K, rH4R55K, rH4R55A, and rH4R78K mutations).  

 

Flowering time analyses identify several early flowering mutants 

 We observed that 13 out of the 53 rH4 mutants assessed (rH4R17K, rH4R17A, 

rH4K20A, rH4R35K, rH4R35A, rH4R36K, rH4R36A, rH4R39K, rH4R39A, rH4R40K, 

rH4K44R, rH4K44A, and rH4T80V) displayed significantly early flowering compared to 

the control plants (Table 3.1, Figure 2.4). Certain mutants, such as the rH4K20A and the 
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rH4R36K mutants, differed in their assigned flowering time classification depending upon 

which statistical analysis was performed (i.e., using days to flower to perform a Student’s 

t-test as in Table 3.1 or conducting k-means clustering using all four flowering time 

variables as in Figure 3.5). However, the vast majority of the early flowering mutants 

were classified as such in both of the statistical analyses performed. Notably, no rH4 

mutants exhibited significantly late flowering in multiple independent transgenic lines, 

although multiple individual rH4K31R, rH4R77A, and rH4R95K plants were observed to 

display a late transition to flowering (Figure 3.1). 

One explanation for why we observed that approximately 25% of the H4 

mutations assessed caused significantly early flowering, while no H4 mutations 

assessed seemed to cause consistently late flowering, is that certain stresses have been 

shown to accelerate flowering (Takeno, 2016). As histone H4 is an essential and highly 

conserved protein in eukaryotes, the histone H4 mutations that we generated are likely 

to cause some level of stress in rH4 mutants. However, it is important to note that the 

accelerated flowering time phenotypes exhibited by the early flowering rH4 mutants are 

more severe than that of the H4 septuple mutant, and approximately 75% of the rH4 

mutants did not exhibit early flowering (Table 3.1, Figure 3.1, Figure 3.2). Thus, the 

histone H4 mutations identified in our flowering time screen do appear to have a specific 

function in the regulation of flowering time apart from destabilizing the entire histone H4 

protein. 

 In our flowering time analyses, several rH4 mutants that we may have expected 

to display flowering time phenotypes due to previously described roles for these histone 

H4 residues instead exhibited wild-type phenotypes. For example, while mutations in 

PRMT5, the enzyme that catalyzes the symmetric dimethylation of H4R3, have been 

shown to cause late flowering, mutations of H4R3 were not observed to cause any 

significant flowering time differences in our screen (Table 3.1, Figure 3.1) (Pei et al., 
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2007). This result supports the hypothesis that the late flowering phenotypes in prmt5 

mutants are not caused by a loss of methylation on H4R3, but rather they are mainly 

caused by the action of PRMT5 on non-histone substrates such as RNA processing 

factors, leading to splicing defects in transcripts of flowering time regulators such as FLK 

(Deng et al., 2010; Lim et al., 2004; Mockler et al., 2004). Our data contradict the other 

proposed mechanism for late flowering in prmt5 mutants by which decreased 

H4R3me2s levels on FLC reduce the repression of this gene, causing late flowering 

(Schmitz et al., 2008; Wang et al., 2007). However, it is important to note that H4R3 

methylation may not be completely eliminated in the rH4R3K and rH4R3A mutants 

assessed due to the potential expression from the remaining endogenous histone H4 

gene. Therefore, generating complete H4 replacement lines for the rH4R3K and rH4R3A 

mutants and assessing the resultant flowering time phenotypes would garner additional 

support for this hypothesis. 

Tetra-acetylation of histone H4 lysines 5, 8, 12, and 16 has also been shown to 

play an important role in the regulation of flowering time, e.g., in their effect on the 

induction of VIN3 in response to vernalization (Bond et al., 2009). Mutations in 

components of the Nucleosome Acetyltransferase of Histone H4 (NuA4) complex, a 

complex which catalyzes acetylation of multiple histone H4 residues, also cause 

abnormal flowering time phenotypes (Espinosa-Cores et al., 2020). Moreover, depleting 

the expression of the putative catalytic subunits of NuA4, HISTONE 

ACETYLTRANSFERASE OF THE MYST FAMILY 1/2 (HAM1/2), causes early flowering 

and a reduction of H4 acetylation at flowering time regulatory genes such as FLC (Xiao 

et al., 2013). However, the action of NuA4 is not specific to histone H4 as NuA4 has also 

been shown to act on histones H2A and H2A.Z, and thus mutations in NuA4 

components do not exclusively affect acetylation on histone H4 (Boudreault et al., 2003; 

Millar et al., 2006). 
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In our screen, we identified no significant early flowering time phenotypes for 

rH4K5R, rH4K5A, rH4K8R, rH4K8A, rH4K12R, and rH4K12A mutants (Table 3.1, Figure 

3.1). We did observe a moderate early flowering phenotype for one rH4K16R transgenic 

line, but significantly altered flowering time was not consistently demonstrated by either 

of the rH4K16A lines (Table 3.1, Figure 3.2). Although links between the acetylation of 

these four lysine residues and flowering time regulation have previously been 

established, these individual H4 point mutants may not have displayed significant 

flowering time phenotypes because of the cumulative effect of acetylation on these H4 

residues (Dion et al., 2005; Kaimori et al., 2016). Consequently, mutation of individual 

lysine residues on the H4 N-terminal tail may be compensated by the continued 

presence of the other N-terminal lysine residues. As combinatorial mutants of several 

lysines on the H4 N-terminal tail caused lethality (see Chapter 2), we were unable to 

assess the effect of abolition of acetylation on several or all of these lysine residues on 

the floral transition. 

 

H4 mutations cause diverse effects on rosette development 

 We found that mutations of H4R3, H4K5, H4K8, H4K12, H4K16, H4R17, H4R19, 

H4R36, H4R39, H4K44, H4Y51, H4R77, H4T80 and H4K91 led to a variety of 

morphological phenotypes, with many plants exhibiting a reduced total rosette area and 

altered chroma ratios compared to wild-type plants (Figure 3.6, Figure 3.7, Figure 3.8, 

Figure 3.9). Many future directions remain to characterize the developmental 

phenotypes effected by these mutations in greater detail. For example, assessments of 

the rH4 mutants with altered chroma ratios to measure anthocyanin content via 

spectrophotometry and to perform gene expression analyses of anthocyanin 

biosynthesis genes would elucidate a mechanism for the altered color profiles observed 

in these mutants. Additionally, quantifying the expression levels of genes related to cell 
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growth and using microscopy to examine leaf cell number and cell size would provide 

further information about what developmental processes are altered in the rH4 mutants 

exhibiting abnormal rosette area. Our screen for phenotypes related to rosette 

development serves as a proof-of-concept that the generated H4 mutant library functions 

as an optimal resource for a high-throughput screen utilizing a software such as 

ARADEEPOPSIS for trait extraction (Huther et al., 2020). Additional experiments 

characterizing other morphological phenotypes could further elucidate how the identified 

H4 mutations regulate plant development. For example, developing a pipeline for 

quantifying additional morphological traits such as the leaf serration observed in H4 

septuple mutants and rH4K44A plants, to a lesser extent, would provide additional data 

for the large-scale assessment of H4 mutations on plant morphology. Moreover, 

assessing rosette morphology in short-day conditions could reveal useful information 

about the ways in which histone H4 residues regulate development in other 

photoperiodic conditions. 

 

H4 septuple mutant plants exhibit early flowering time 

 We observed that H4 septuple mutant plants flowered earlier than Col plants in 

both long-day and short-day conditions (Figure 3.1, Figure 3.2). Under long-day 

conditions, H4 septuple mutant plants on average flowered 4 days earlier than Col with 3 

fewer rosette leaves, and under short-day conditions, H4 septuple mutant plants 

flowered 10 days earlier than Col with 16 fewer rosette leaves. Several factors may be 

contributing to the early flowering response displayed by H4 septuple mutant plants. 

First, the genome instability caused by the low dosage of histone H4 in the H4 septuple 

mutants is likely producing stress in these mutant plants, which has been demonstrated 

to cause early flowering in certain instances (Takeno, 2016). Second, it is possible that 

low histone H4 expression may globally diminish the nucleosome content in the 
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chromatin of H4 septuple mutant plants, potentially leading to the derepression of certain 

flowering time regulatory genes. Notably, many H4 septuple mutant nuclei were also 

observed to exhibit decondensation of chromocenters and/or a loss of chromocenters 

(Figure 3.14), suggesting that the chromatin in H4 septuple mutant nuclei is in general 

more open and accessible. To test this hypothesis, ATAC-seq experiments could be 

performed to assess genome-wide nucleosome occupancy and chromatin accessibility. 

RNA-seq or additional RT-qPCR experiments measuring the expression of other key 

flowering time regulatory genes would also serve to elucidate the early flowering 

response observed in these mutants. 

 

rH4 plants exhibit minor phenotypes related to flowering time and rosette 

morphology 

 While the wild-type replacement H4 transgene was previously noted to rescue 

the genome instability and morphology phenotypes of the H4 septuple mutant (i.e., 

BRCA1 and TSI upregulation, serrated leaves, small plant size, and low fertility), we 

observed that the wild-type H4 transgene only partially rescued the early flowering time 

phenotypes displayed by the H4 septuple mutants in some experiments (Figure 3.1, 

Figure 3.2). However, in other experiments, rH4 plants were not observed to display a 

significantly different flowering time from Col plants (Figure 3.1, Figure 3.2). Additionally, 

rH4 plants exhibited a slightly larger average rosette size than Col plants, although this 

result does constitute a rescue from the H4 septuple mutant phenotype, which displayed 

a smaller average rosette size than Col (Figure 3.8, Figure 3.9). These results indicate 

the importance of using rH4 plants as controls in all experiments assessing phenotypes 

in the rH4 mutants, as the rH4 plants are not completely identical to Col plants. 

 Since both independent transgenic rH4 lines exhibited the early flowering and 

increased rosette area phenotypes, it is unlikely that the genomic location of the T-DNA 
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insertion encoding the H4 replacement gene is responsible for these phenotypes. 

Likewise, off-target CRISPR/Cas9 activity independently occurring in both rH4 lines is 

similarly unlikely to cause an early floral transition in both cases. One possibility is that 

the genomic location of the original T-DNA insertion that generated the H4 septuple 

mutant, or off-target CRISPR/Cas9 activity from the generation of the H4 septuple 

mutant, causes the early flowering response exhibited by the H4 septuple mutant and 

the rH4 lines, as both rH4 lines were generated from the same H4 septuple mutant 

background. However, a different H4 septuple mutant line that we previously generated 

also exhibited the early flowering response (Figure 2.5). Therefore, we deem that it is 

unlikely that unintended consequences of the generation of the H4 septuple mutant 

background are completely responsible for the observed flowering time phenotypes of 

H4 septuple mutant and rH4 plants. To further support this hypothesis, we could 

generate additional rH4 lines using an independent transgenic H4 septuple mutant 

background and assess the resultant phenotypes. Additionally, we could perform whole 

genome-sequencing of the original H4 septuple mutant background. 

 Two other hypotheses may rationalize the phenotypes displayed by the rH4 

plants. First, it is possible that the total histone H4 protein expression in the rH4 plants is 

different than that of Col plants, and this alteration in histone H4 levels leads to the 

different flowering time responses and rosette sizes. Western blot experiments 

quantifying total histone H4 expression in rH4 plants compared to Col plants would 

expound on this hypothesis. Second, while the seven endogenous histone H4 genes 

that were eliminated in the H4 septuple mutant background were observed to be 

redundant for viability and certain phenotypes, such as normal fertility, the possibility 

remains that one or multiple of these endogenous histone H4 genes play distinct roles in 

certain developmental stages, such as the floral transition. While all of the endogenous 

histone H4 genes are identical in protein sequence, they may show differential 
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transcriptional regulation due to their distinct regulatory sequences. Indeed, the mRNA 

expression levels of the eight endogenous histone H4 genes across different cell types 

and developmental stages are not identical (Nakabayashi et al., 2005; Schmid et al., 

2005; Waese et al., 2017). Therefore, a significant alteration in histone H4 mRNA 

expression in certain cells prior to the floral transition, for example, may induce an early 

transition to flowering in rH4 plants. 

 

No H4 mutants exhibit consistent BRCA1 upregulation 

 While multiple yeast and Drosophila melanogaster histone H4 replacement 

mutants have previously been demonstrated to exhibit an impaired DNA damage 

response/ increased DNA damage sensitivity (Dai et al., 2008; Matsubara et al., 2007; 

Zhang et al., 2019), no Arabidopsis thaliana rH4 mutants assessed in our screen 

exhibited a consistent upregulation of BRCA1 in both transgenic lines assessed (Figure 

3.16). Concretely, Drosophila melanogaster H4K16A and H4R23A replacement mutants 

exhibited hypersensitivity to X-ray radiation (Zhang et al., 2019), yeast H4Y51A and 

H4R78A replacement mutants exhibited hypersensitivity to methyl methanesulfonate 

(MMS), a DNA alkylating agent, and yeast H4R36A and H4Y98A replacement mutants 

exhibited hypersensitivity to both MMS and hydroxyurea (HU), which impairs 

deoxyribonucleotide synthesis (Matsubara et al., 2007). It is important to note that we did 

not systematically assess sensitivity to these different DNA damaging agents in our 

screens, and thus, even though the Arabidopsis thaliana rH4 mutants did not exhibit an 

upregulation of the DNA damage response factor BRCA1 when grown in normal growth 

conditions, they may display hypersensitivity to radiation, MMS, or HU and/or an 

abnormal BRCA1 response when treated with these different agents. 

Another contributing factor to the lack of rH4 mutants that we determined to 

exhibit an upregulation of BRCA1 could be the stringent cutoff threshold we set at 3.5-
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fold upregulation relative to Col. Moreover, we specified that both independent 

transgenic lines assessed must display BRCA1 upregulation in order for this phenotype 

to be scored. Therefore, while one of the rH4Y98F mutants exhibited a 116-fold BRCA1 

upregulation relative to Col, the other rH4Y98F mutant that we examined displayed no 

increase in BRCA1 expression (1.1-fold relative to Col) (Figure 3.16). While it is 

promising that mutations of H4Y98 also cause DNA damage hypersensitivity in yeast, 

further experiments are needed to determine whether the BRCA1 upregulation in the 

rH4Y98F mutant is a consistent phenotype (see below). Moreover, one of each of the 

rH4R39A, rH4T54V, and rH4K91A mutant lines displayed a low upregulation of BRCA1 

between 3.5- and 6.5-fold relative to Col. However, the other mutant lines expressing 

these constructs displayed no upregulation of BRCA1, and thus additional experiments 

are required to investigate this phenotype in further detail. Nonetheless, while H4T54 is 

relatively uncharacterized in all eukaryotes, potential roles for H4R39 and H4K91 in the 

regulation of genome stability are discussed below. 

 

Assays of H4K16 and H4K20 mutants support previously described roles for these 

residues 

 H4K16 and H4K20 are two of the most well-characterized residues on histone H4 

due to their important regulatory roles as part of the H4 N-terminal tail. H4K16 

acetylation has been demonstrated to play vital roles in mediating chromatin compaction 

and transcriptional activation (Oppikofer et al., 2011; Shogren-Knaak et al., 2006; Zhang 

et al., 2017). Concretely, H4K16 contacts the H2A/H2B acidic patch on the adjacent 

nucleosome and acetylation of this lysine residue neutralizes its positive charge to inhibit 

this inter-nucleosomal interaction and cause a decompaction of the chromatin structure 

(Shogren-Knaak et al., 2006; Zhang et al., 2017). H4K16 acetylation is thus believed to 

serve a principal role in activating transcription through its role in regulating chromatin 
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compaction; H4K16 yeast mutants exhibit broad, transcriptional activation and H4K16ac 

is found at transcriptionally active chromatin (Dion et al., 2005; Kimura et al., 2002; 

Soppe et al., 2002; Suka et al., 2002). Moreover, deacetylated H4K16 allows the 

creation of silent chromatin domains through the binding of silent information regulator 

(Sir) proteins in yeast (Armache et al., 2011; Hecht et al., 1996). 

 In contrast to H4K16 acetylation, H4K20 acetylation is associated with gene 

repression (Kaimori et al., 2016) and H4K20 methylation has been shown to maintain 

chromatin compaction in human cells, potentially related to the interaction of H4 residues 

K16-I26 with the neighboring H2A/H2B acidic patch and/or the interaction of this residue 

with other proteins involved in mediating nucleosome interactions (Kalashnikova et al., 

2013; Kan et al., 2009; Shoaib et al., 2018; Trojer et al., 2007). As such, H4K20 mono-, 

di-, and trimethylation are often found to be associated with heterochromatin and 

silenced genomic regions in animals, and H4K20me1 associates with heterochromatin in 

plants (Ebert et al., 2004; Edwards et al., 2011; Naumann et al., 2005; Schotta et al., 

2004). Similarly, H4K20 acetylation is enriched around TSSs of minimally expressed 

genes in human cells (Kaimori et al., 2016). However, the role of H4K20 methylation in 

regulating transcription appears to be more complex than simply always serving to 

repress transcriptional activation, as H4K20 methylation has been linked to 

transcriptional activation as well as repression in animals (Congdon et al., 2010; Li et al., 

2011a; Li et al., 2011b; van Nuland and Gozani, 2016). In fact, in certain experiments, 

such as profiling of genome-wide H4K20 methylation in the human genome, H4K20me1 

was found to be enriched in active gene bodies (Barski et al., 2007). 

Additionally, H4K20 methylation has mainly been deduced to play an activating 

role in transcriptional regulation in plants, as H4K20me2 and H4K20me3 are associated 

with actively transcribed euchromatin in Arabidopsis thaliana (de la Paz Sanchez and 

Gutierrez, 2009; Fischer et al., 2006). Due to the differences observed in the genome-
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wide localizations of H4K20 mono-, di-, and trimethylation, as well as differential effects 

on the regulation of transcription and replication, the functions of H4K20 methylation are 

thought to present significant differences between plants and animals (Balakrishnan and 

Milavetz, 2010; de la Paz Sanchez and Gutierrez, 2009; Fischer et al., 2006; Shoaib et 

al., 2018). In fact, plants even lack the Set8 (also named Pr-Set7) enzyme responsible 

for the monomethylation of H4K20 in metazoans (Nishioka et al., 2002; Pontvianne et 

al., 2010). Interestingly, H4K20A replacement mutants display severely reduced viability 

in Drosophila melanogaster, and thus the effect of this mutation on gene silencing in 

Drosophila melanogaster has not been assessed (McKay et al., 2015b; Zhang et al., 

2019). In contrast, we observed Arabidopsis thaliana rH4K20R and rH4K20A mutants to 

be viable and fertile (Figure 3.4). 

 In our experiments, we observed that DAPI-stained rH4K16A and rH4K20A 

mutant nuclei both exhibited chromocenter decondensation (Figure 3.13). These results 

are consistent with previously published data on these residues, as the neutralization of 

the positive charge on lysine 16 in the H4K16A mutant would be expected to lead to a 

decompaction of the chromatin structure. While distinct methylation marks (mono-, di-, 

and tri-) on H4K20 are differentially associated with compacted or more open chromatin 

in Arabidopsis thaliana, complete ablation of H4K20 methylation in the rH4K20A mutant 

is expected to impact chromatin structure, and we observed a general decompaction of 

chromocenters (de la Paz Sanchez and Gutierrez, 2009; Fischer et al., 2006; Naumann 

et al., 2005). For both of these mutants, as well as other rH4 mutants exhibiting 

chromatin condensation defects discussed below, future work could measure 

chromocenter size, quantify the percentage of nuclei exhibiting chromatin condensation 

defects, and assess which elements of constitutive heterochromatin correspond to the 

decondensed chromatin observed in the DAPI-stained nuclei using fluorescent in situ 

hybridization (FISH) (Soppe et al., 2002). The chromatin structure of the rH4K16R and 
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rH4K20R mutants could also be assessed in more detail. 

 Given the substantial quantity of previously described roles for H4K16 and 

H4K20 in transcriptional regulation, it was somewhat unexpected that the rH4K16R, 

rH4K16A, rH4K20R, and rH4K20A mutants did not exhibit any significant transcriptional 

changes in our RT-qPCR experiments (Figure 3.15, Figure 3.16). One rH4K20R mutant 

assessed displayed a 43-fold TSI upregulation relative to Col, but all other rH4K16R, 

rH4K16A, rH4K20R, and rH4K20A mutant plants exhibited no increase in TSI RNA 

expression over 2.5-fold relative to Col. Further experiments measuring genome-wide 

RNA expression with RNA-seq, or measuring the RNA expression of additional 

transposable elements such as COPIA 28 with RT-qPCR (Jing et al., 2016), would 

elucidate the effect that H4K16 and H4K20 mutations have on transcriptional regulation, 

as only one repressed genomic element was assayed in our RT-qPCR experiments. 

However, we also note that Drosophila melanogaster H4K16A replacement mutants 

were observed to exhibit no gene silencing defects (measured by RNA expression of the 

copia retrotransposon), consistent with our results (Zhang et al., 2019). 

Finally, unlike in animal systems, where the depletion of H4K20 methylation 

appears to severely impact viability and development (Huen et al., 2008; Karachentsev 

et al., 2005; McKay et al., 2015b; Oda et al., 2009; Zhang et al., 2019), A. thaliana 

rH4K20R and rH4K20A mutants did not display any major phenotypes (e.g., fertility 

impairment or small size) or a reduction in viability (Figure 3.4). While H4K20 

methylation has been demonstrated to regulate the DNA damage response in yeast (Du 

et al., 2006; Sanders et al., 2004), yeast H4K20 mutants were observed to lack major 

defects in viability and sporulation efficiency, similar to plants (Govin et al., 2010a). 

Additionally, H4K20 methylation has recently been shown to play a vital role in DNA 

replication licensing and the prevention of excess DNA damage in animals (Botuyan et 

al., 2006; Kuo et al., 2012; Shoaib et al., 2018; Tardat et al., 2010; van Nuland and 
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Gozani, 2016; Wang et al., 2009b). In the absence of the SET8 enzyme or the H4K20 

residue in human cell lines, excessive ORC loading occurs due to a global loss of 

chromatin compaction, leading to genome instability (Shoaib et al., 2018). In addition, 

unmethylated H4K20 residues have been shown to recruit the BRCA1/BRCA1-

associated RING domain protein 1 (BARD1) and MMS22-Like (MMS22L)/Tonsoku-like 

(TONSL) complexes which mediate HR and enable the homology-directed error-free 

repair of DNA breaks (Nakamura et al., 2019; Saredi et al., 2016). In contrast, 

Arabidopsis thaliana rH4K20R and rH4K20A mutants displayed no apparent defects in 

replication when DNA content was measured by flow cytometry (Table 3.1), and 

moreover, rH4K20R and rH4K20A mutants exhibited no upregulation of BRCA1 

expression (Figure 3.16). These results indicate that the regulatory functions of H4K20 

methylation in plants and animals may have diverged, as H4K20 methylation appears to 

serve a more important role in the regulation of development, replication initiation and 

DNA damage in animals. 

In contrast, we observed that A. thaliana rH4K16A mutants displayed altered 

morphology, most notably in their reduced rosette area compared to Col plants (Figure 

3.7, Figure 3.8, Figure 3.9). Additionally, we demonstrated that rH4K5R, rH4K8A, and 

rH4K12A mutants also exhibited moderately to severely reduced rosette area (Figure 

3.7, Figure 3.8, Figure 3.9). As discussed previously, these four lysine residues are all 

targets for acetylation by histone acetyltransferases, with the acetylation on lysine 

residues 5, 8, and 12 demonstrating a cumulative effect on transcriptional activation 

(Dion et al., 2005; Govin et al., 2010a). It is thus interesting that the rH4K5R and rH4K8A 

mutants exhibited a more severe reduction in rosette size than the rH4K16A mutants, as 

acetylation on H4K16 has been demonstrated to regulate transcription in a more 

independent fashion than acetylation on lysine residues 5, 8, and 12 (Oppikofer et al., 

2011; Shogren-Knaak et al., 2006; Zhang et al., 2017). However, future experiments 
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assessing the remaining expression of endogenous wild-type histone H4 in these 

different rH4 lines would be important to determine whether there has been a complete 

replacement of endogenous histone H4 with mutant H4. Nonetheless, previous 

experiments with rH4K16A plants revealed that 33% of these plants exhibited a 

complete replacement of endogenous histone H4 (Figure 2.10), demonstrating that 

many of the rH4K16A mutants no longer contain any wild-type H4 protein. 

Mutations in acetyltransferases targeting histone H4 have been demonstrated to 

cause pleiotropic developmental phenotypes, including extremely reduced size, as well 

as other phenotypes not observed in our H4 N-terminal tail lysine replacement mutants 

(e.g., sterility) (Bertrand et al., 2003; Bond et al., 2009; Vlachonasios et al., 2003). 

However, as these histone acetyltransferases have multiple targeting specificities on not 

only histone H4, but other histones as well, mutations in these chromatin-modifying 

enzymes would be expected to cause more severe developmental phenotypes than 

individual mutations in histone residues (Benhamed et al., 2006; Earley et al., 2007). 

Notably, we observed that combinatorial mutations of multiple lysines on the H4 N-

terminal tail caused lethality (see Chapter 2), thus suggesting that these lysines do 

indeed regulate plant development in a cumulative manner. 

 

H4R17 mutants demonstrate unique phenotypes relative to H4 N-terminal tail 

residues  

In contrast to H4K16 and H4K20, the role of H4R17 in the regulation of 

development and transcription has been characterized in much less depth. While H4R17 

has been shown to be a target for methylation in mammals and yeast (Crespo et al., 

2020; Tweedie-Cullen et al., 2012), methylation on H4R17 has not been identified in 

Arabidopsis thaliana or Drosophila melanogaster (Brabencova et al., 2017; Plazas-

Mayorca et al., 2009; Zhang et al., 2007a; Zhang et al., 2019). In mammals, 



 
154 

monomethylation of H4R17 is thought to be performed by the enzyme PROTEIN 

ARGININE METHYLTRANSFERASE 7 (PRMT7) (Feng et al., 2014b; Feng et al., 2013; 

Jain and Clarke, 2019). Developmental defects are observed in mammals lacking 

PRMT7, but the mechanism for these developmental changes remains to be elucidated 

(Jain and Clarke, 2019). The unmodified form of H4R17 has also been shown to play an 

important role in regulating various genomic processes along with two other residues on 

the H4 N-terminal tail basic patch (H18 and R19). Residues R17 to R19 on the H4 basic 

patch are required for H3K79 methylation and telomere silencing in yeast (Dai et al., 

2008; Fingerman et al., 2007), and moreover, these three residues have been 

demonstrated to regulate the nucleosome remodeling activity by ISWI family remodeling 

complexes in yeast and animals (Clapier et al., 2001; Clapier et al., 2002; Dann et al., 

2017; Fazzio et al., 2005; Hamiche et al., 2001; Yan et al., 2016). 

 In our screens, rH4R17K and rH4R17A mutants were the only mutants assessed 

in the H4 N-terminal tail that displayed a consistent and significant early flowering 

phenotype relative to the controls (Figure 3.1, Table 3.1). The H4 N-terminal tail 

comprises residues S1-T30 and residues S1-R19 are not well localized by 

crystallography (Iwasaki et al., 2013; Luger et al., 1997). The impact of the rH4R17K and 

rH4R17A mutations on flowering time represent a novel role for H4R17 in the regulation 

of this developmentally important process. Additionally, rH4R17A mutants also displayed 

an upregulation of TSI (Figure 3.15), but RNA levels of BRCA1 were normal (Figure 

3.16). Finally, rH4R17A mutants exhibited a small rosette size and high chroma ratio, 

suggesting reduced anthocyanin content (Figure 3.6, Figure 3.7, Figure 3.8, Figure 3.9). 

Potential mechanisms for the regulation of these processes by H4R17 will be discussed 

in detail in Chapter 4. 
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Several mutations of the nucleosome entry site (H4R35, H4R36, H4R39, H4R40, 

and H4K44) cause early flowering 

 Mutations of H4R35 induced early flowering (Figure 3.1, Figure 3.2) and 

chromocenter decondensation (Figure 3.14). Moreover, rH4R35K mutants also exhibited 

altered proportions of 16N and 32N nuclei in mature leaves (Figure 3.11). These 

phenotypes suggest roles for H4R35 in the regulation of chromatin structure, the cell 

cycle and/or endoreduplication, and the floral transition. rH4R36K and rH4R36A mutants 

also displayed early flowering (Figure 3.1, Figure 3.2), although they did not display 

chromocenter decondensation or altered endoploidy levels (Table 3.1). rH4R36K 

mutants displayed no transposon derepression, while rH4R36A mutants displayed 

increased RNA expression of TSI (Figure 3.15). Mutations of H4R39 similarly induced 

early flowering (Figure 3.1, Figure 3.2) and chromocenter decondensation (Figure 3.14) 

as well as transposon derepression (Figure 3.15, Figure 3.17). Additionally, one 

rH4R39A mutant line displayed upregulation of BRCA1 (Figure 3.16), but further 

assessments are required to determine whether this phenotype is consistently observed 

in plants expressing this mutant histone. Finally, rH4R36A and rH4R39A mutants both 

exhibited a reduced rosette size and low chroma ratio, indicating increased anthocyanin 

content (Figure 3.6, Figure 3.7, Figure 3.8, Figure 3.9). 

The transcriptional derepression in rH4R39 K and rH4R39A mutants could 

indicate greater genome instability and further work could assess the RNA expression of 

other transposable elements in these mutant lines. It is possible that the chromatin 

decondensation exhibited by rH4R39K and rH4R39A mutants leads to transcriptional 

derepression of heterochromatic elements, as observed for the transposon TSI, through 

the generation of a more accessible chromatin environment for the transcriptional 

machinery to bind. Interestingly, the H4R39A mutation has been shown to cause lethality 

in Saccharomyces cerevisiae, but the role of this residue is relatively uncharacterized in 
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multicellular eukaryotes (Dai et al., 2008; Govin et al., 2010a; Nakanishi et al., 2008). 

H4R35 and H4R36 are similarly uncharacterized, and there have been no post-

translational modifications identified on any of these three residues. 

One potential effect of the H4R35, H4R36 and H4R39 mutations could be the 

disruption of the nucleosome entry-exit site on histone H4 (mapped to I34-Y51), affecting 

the wrapping of DNA around the nucleosome (Dai et al., 2008; Zhou et al., 2019). The 

regulation of the unwrapping rate of the DNA from the nucleosome has been 

demonstrated to control DNA accessibility and approximately 30% of Saccharomyces 

cerevisiae transcription factor binding sites are located on the nucleosome entry-exit 

region (North et al., 2012). Histone PTMs residing on the nucleosome entry-exit region, 

such as H3K56 acetylation, can enhance DNA accessibility by promoting partial DNA 

unwrapping (Neumann et al., 2009). This partial unwrapping is thought to promote 

transcription by allowing transcription factor binding without altering the nucleosome 

structure (North et al., 2012; Shimko et al., 2011). Substituting the H4R35, H4R36 and 

H4R39 residues with alanine or lysine residues could similarly modulate DNA 

unwrapping and affect transcription, leading to the observed phenotypes in these 

mutants. Interestingly, H4R39K mutations were identified in a yeast screen to suppress 

mutations in the LRS (loss of rDNA silencing) patch on the nucleosome (Norris et al., 

2008). In contrast to our results in Arabidopsis thaliana, Saccharomyces cerevisiae 

H4R39K mutations were found to enhance silencing and lead to the spreading of silent 

regions (Xu et al., 2005). The mechanism for this silencing enhancement in H4R39K 

yeast mutants remains unknown.  

Nonetheless, the expression levels of additional genomic regions would need to 

be assessed to draw a broader conclusion about the effect that the H4R35, H4R36 and 

H4R39 mutations have on global transcription. It is also possible that H4R39 mutations 

have a stronger effect on nucleosome wrapping than the H4R35 and H4R36 mutations 
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due to their location on the nucleosome entry-exit site, which is why more severe 

transcriptional changes are observed in the rH4R39K and rH4R39A mutants. The side 

chain of H4R36 makes direct hydrogen bonds with the DNA, while the interaction of 

H4R39 with DNA phosphate groups is assisted through a water molecule (Davey et al., 

2002). From this structural data, it would be expected that the H4R36 mutations have a 

major effect on the interaction of the DNA strand with the nucleosome, but further work 

is necessary to test this hypothesis. To assess the effects of these histone H4 mutations 

on nucleosome wrapping, fluorescence resonance energy transfer (FRET) could be 

performed to measure nucleosome unwrapping kinetics (North et al., 2012). 

Another potential mechanism for the H4R35, H4R36 and H4R39 mutant 

phenotypes could be the effect of these mutations on the interaction of histone H4 and 

the CAF1 complex. Structural studies of the human CAF1 subunit RbAp48 found that the 

section encompassing residues 34 to 40 on histone H4 is particularly important for the 

recognition of histone H4 by RbAp48 (Murzina et al., 2008). Site-directed mutagenesis of 

multiple residues on this section of histone H4 (including H4R35 and H4R39) disrupts 

the binding of histone H4 to RbAp48, although single substitutions of H4R35, H4R36 

and H4R39 were not assessed. Studies of the Drosophila melanogaster homolog of 

RbAp48, p55, similarly found that the interactions of histone H4 residues 34 to 40 with 

the p55 binding pocket were a major contributor to the binding of p55 to histone H4 

(Song et al., 2008). The H4R39 residue was deemed to play a critical role in this 

recognition and the H4R39A mutation disrupted binding of p55 to histone H4. While 

structural studies of the Arabidopsis thaliana RbAp48 homolog, MULTICOPY 

SUPRESSOR OF IRA 1 (MSI1), to determine the basis of histone H4 recognition have 

not been performed, mutations in genes encoding CAF-1 subunits such as FASCIATA 1 

(FAS1) lead to increased proportions of higher ploidy nuclei in A. thaliana, similar to 

rH4R35K mutants (Hisanaga et al., 2013; Ramirez-Parra and Gutierrez, 2007). 
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One interesting structural feature of the interacting surface of histone H4 is that 

H4 residues 33 to 40 form alternating pairs of hydrophobic and basic amino acids (AI–

RR–LA–RR), and thus one side of the alpha helix is hydrophobic and the other side is 

positively charged (Song et al., 2008). With this structure in mind, alanine substitutions 

of H4R35, H4R36 and H4R39 would be expected to cause a more severe phenotype 

than lysine substitution mutants due to the elimination of the positive charge. We did 

observe that the rH4R39A and the rH4R36A mutants displayed a more severe 

phenotype than that of the rH4R39K and rH4R36K mutants, respectively (Figure 3.15, 

Figure 3.17), but the rH4R35A mutants did not substantially differ from the rH4R35K 

mutants in flowering time or chromatin structure (Figure 3.1, Figure 3.2). In addition, only 

the rH4R35K mutants displayed altered endoploidy levels (Figure 3.11), while the 

rH4R35A, rH4R36K, rH4R36A, rH4R39K, and rH4R39A mutants displayed no 

alterations in endoploidy levels (Table 3.1). 

Therefore, while the H4R35, H4R36 and H4R39 mutations may cause the 

observed phenotypes due to the impaired interaction of histone H4 with CAF1 and 

subsequent disruption of chromatin assembly, further work is required to elucidate why 

mutations of these three residues lead to differing phenotypes, including why some 

H4R36 mutants lack indications of impaired chromatin structure or genome instability. 

Interestingly, H4R36 has been demonstrated to play a key role in promoting the proper 

localization and degradation of the centromeric histone H3 variant CENP-A in yeast, and 

H4R36A mutant cells display CENP-A enrichment in euchromatin along with decreased 

nucleosome occupancy at transcribed genes and transcriptional defects, while H4R36K 

mutant cells lack these defects (Deyter et al., 2017). Therefore, the specific role of 

H4R36 in regulating the localization of the centromeric histone H3 variant may also 

partially result in the distinct phenotype observed for rH4R36K and rH4R36A mutants. 

Additionally, it is unclear why only H4R35K mutations but not H4R35A mutations 
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cause the observed changes in endoreduplication, as alanine substitutions may be 

expected to cause more severe effects than lysine substitutions at this residue. 

However, we did find that the endogenous histone H4 gene (At3g53730) in rH4R35A 

mutants remained wild-type in all lines assessed, indicating that no mutagenesis by 

CRISPR/Cas9 had occurred, while the endogenous H4 gene in rH4R35K plants 

displayed homozygous or biallelic mutations for the vast majority of plants (Figure 3.12). 

It is thus possible that additional phenotypes were observed in rH4R35K plants due to 

the complete elimination of wild-type histone H4 expression in these lines. 

A third hypothesis for the mechanism causing rH4R35K and rH4R35A mutant 

phenotypes relates to the role of this residue in translocation by chromatin remodelers 

such as ISWI. Namely, recent cryo-EM data on “canonical,” “distorted,” and 

“translocated” nucleosome structures (i.e., three differently organized nucleosome 

structures that occur before and during translocation) demonstrate that H4R35 makes 

the main contact of the DNA with histone H4 in the “translocated” class (Bilokapic et al., 

2018). Thus, H4R35 mutations may affect the translocation of nucleosomes by 

chromatin remodelers and the resultant alteration of nucleosome spacing could cause 

various effects on gene expression and chromatin structure, producing the observed 

phenotypes. 

 In addition to the aforementioned rH4 mutants, the rH4R40K, rH4K44R, and 

rH4K44A mutants also displayed early flowering (Figure 3.1, Figure 3.2) and rH4K44A 

mutants exhibited developmental phenotypes including minor leaf serration and 

upwardly curled leaves (Figure 3.6). Along with the rH4R17A, rH4R36A, rH4R39K, and 

rH4R39A lines, the rH4K44A mutants exhibited the most drastic early flowering 

response (Figure 3.5), and similar to H4R35, H4R36 and H4R39, the H4R40 and H4K44 

residues reside on the nucleosome entry-exit site. The early flowering observed in all of 

these mutants may thus be related to transcriptional changes of flowering time 
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regulatory genes caused by partial unwrapping of the DNA, leading to a more accessible 

chromatin structure (North et al., 2012; Shimko et al., 2011). Mutations of H4R40 may 

also impact the interaction of histone H4 with the CAF1 complex (Murzina et al., 2008; 

Song et al., 2008), and it is possible that the lethality induced by the rH4R40A mutation 

may be related to this interaction (Figure 2.7). 

In contrast to H4R40 mutants, which complicate analyses due to the lethality 

induced by the H4R40A mutation, H4K44 mutants have previously been characterized in 

more detail. Concretely, Saccharomyces cerevisiae H4K44A replacement mutants 

exhibit chromosome missegregation, poor growth and aneuploidy (Ng et al., 2013) as 

well as intragenic cryptic transcription due to a loss of H3K36 methylation (Du and 

Briggs, 2010). H4K44 acetylation has also been shown to be enriched in yeast 

recombination hotspots during meiosis and H4K44 mutants exhibit defects in sporulation 

and increased nucleosome content around recombination hotspots (Govin et al., 2010a; 

Hu et al., 2015). H4K44 acetylation is thus believed to promote chromatin accessibility 

for normal DSB formation during meiotic recombination in yeast (Fenley et al., 2018; Hu 

et al., 2015). While H4K44 acetylation has not been identified in plants, it has recently 

been identified in mammals (Li et al., 2019). Experiments assessing the levels of H3K36 

methylation in H4K44 mutants and the fertility of H4K44 mutants may begin to elucidate 

whether a similar role for H4K44 exists in plants as in yeast. Further mass spectrometry 

experiments to determine whether H4K44 is acetylated in Arabidopsis thaliana would 

also clarify the function of this residue. 

 

Mutations corresponding to the yeast H4 low sporulation patch (H4R77 and 

H4T80) impact chromatin structure 

Nuclei isolated from mature leaves of rH4R77K and rH4T80V mutant plants 

displayed chromocenter decondensation for both transgenic lines assessed (Figure 
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3.14). In addition, rH4T80V replacement mutants exhibited early flowering (Figure 3.1, 

Figure 3.2). With our clustering analyses, we found that rH4T80V-1 was very early 

flowering and rH4T80V-2 was moderately early flowering (Figure 3.5). In contrast, while 

some rH4R77K and rH4R77A mutant plants were noted to exhibit late flowering in our 

initial screen (Figure 3.1), rH4R77K and rH4R77A mutants failed to exhibit any 

consistent and significant alteration in flowering time compared to rH4 plants (Table 3.1). 

rH4R77K, rH4R77A, and rH4T80V mutants also displayed no significant changes in TSI 

or BRCA1 RNA expression (Figure 3.15, Figure 3.16). As only one amino acid 

substitution corresponding to each H4 residue of interest was included for detailed 

analyses of chromatin structure, the rH4R77A mutant was not assessed in-depth for 

chromatin condensation defects. However, rH4R77A mutant nuclei were noted to exhibit 

chromocenter decondensation in our initial screens for chromatin condensation 

phenotypes (data not shown). Finally, one rH4R77K mutant line exhibited increased 

rosette area, while the other rH4R77K mutant line and both rH4T80V lines exhibited 

increased chroma ratios (Figure 3.9). 

Our results indicate novel functions for H4R77 and H4T80 in the regulation of 

chromatin structure, as well as a novel role for H4T80 in flowering time regulation. While 

further analyses of the developmental phenotypes induced by the H4R77 and H4T80 

mutations are required to determine the precise effect of these mutations on rosette 

morphology, preliminary results also suggest a novel role for these residues on the 

regulation of plant development. Interestingly, both of these residues lie within a region 

of histone H4 denoted the LOS (low sporulation) patch. The LOS patch was identified in 

a screen for sporulation efficiency in yeast histone replacement mutants and 

corresponds to H4 residues 77–83 (Govin et al., 2010a). This patch is located on the 

edge of the nucleosome and lies in close proximity to contacts with the DNA strand as it 

wraps around the nucleosome (Govin et al., 2010a). The LOS patch almost completely 
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coincides with the L2 loop of histone H4 (residues 77-82), which composes part of the 

lateral surface of the core histone octamer in direct contact with the DNA and the L1 loop 

of histone H3 (Luger et al., 1997; Millan-Zambrano et al., 2018). Concretely, H4K77 in 

Saccharomyces cerevisiae can interact with the DNA strand via a water molecule, while 

the side chain of H4T80 makes direct hydrogen bonds with the DNA (Davey et al., 

2002). Analysis of yeast H4 mutants corresponding to the LOS patch determined that 

while DNA replication and the silencing of sporulation-repressing genes appeared 

normal, DAPI staining indicated that these mutants lacked the four normal meiotic 

products, and thus the LOS mutations may impact meiosis (Govin et al., 2010a). 

Similarly, we did not observe any changes in DNA content in the rH4 mutants 

covering residues 77 to 83, supporting the idea that DNA replication is unaffected in 

these rH4 mutants (Figure 3.10). One explanation for the chromatin condensation 

defects in the Arabidopsis thaliana rH4R77 and rH4T80 mutants is that these mutations 

impact the interaction of the nucleosome with the DNA, facilitating a less inaccessible 

chromatin structure (Davey et al., 2002). This hypothesis could also explain why LOS 

mutants lack the four normal meiotic products in yeast (Govin et al., 2010a). Further 

work characterizing fertility and pollen grain formation in these Arabidopsis thaliana rH4 

mutants could serve to elucidate whether meiosis and gametogenesis are affected in 

histone H4 L2 loop mutants in plants as well. 

Several residues on the LOS patch are shared by the LRS (loss of rDNA 

silencing) patch, covering H4 residues 78 to 81 as well as residues on histone H3 (Park 

et al., 2002). Certain LRS mutations were demonstrated to cause gene silencing defects 

via the disruption of Sir3 recruitment (Norris et al., 2008). Some of these mutations may 

also affect the interaction of the nucleosome with the DNA strand to modulate chromatin 

accessibility (Hyland et al., 2005). Notably, yeast H4K79A mutations cause a decrease 

in both telomeric and rDNA silencing, while H4K79R mutations do not affect silencing of 
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these heterochromatic regions (Hyland et al., 2005). In contrast, yeast H4K77A 

mutations lead to an increase in rDNA silencing and a decrease in telomeric silencing, 

while H4K77R mutations do not affect rDNA silencing but increase telomeric silencing. 

Consequently, H4K77A mutations were deemed to confer an irs (increased rDNA 

silencing), rather than an lrs, phenotype (Hyland et al., 2005). The effects of H4R78, 

H4T80, and H4T82 mutations on gene silencing in yeast were not assessed. 

In our screen using Arabidopsis thaliana, we did not observe any gene silencing 

defects in the H4R77, H4K79, or H4T80 mutants (Figure 3.15). One rH4T82V mutant 

line exhibited a 14-fold upregulation of TSI, but the other rH4T82V mutant line exhibited 

no increase in TSI RNA expression (Figure 3.15). We did not assess the phenotypes of 

rH4R78K mutants due to the low number of rH4R78K transgenic lines that were initially 

recovered, and similarly, we were unable to assess the gene silencing and chromatin 

structure phenotypes of the rH4R78A and rH4K79R mutants due to lethality induced by 

these mutations (Table 3.1). Our RT-qPCR results may indicate a functional difference 

for H4 residues 77 and 79 in regulating gene silencing in yeast and plants. Residue 77 

represents a conserved amino acid substitution at histone H4, as it is an arginine residue 

in plants and a lysine residue in yeast and animals (Figure 2.1). This difference in protein 

sequence may lead to a divergence in the function of residue 77 on histone H4, as 

H4K77 is acetylated in animals (Li et al., 2019; Zhang et al., 2003), but is unable to be 

acetylated in plants. H4K79 has also been shown to be a target for acetylation in 

animals (Zhang et al., 2003). 

Acetylation of H4K79 in yeast was speculated to decrease gene silencing in 

Saccharomyces cerevisiae through the neutralization of the positive charge on H4K79, 

as H4K79A mutants exhibited decreased silencing while H4K79R mutants exhibited no 

change in silencing (Hyland et al., 2005). In contrast, the role of acetylation on H4K77 in 

regulating global gene silencing is less clear, as both the H4K77R and H4K77A 
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mutations differentially affected silencing of telomeric and rDNA regions (Hyland et al., 

2005). However, further experiments are required to determine whether lysine 

acetylation is indeed responsible for the observed gene silencing defects in these H4 

mutants. While it is unknown whether H4K79 is acetylated in plants, H4K79 acetylation 

has thus far not been identified in Arabidopsis thaliana, and moreover, H4R77 is unable 

to be acetylated (Zhang et al., 2007a). This difference in acetylation status may explain 

the different gene silencing phenotypes observed in Arabidopsis thaliana and 

Saccharomyces cerevisiae. However, we also note that we did not systematically assess 

silencing of multiple genomic regions in our gene silencing screen in Arabidopsis 

thaliana, and concretely, we only assayed a single genomic region TSI, located within 

the pericentromeric heterochromatin (Simon et al., 2015; Steimer et al., 2000). Thus, it is 

possible that mutations such as the H4K79A mutation affect rDNA and telomeric 

silencing in plants, as they do in yeast mutants (Hyland et al., 2005). 

Additionally, H4T80 phosphorylation has recently been demonstrated to regulate 

DNA damage checkpoint recovery in yeast and S. cerevisiae H4T80A mutant cells 

exhibit hypersensitivity to DNA damaging agents (Millan-Zambrano et al., 2018). While 

Arabidopsis thaliana rH4T80V mutants exhibited no upregulation of BRCA1 (Figure 

3.16) and H4T80 phosphorylation has not been identified in plants, it would be 

interesting to assess the DNA damage response in the rH4T80V mutant (e.g., through 

examining MMS hypersensitivity) as a future direction for this work. 

 

C-terminal H4 mutants (H4K91 and H4Y98) demonstrate altered DNA content  

 rH4K91R and rH4Y98F mutants exhibited increased proportions of higher ploidy 

nuclei by flow cytometry, while rH4K91A mutants displayed wild-type ploidy levels 

(Figure 3.5, Figure 3.11, Figure 3.13). Additionally, one rH4Y98F mutant line exhibited 

substantial BRCA1 upregulation, while the other rH4Y98F mutant demonstrated no 
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increase in the RNA expression of BRCA1 (Figure 3.16). As this RT-qPCR experiment 

was a preliminary assessment of BRCA1 RNA expression in these mutant lines, further 

analyses are required to determine whether the rH4Y98F mutants display a consistent 

upregulation of BRCA1. Similarly, one rH4K91A mutant displayed low upregulation of 

BRCA1, while the other transgenic line assessed did not (Figure 3.16). As opposed to 

the rH4K91A and rH4Y98F mutants, neither of the rH4K91R mutant lines displayed any 

upregulation of BRCA1 (Figure 3.16). rH4K91A and rH4K91R mutants were noted to 

exhibit serrated leaves and a small size compared to wild-type plants (Figure 3.7, Figure 

3.8, Figure 3.9). rH4Y98F mutants, in contrast, displayed large leaves (data not shown), 

potentially due to the increased proportion of higher ploidy cells (Melaragno et al., 1993; 

Robinson et al., 2018).  

 Future experiments measuring leaf epidermal cell size in rH4R35K, rH4K91R 

and rH4Y98F mutants would elucidate the relationship between ploidy and leaf size in 

these mutants. rH4Y98F mutants are the only rH4 mutants that displayed both an 

increase in higher ploidy levels and an increase in leaf size, while the rH4R35K mutants 

appeared slightly small in size (Figure 3.3, Figure 3.4) and both the rH4K91R and 

rH4K91A mutants were very small (Figure 3.7, Figure 3.8, Figure 3.9). Previous studies 

have demonstrated direct linear proportionality between cell size and ploidy in many cell 

types in Arabidopsis thaliana, but in contrast, the increase in organ size due to increased 

ploidy is often counteracted by a decrease in cell number so that organ size increases 

more gradually (Melaragno et al., 1993; Robinson et al., 2018). A decrease in cell 

number may explain why the rH4R35K and rH4K91R mutants are small despite their 

increased proportions of higher ploidy cells, but the mechanism for this decrease 

remains to be elucidated. While cell cycle arrest and/or cell death may contribute to the 

small size of the rH4K91R and rH4K91A mutants, as speculated for the H4 septuple 

mutant (see Chapter 2 discussion), a potential mechanism for rH4R35K mutant plants is 
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less clear. 

 With our screen, we have identified novel roles for H4K91 and H4Y98 in the 

regulation of endoreduplication in plants. In contrast to many of the aforementioned H4 

core residues, which lie on the lateral surface of the nucleosome, H4K91 is buried within 

the nucleosome core and has been shown to be acetylated in animals (Hyland et al., 

2005; Li et al., 2019; Yang et al., 2011; Zhang et al., 2003). H4K91 is located at the 

interface between the H3-H4 tetramer and the H2A-H2B dimer, and it is hypothesized 

that the acetylation of this residue regulates nucleosome stability through the modulation 

of histone-histone interactions (Fenley et al., 2018). Concretely, H4K91ac is believed to 

influence chromatin assembly through its role in regulating the formation of histone 

octamers and H4K91ac has been proposed to increase global chromatin accessibility 

(Fenley et al., 2018; Ye et al., 2005). 

To support this hypothesis, H4K91A yeast mutants exhibit transcriptional 

derepression, alteration of silent chromatin structure and hypersensitivity to DNA 

damaging agents (Ye et al., 2005). Moreover, yeast strains containing mutations in 

chromatin assembly factors similarly exhibit hypersensitivity to DNA damaging agents 

and defective silent chromatin structure, and genetic evidence indicates that H4K91A 

mutations are involved in the same pathway as histone chaperones that assemble 

chromatin during DNA repair (Adams and Kamakaka, 1999; Tyler et al., 1999; Ye et al., 

2005; Yu et al., 2011b). Finally, depletion of the histone acetyltransferase that targets 

H4K91 impairs nucleosome assembly, inhibits cell proliferation, causes hypersensitivity 

to DNA damage, and provokes apoptosis in animal cells (Yang et al., 2011). H4K91 has 

also been demonstrated to be a target for monoubiquitination in animals and H4K91ub 

has recently been shown to play an important role in the regulation of genome stability, 

as the loss of H4K91ub impairs the DNA damage response (Tessadori et al., 2017; Yan 

et al., 2009). H4K91R mutant histones expressed in zebrafish also lead to abnormal cell 
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cycle progression and apoptosis (Tessadori et al., 2017). While A. thaliana rH4K91A and 

rH4K91R mutants did not exhibit defects in gene silencing, they did display 

morphological phenotypes that could indicate impaired cell proliferation (i.e., serrated 

leaves and small size). rH4K91R mutants also demonstrated increased DNA content, 

suggesting that cell cycle defects may be present in these plants. Finally, one rH4K91A 

mutant line demonstrated a 5-fold increase in BRCA1 expression, but additional 

analyses are required to determine whether this DNA damage response phenotype is 

consistently displayed. 

Further assessing the DNA damage response and cell proliferation in the 

rH4K91R and rH4K91A mutants would elucidate the mechanisms responsible for the 

phenotypes observed. Additionally, further mass spectrometry experiments are required 

to determine whether acetylation and monoubiquitination of H4K91 are present in A. 

thaliana. It is interesting that the rH4K91R and rH4K91A mutants exhibit different 

phenotypes, most notably in their DNA content. One explanation for this observation 

could be that the H4K91A mutation neutralizes the positive charge on lysine 91, partially 

mimicking an acetylated residue, while the H4K91R mutation does not. These 

differences may impact the chromatin assembly and other genomic processes in these 

mutants in distinct manners, with subsequent effects on the cell cycle. 

 Similar to H4K91, H4Y98 has also previously been demonstrated to play roles in 

regulating genome stability in yeast; however, H4Y98 has not been identified as a target 

for any PTMs. H4Y98 yeast mutants exhibit defects in chromosome segregation, poor 

growth, and a rapid onset of polyploidy/aneuploidy, likely due to an impact on 

kinetochore function (Ng et al., 2013; Yu et al., 2011c). Additionally, H4Y98A yeast 

mutants exhibit hypersensitivity to DNA damaging agents (Matsubara et al., 2007). 

Further work assessing BRCA1 RNA expression and DNA damage sensitivity in 

Arabidopsis thaliana rH4Y98F mutants would elucidate whether this role for H4Y98 is 
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conserved in yeast and plants. While the mechanism responsible for these phenotypes 

in the yeast H4Y98 mutants is unknown, H4Y98 does appear to play an important role in 

regulating nucleosome stability, and in fact, H4Y98H mutations destabilize the histone 

octamer, potentially through their impact on the interaction of H4Y98 with the H2A-H2B 

dimer (Kitevski-LeBlanc et al., 2018; Xu et al., 2005). Therefore, the effect of both the 

H4K91 and H4Y98 mutations in Arabidopsis thaliana may lead to the observed cell 

cycle/endoreduplication defects due to their impact on chromatin assembly and 

nucleosome stability. As noted above, mutations in genes encoding CAF-1 subunits lead 

to increased proportions of higher ploidy nuclei in Arabidopsis thaliana and thus, there 

appears to be a relationship between chromatin assembly and endoreduplication in 

plants. 

 

Perspectives  

 As we identified many novel functions for histone H4 residues with our 

systematic screen of histone H4 in Arabidopsis thaliana, substantial opportunities remain 

for future work characterizing the mechanisms responsible for the phenotypes observed 

(see above). In the next chapter, we will discuss our experiments to further characterize 

the rH4R17A mutant plants. These mutants were chosen for further work due to the 

relatively uncharacterized role for H4R17 in plants, as well as the variety of interesting 

morphological and molecular phenotypes displayed, including a novel role for H4R17 in 

the regulation of flowering time. Importantly, H4R17 is a conserved residue in plants, 

animals, and yeast located within the N-terminal tail (Figure 2.1) and mutations of 

H4R17 are linked to several types of human cancers (Bennett et al., 2019; Nacev et al., 

2019). While we focus on the H4R17 residue for the remainder of this dissertation, 

following up with other residues identified in our screens remains an exciting prospective 

direction for this research. In summary, our histone H4 replacement system has allowed 
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the rapid assessment of the impact of numerous histone mutations on important 

developmental and genomic processes to open up many avenues for future research on 

the function of histone H4 in plants.  
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Overview 

 After our comprehensive screens of phenotypes induced by histone H4 

mutations, we chose to further characterize the phenotype of the rH4R17A mutant in 

order to propose a model responsible for its early flowering phenotype. We first 

generated rH4 and rH4R17A lines for which there was a complete replacement of 

endogenous H4 with replacement H4 and assessed the dominance of the H4R17A 

mutation to demonstrate that the H4R17A mutation shows incomplete dominance. We 

then investigated two alternative hypotheses to explain the rH4R17A mutant phenotype: 

(1) that loss of methylation on H4R17 induces the observed phenotypes and (2) that 

impaired regulation of ISWI chromatin remodelers by the H4R17A mutant histone 

induces the observed phenotypes. Through phenotypic analysis, flowering time 

assessment, and assays of global gene expression and nucleosome positioning, we 

found evidence of a functional relationship between ISWI components and H4R17, 

supporting the second model. Our work is the first to establish a regulatory relationship 

between H4R17 and ISWI chromatin remodeling in plants to support a conserved role 

for H4R17 in the regulation of ISWI chromatin remodeling complexes across eukaryotic 

species. 

 

Results 

Generation of complete H4R17A replacement backgrounds 

Among the five H4 mutations (H4R17A, H4R36A, H4R39K, H4R39A, and 

H4K44A) identified in our screen to cause the strongest accelerating effect on flowering 

time, only one of them (H4R17A) is present in the N-terminal tail of H4 where most of the 

histone PTMs are made (Figure 3.6). Mutations in the unstructured N-terminal tail of H4 

are less likely to affect flowering time by disrupting histone H4 folding and/or 

nucleosome structure than mutations in the histone-fold domain. Therefore, we decided 
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to focus our subsequent analyses on elucidating the mechanism by which H4R17A 

affects the timing of the transition to reproductive development. For this work, we used 

H4 replacement plants (rH4 and rH4R17A) for which there was a complete replacement 

of endogenous histone H4 with H4 expressed from the replacement H4  

transgene. Consequently, we genotyped leaf tissue from several transgenic lines to 

identify two independent transgenic lines (rH4-1, rH4-2, rH4R17A-1, and rH4R17A-2) 

with homozygous or biallelic mutations in the remaining endogenous H4 gene, and thus, 

a complete replacement of endogenous H4 (Figure 4.1A, Table 4.1). We also genotyped 

leaf tissue from the progeny of these plants to confirm the presence of the same 

mutations in the next generation. As observed previously, the complete rH4R17A 

replacement lines both exhibited multiple developmental phenotypes including smaller 

and upwardly curled leaves, reduced fertility, and a significantly early floral transition 

(Figure 4.1B-D, Figure 4.2). Moreover, we found that the rH4R17A-2 mutant line 

displayed a more severe early flowering phenotype and more severe developmental 

phenotypes compared to the rH4R17A-1 mutant line (Figure 4.1B-D, Figure 4.2B-C). 

 

Dominance of H4R17A mutation 

 In order to gain more insight into the mechanism of the rH4R17A mutant 

phenotype, we assessed the dominance of the H4R17A mutation. We generated 

mutants individually expressing the H4R17A mutation under the native H4 promoter in a 

wild-type background and assessed the resultant phenotypes of first-generation 

transgenic (i.e., pH4::H4R17A T1) plants compared to plants with a complete 

replacement of endogenous histone H4 with the H4R17A mutant histone (i.e., rH4R17A-

1 and rH4R17A-2 plants). We also generated plants individually expressing wild-type H4 

under the native H4 promoter in a wild-type background (i.e., pH4::H4 T1) to use as a 

control for the experiment. We observed that the pH4::H4 T1 plants displayed a wild- 
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Figure 4.1 Generation of complete H4 replacement lines. (A) Homozygous or biallelic 
mutation in the remaining endogenous histone H4 gene (At3g53730) in rH4-1, rH4-2, 
rH4R17A-1 and rH4R17A-2 plants. (B) Rosette phenotype of Col, rH4-1, rH4-2, 
rH4R17A-1 and rH4R17A-2 plants grown in long-day conditions at 3 weeks. (C) Siliques 
of Col, rH4-1, rH4-2, rH4R17A-1 and rH4R17A-2 plants grown in long-day conditions at 
4 weeks. (d) Mean days to flower in short-day conditions (SD) for Col, H4 septuple 
mutant, rH4-1, rH4-2, rH4R17A-1, and rH4R17A-2 plants. Standard deviation shown 
with error bars. Statistical analyses were performed using one-way ANOVA with Tukey’s 
HSD post hoc test. P-value from Tukey’s HSD test (genotype vs. Col) denoted with 
asterisks (*p<0.05, **p<0.005, ***p<0.0005). n≥6.  
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Genotype  Effect of mutation in endogenous At3g53730 on H4 mRNA 

rH4-1 54 nucleotides from H4 5’ CDS fused to 101 nucleotides from H4 
CDS (after frameshift mutation due to 1 nucleotide insertion), 
terminating in premature termination codon 

rH4-2 Allele 1: 54 nucleotides from H4 5’ CDS fused to 101 nucleotides 
from H4 CDS (after frameshift mutation due to 1 nucleotide 
insertion), terminating in premature termination codon 
Allele 2: 54 nucleotides from H4 5’ CDS fused to 75 nucleotides 
from H4 CDS (after frameshift mutation due to 1 nucleotide 
deletion), terminating in premature termination codon 

rH4R17A-1 56 nucleotides from H4 5’ CDS fused to 79 nucleotides from H4 
CDS (after frameshift mutation due to 20 nucleotide deletion), 
terminating in premature termination codon 

rH4R17A-2 56 nucleotides from H4 5’ CDS fused to 79 nucleotides from H4 
CDS (after frameshift mutation due to 20 nucleotide deletion), 
terminating in premature termination codon 

 

Table 4.1 Effect of H4 (At3g53730) mutations on mRNA.  
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Figure 4.2 Phenotypic analyses of H4R17A mutants. (A) Phenotype of Col, H4 
septuple mutant, rH4-1, rH4-2, pH4::H4 T1 (2 individual plants shown), rH4R17A-1, 
rH4R17A-2, and pH4::H4R17A T1 (2 individual plants shown) plants grown in long-day 
conditions for 21 days. (B-C) Mean days to flower in (B) long-day conditions (LD) and 
(C) short-day conditions (SD) for Col, H4 septuple mutant, rH4-1, rH4-2, pH4::H4 T1, 
rH4R17A-1, rH4R17A-2, and pH4::H4R17A T1 plants. Standard deviation shown with 
error bars. Statistical analyses were performed using one-way ANOVA with Tukey’s 
HSD post hoc test. P-value from Tukey’s HSD test (genotype vs. Col) denoted with 
asterisks (*p<0.01, **p<0.001, ***p<0.0001). n≥11 for long-day, n≥5 for short-day.  
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type flowering response and normal morphological phenotypes (Figure 4.2). 

Additionally, we found that pH4::H4R17A T1 plants displayed a similar early 

flowering response to rH4R17A plants when grown in short-day conditions (Figure 4.2C). 

In contrast, when grown in long-day conditions, some individual pH4::H4R17A T1 plants 

displayed a wild-type floral transition, while other individual pH4::H4R17A T1 plants 

displayed an early flowering response, though less severe than that of most of the 

rH4R17A plants (Figure 4.2B). Additionally, pH4::H4R17A T1 plants displayed a similar 

rosette phenotype (smaller and upwardly curled leaves) to rH4R17A mutant plants 

(Figure 4.2A). From these results, the H4R17A mutation appears to function via 

incomplete dominance. 

 

No relationship between PRMT7 and H4R17 in plants 

One hypothesis regarding the mechanism by which the H4R17A mutation causes 

early flowering is that it prevents deposition of a post-translational modification on the 

H4R17 residue. PROTEIN ARGININE METHYLTRANSFERASE 7 (PRMT7) is the only 

known modifier of H4R17 in eukaryotes, as it has been shown to monomethylate R17 on 

histone H4 in mammals (Feng et al., 2014b; Feng et al., 2013; Jain and Clarke, 2019). 

However, no PTMs on H4R17 have been identified in plants (Brabencova et al., 2017; 

Zhang et al., 2007a). 

The A. thaliana genome contains a single orthologous gene for PRMT7 

(At4g16570), which has never been functionally characterized. To assess a potential 

role for PRMT7 in regulating flowering time via methylation of H4R17, we measured 

flowering time in prmt7 mutants obtained from the Salk T-DNA collection (SALK_028160 

and SALK_039529). Moreover, we also generated plants overexpressing the PRMT7 

gene under the cauliflower mosaic virus promoter (i.e., 35S::PRMT7) in order to assess 

flowering time and developmental phenotypes (Fromm et al., 1985). We confirmed by 
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RT-qPCR that both T-DNA alleles used in these experiments prevent the expression of a 

full-length PRMT7 transcript and that PRMT7 was overexpressed in the 35S::PRMT7 T1 

plants that we generated (Figure 4.3). Our analyses of flowering time caused by 

modulation of the PRMT7 gene in plants showed that neither prmt7 mutants nor PRMT7 

overexpressing plants affect flowering time in either long-day conditions or short-day 

conditions (Figure 4.4). In addition, none of the other vegetative or reproductive 

phenotypes observed in rH4R17A plants were found in plants lacking or overexpressing 

PRMT7. These results strongly suggest that replacement of H4 with H4R17A does not 

affect development in A. thaliana by interfering with PRMT7 activity on histone H4. 

 

Functional relationship between H4R17 and ISWI in the regulation of flowering 

In addition to affecting the deposition of histone PTMs, mutation of histone 

residues can prevent binding of proteins to chromatin. Therefore, we next investigated 

the possibility that replacement of histone H4 with H4R17A affects plant development by 

negatively impacting the function of plant ISWI chromatin remodeling complexes. In 

yeast and animals, R17 of H4 has been shown to directly interact with ISWI to regulate 

nucleosome remodeling activity in vitro and in vivo (Clapier et al., 2001; Clapier et al., 

2002; Dann et al., 2017; Fazzio et al., 2005; Hamiche et al., 2001; Ludwigsen et al., 

2017; Mueller-Planitz et al., 2013; Racki et al., 2014; Yan et al., 2016). Notably, 

mutations in genes coding for different A. thaliana ISWI subunits (CHR11, CHR17, 

RLT1, RLT2 and ARID5) result in plants showing similar phenotypes to rH4R17A 

mutants, including early flowering, upwardly curled leaves, reduced fertility, and a small 

size relative to wild-type plants (Figure 4.5, Figure 4.6) (Li et al., 2012). Defects in the 

timing of the floral transition and other developmental aspects are more similar between 

the rH4R17A mutants and the ISWI accessory subunit single mutant arid5 and double 

mutant rlt1 rlt2 (rlt1/2; RLT1 and RLT2 were shown to act redundantly (Li et al., 2012))   
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Figure 4.3 Validation of PRMT7 mutations. (A) Gene structure of PRMT7. The 
location of the T-DNA insertions and the primers (F1-R1 and F2-R2) used for gene 
expression analyses are shown. (B-D) RT-qPCR showing PRMT7 expression in (B-C) 
Col, prmt7-1, and prmt7-2 plants and (D) Col and 35S::PRMT7 T1 plants. The average 
of three biological replicates and standard deviation are shown for Col and prmt7 
mutants. For the 35S::PRMT7 plants, individual data points represent independent T1 
plants.  P-value from unpaired Student’s t-test (sample vs. Col) denoted with asterisks 
(*p<0.05, **p<0.005, ***p<0.0005). 
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Figure 4.4 The effect of PRMT7 mutations on the floral transition. (A-B) Phenotype 
of Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, prmt7-1, prmt7-2, and 35S::PRMT7 T1 
plants grown in (A) long-day conditions at 3 weeks and (B) short-day conditions at 8 
weeks. (C-D) Mean days to flower in (C) long-day conditions (LD) and (D) short-day 
conditions (SD) for Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, prmt7-1, prmt7-2, and 
35S::PRMT7 T1 plants. Standard deviation denoted with error bars. Statistical analyses 
were performed using one-way ANOVA with Tukey’s HSD post hoc test. P-value from 
Tukey’s HSD test (genotype vs. Col) denoted with asterisks (*p<0.05, **p<0.005, 
***p<0.0005). n≥11 for long-day, n≥5 for short-day. 
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Figure 4.5 The effect of ISWI and rH4R17A mutations on the floral transition and 

development. (A-C) (A) 21-day-old morphological phenotype, (B) rosette leaf 
phenotype, and (C) silique phenotype of Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, 
rlt1/2, arid5, chr11/17, and pie1 plants grown in long-day conditions. Rosette leaves 
were cut from plants shortly after bolting. (D) Morphological phenotypes of Col, rH4-1, 
rH4-2, rH4R17A-1, rH4R17A-2, rlt1/2, arid5, chr11/17, and pie1 plants grown in short-
day conditions at 7 weeks.  
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Figure 4.6 ISWI and rH4R17A mutations cause early flowering. (A-B) Mean (A) days 
to flower and (B) rosette leaf number at flowering in long-day conditions (LD) for Col, 
rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, rlt1/2, arid5, chr11/17, and pie1 plants. (C-D) 
Mean (C) days to flower and (D) rosette leaf number at flowering in short-day conditions 
(SD) for Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, rlt1/2, arid5, and chr11/17 plants. 
Standard deviation shown with error bars. Statistical analyses were performed using 
one-way ANOVA with Tukey’s HSD post hoc test. P-value from Tukey’s HSD test 
(genotype vs. Col) denoted with asterisks (*p<0.01, **p<0.001, ***p<0.0001). n=12 for all 
lines except pie1 (n³5). 
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compared to mutations in the ISWI catalytic subunits CHR11 and CHR17 (CHR11/17; 

also shown to act redundantly (Li et al., 2012)), which cause more severe developmental 

phenotypes (Figure 4.5, Figure 4.6) (Li et al., 2012; Tan et al., 2020). The chromatin 

remodelers CHR11/17 are core components of ISWI in plants (Knizewski et al., 2008; Li 

et al., 2014; Li et al., 2012), but are also present in the plant SWR1 complex responsible 

for exchanging H2A-H2B dimers with H2A.Z-H2B (Luo et al., 2020). Therefore, the 

increased severity of the phenotypes displayed by the chr11/17 double mutant may be 

caused by the joint disruption of the ISWI and SWR1 chromatin remodeling complexes, 

which both contain CHR11/17 (Luo et al., 2020). In contrast, ARID5 and RLT1/2 are 

present in ISWI, but not in SWR1. In addition, RLT1 and RLT2 are only two of 12 DDT-

domain proteins in A. thaliana and different ISWI complexes were found to associate 

with different DDT-domain proteins in vivo, including DDT-PHD PROTEIN 1 (DDP1), 

DDP2, DDP3, DDT-RELATED PROTEIN 1 (DDR1), DDR3, DDR4, DDR5, and DDT-

WAC PROTEIN 1 (DDW1) (Dong et al., 2013; Tan et al., 2020). 

To further investigate the interplay in plants between H4R17 and ISWI, we 

performed RNA-seq on the rH4R17A, arid5, rlt1/2, chr11/17 and pie1 (catalytic subunit 

of the SWR1 complex) mutants grown in short-day conditions. We confirmed RNA 

quality through analysis of Agilent Bioanalyzer 2100 electropherograms (Figure 4.7). 

Furthermore, we utilized two biological replicates corresponding to each genotype and 

confirmed consistency between biological replicates through Spearman correlation 

coefficient analysis (Figure 4.8). With our RNA-seq data, we first investigated histone 

expression levels in our replacement H4 lines. We observed an approximately 3- to 5-

fold increase in H4 (At3g53730) RNA expression when comparing rH4-1, rH4-2, 

rH4R17A-1 and rH4R17A-2 lines to Col plants (Figure 4.9A). For the remaining seven 

endogenous H4 genes, we observed that rH4-1 and rH4-2 plants displayed 

approximately wild-type RNA levels of At3g46320, while the other six H4 genes   
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Figure 4.7 Bioanalyzer electropherograms of RNA-seq replicates. Agilent 
Bioanalyzer 2100 electropherograms for RNA-seq replicates of Col, rH4-1, rH4-2, 
rH4R17A-1, rH4R17A-2, rlt1/2, arid5, chr11/17, and pie1. 
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Figure 4.8 Spearman correlation of RNA-seq replicates. Spearman correlation 
coefficient analysis for RNA-seq replicates of Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, 
rlt1/2, arid5, chr11/17, and pie1. 
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displayed an approximately 25 to 50% reduction in RNA expression compared to Col 

(Figure 4.9A). We also investigated the expression of H2A, H2B, and H3 genes in 

replacement H4 plants and found that rH4-1 and rH4-2 plants displayed approximately 

wild-type levels of H2A, H2B, and H3 RNA (Figure 4.10). In contrast, rH4R17A-1 and 

rH4R17A-2 plants showed an upregulation of certain histone genes, with H3 genes 

showing the most consistent upregulation among rH4R17A mutants. 

We then calculated the percentage of reads aligning to the At3g53730 locus that 

were expressed from the replacement H4 gene versus the endogenous H4 gene. We 

selected the gRNA-targeting region of the At3g53730 locus (37 bp after start codon to 59 

bp after start codon) for this analysis due to the single nucleotide polymorphisms present 

in this region that could be used to distinguish endogenous and replacement H4 RNA. 

We found that 47 to 76% of the observed reads were expressed from the replacement 

H4 gene (Figure 4.9B) and thus, approximately 24 to 53% of the At3g53730 RNA 

expression observed in these lines corresponds to non-functional H4 mRNA. In order to 

estimate the amount of functional H4 mRNA in Col plants compared to replacement H4 

plants, we summed the reads mapping to all eight endogenous H4 genes in Col and 

multiplied the reads mapping to At3g53730 in replacement H4 lines by the percentage of 

replacement H4 observed (Figure 4.9C). We determined that the estimated functional 

H4 mRNA levels in replacement H4 lines ranged from around 34 to 54% of the total sum 

of H4 RNA reads observed in Col. 

Next, we proceeded to compare differential gene expression in rH4R17A and 

ISWI subunit mutants. Our results from the RNA-seq analyses showed that there were 

3045 downregulated genes and 2476 upregulated genes in chr11/17 double mutants 

(5521 differently expressed genes [DEGs] in total), while there were only 877 

downregulated genes and 598 upregulated genes in the rH4R17A-1 mutant (1475 

DEGs), and 724 downregulated genes and 685 upregulated genes in the rH4R17A-2   
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Figure 4.9 H4 expression levels in rH4 lines. (A) Normalized read counts at 
endogenous H4 genes (AT5G59970, AT3G45930, AT5G59690, AT3G46320, 
AT1G07660, AT1G07820, AT2G28740, AT3G53730) in Col, rH4-1, rH4-2, rH4R17A-1, 
and rH4R17A-2 plants. (B) Percentage replacement H4 vs. endogenous H4 (At3g53730) 
mRNA expressed in biological replicates of rH4-1, rH4-2, rH4R17A-1, and rH4R17A-2 
plants. (C) Estimated functional H4 mRNA read counts in Col, rH4-1, rH4-2, rH4R17A-1, 
and rH4R17A-2 plants. 
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Figure 4.10 Expression levels of most highly expressed H2A, H2B, and H3 genes 

in rH4 lines. Normalized read counts at (A) AT5G65360 (HTR1, H3.1), AT1G09200 
(HTR2, H3.1), AT4G40030 (HTR4, H3.3), AT4G40040 (HTR5, H3.3), AT5G10980 
(HTR8, H3.3), (B) AT1G51060 (HTA10, H2A), AT1G08880 (HTA5, H2A.X), AT5G59870 
(HTA6, H2A.W), AT5G27670 (HTA7, H2A.Z), AT1G52740 (HTA9, H2A.Z), and (C) 
AT5G22880 (HTB2, H2B), AT5G59910 (HTB4, H2B), AT2G37470 (HTB5, H2B), 
AT3G45980 (HTB9, H2B), and AT3G46030 (HTB11, H2B) in Col, rH4-1, rH4-2, 
rH4R17A-1, and rH4R17A-2 plants. 
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mutant (1409 DEGs) (Figure 4.11). In spite of the large differences in the total amounts 

of DEGs between chr11/17 mutants and the rH4R17A plants, we observed a high 

overlap between the DEGs in the chr11/17 and rH4R17A-1 mutants (43.5%, 641/1475), 

as well as the DEGs in the chr11/17 and rH4R17A-2 mutants (53.7%, 757/1409) (Figure 

4.11). In the rH4R17A plants and chr11/17 mutants, we detected a highly similar pattern 

of RNA expression not shared by rH4 or Col plants (Figure 4.12). Moreover, correlation 

analyses revealed a high correlation between the chr11/17 and rH4R17A-1 mutants 

(0.69, Pearson’s correlation) and the chr11/17 and rH4R17A-2 mutants (0.74, Pearson’s 

correlation) that was not displayed when comparing the chr11/17 and rH4 backgrounds 

(Figure 4.12). 

Additionally, we observed a high overlap of DEGs (average 49.5% rH4R17A vs. 

arid5; average 52.9% rH4R17A vs. rlt1/2), a similar pattern of RNA expression, and a 

high correlation (average 0.62 rH4R17A vs. arid5; average 0.66 rH4R17A vs. rlt1/2) 

when comparing the rH4R17A lines with the ISWI subunit mutants arid5 and rlt1/2 

(Figure 4.11, Figure 4.12). In contrast, we did not observe substantial overlap (average 

25.7%) or correlation (average 0.17, Pearson’s correlation) between the DEGs identified 

in pie1 mutants and the DEGs of rH4R17A mutants (Figure 4.11, Figure 4.12). We 

performed principal component analysis of the 200 most variable differentially expressed 

genes identified in the rH4R17A mutants and took the first two principal components, 

which explained 60% of the variance in the data (Figure 4.13). We found that Col, rH4-1, 

and rH4-2 plants clustered closely within the same region of the principal component plot 

and the remaining genotypes were separated from this cluster. Additionally, the arid5, 

rlt1/2, chr11/17, rH4R17A-1 and rH4R17A-2 mutants clustered within the same general 

region of the embedding (with rH4R17A-1 and rH4R17A-2 clustering closely together 

and arid5 and rlt1/2 clustering closely together), while the pie1 mutants were separated 

from these five genotypes. From these results, we concluded that ISWI subunit mutants  
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Figure 4.11 Overlap of differentially expressed genes in rH4R17A, ISWI and SWR1 

mutants. Venn diagrams showing DEGs (relative to Col) identified by RNA-seq in (A) 
rH4R17A and chr11/17 mutants, (B) rH4R17A and rlt1/2 mutants, (C) rH4R17A and 
arid5 mutants, and (D) rH4R17A and pie1 mutants. 
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Figure 4.12 Patterns of differential gene expression in rH4R17A, ISWI and SWR1 

mutants. (A) Heatmap of relative expression patterns of DEGs identified in the rH4R17A 
mutant. Red and blue represent up- and downregulated genes, respectively. (B) 
Pearson’s correlation matrix of log2fold expression changes (relative to Col) for DEGs 
identified in the rH4R17A mutant.  
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Figure 4.13 Principal component analysis of differentially expressed genes. 

Principal component plot for 200 most variable differentially expressed genes in 
rH4R17A mutants along the first two principal components, PC1 and PC2. Variance 
explained by each principal component shown on respective axis. 
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(arid5, rlt1/2, and chr11/17) exhibit similar transcriptional defects to rH4R17A mutants, 

but pie1 mutants exhibit distinct global transcriptional changes. 

To examine how these different mutations affect specific regulatory pathways, we 

first assessed the impact of these mutations on flowering regulatory genes due to the 

early flowering phenotypes observed for rH4R17A and ISWI subunit mutants. We 

investigated the expression of 306 flowering time regulatory genes identified in a 

previous study (Bouche et al., 2016) and found a high correlation between the effects of 

the rH4R17A mutation and the chr11/17, arid5, and rlt1/2 mutations on the expression of 

flowering time genes (Figure 4.14). For example, the flowering promoter genes FUL, 

SOC1, FT, CURLY LEAF (CLF), SUMO-TARGETED UBIQUITIN E3 LIGASE 4 

(STUbL4), PROTEIN ARGININE METHYLTRANSFERASE 10 (PRMT10), 

ARABIDOPSIS TRITHORAX 1 (ATX1) and ATX2 were all co-upregulated in the 

rH4R17A, rlt1/2, arid5, and chr11/17 mutants (Figure 4.15, Figure 4.16). Additionally, the 

flowering repressor genes MADS AFFECTING FLOWERING 2 (MAF2), MAF3, EARLY 

FLOWERING MYB PROTEIN (EFM), and ALTERED PHLOEM DEVELOPMENT (APL) 

were all co-downregulated in the rH4R17A, rlt1/2, arid5, and chr11/17 mutants (Figure 

4.15). Importantly, these patterns of co-expression were not observed when comparing 

rlt1/2, arid5, and chr11/17 mutants to rH4 plants (Figure 4.12, Figure 4.13, Figure 4.14, 

Figure 4.15, Figure 4.16). 

Interestingly, several of these flowering regulatory genes encode histone-

modifying enzymes, as PRMT10 catalyzes H4R3me2s (Niu et al., 2007), ATX1 

catalyzes H3K4me3 (Alvarez-Venegas et al., 2003), and ATX2 catalyzes H3K4me2 

(Saleh et al., 2008). Moreover, CLF, which controls leaf morphogenesis and results in 

small rosettes and curled leaves when mutated (Goodrich et al., 1997; Kim et al., 1998), 

also serves as the catalytic subunit of the PRC2 complex, which performs H3K27me3 

(Schubert et al., 2006). In addition to CLF, other identified genes have also previously  
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Figure 4.14 Correlation of flowering regulatory gene expression in rH4R17A, ISWI 

and SWR1 mutants. Scatterplots showing the correlation of the log2fold expression 
changes (relative to Col) of flowering time regulatory genes between (A) rH4R17A 
mutants and chr11/17 plants, (B) rH4 and chr11/17 plants, (C) rlt1/2, rH4R17A, and rH4 
plants, and (D) arid5, rH4R17A, and rH4 plants. 
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Figure 4.15 Expression of flowering regulatory genes in rH4R17A, ISWI and SWR1 

mutants. Normalized read counts at (A) FUL, (B) SOC1, (C) FT, (D) CLF, (E) STUbL4, 
(F) PRMT10, (G) ATX1, (H) ATX2, (I) MAF2, (J) MAF3, (K) EFM, and (L) APL in Col, 
rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, arid5, rlt1/2, chr11/17, and pie1 plants. 
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Figure 4.16 Genome browser views of key flowering regulatory genes in rH4R17A, 

ISWI and SWR1 mutants. Genome browser view of RNA-seq signals at (A) FUL, (B) 
SOC1, and (C) FT in biological replicates for Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, 
arid5, rlt1/2, chr11/17, and pie1 plants. Diagrams of genes shown at the bottom, with 
white boxes, black boxes, and black lines representing untranslated regions, exons, and 
introns, respectively. 
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been demonstrated to control aspects of plant development apart from flowering, such 

as APL, which regulates root development (Bonke et al., 2003). The altered expression 

of the above genes therefore helps explain not only the accelerated flowering response 

of rH4R17A and ISWI subunit mutants, but several morphological phenotypes observed 

as well. Experiments characterizing additional morphological phenotypes such as root 

development would be of interest for these mutants given their altered RNA expression 

levels of genes involved in diverse developmental pathways. 

After these analyses of flowering regulatory genes, we then performed Gene 

Ontology (GO) term enrichment analysis and identified several additional pathways that 

are co-regulated by H4R17 and ISWI (Figure 4.17, Supplemental Table 1, Supplemental 

Table 2, Supplemental Table 3, Supplemental Table 4, Supplemental Table 5). For 

example, flavonoid metabolism and biosynthesis were impacted in rH4R17A-1, 

rH4R17A-2, arid5, rlt1/2, and chr11/17 mutants, while processes related to pattern 

specification, the specification of symmetry, and morphogenesis were also affected in 

these genotypes. Additionally, our GO term enrichment analysis indicated that the 

rH4R17A-1, rH4R17A-2, arid5, rlt1/2, and chr11/17 mutations also all impacted the UV 

response pathway and the regulation of cell death. We next analyzed RNA levels 

corresponding to individual genes related to the above pathways to identify several co-

regulated genes of interest (Figure 4.18). We observed co-upregulation of genes 

involved in the DNA damage response and DNA repair such as ARGONAUTE 9 

(AGO9), BRCA1, and RADIATION SENSITIVE 17 (RAD17) (Figure 4.18A) (Bilichak et 

al., 2014; Lafarge and Montane, 2003; Liu et al., 2003; Nisa et al., 2019; Oliver et al., 

2014; Yoshiyama et al., 2013). Additionally, we observed co-upregulation of cell cycle 

genes including DP-E2F-LIKE PROTEIN 3 (DEL3), RETINOBLASTOMA-RELATED 1 

(RBR), and CYCLIN D3;2 (CYCD3;2) (Figure 4.18B) (Dewitte et al., 2007; Ebel et al., 

2004; Vandepoele et al., 2002; Vlieghe et al., 2005). Finally, we observed the co-  
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Figure 4.17 GO term enrichment analysis for rH4R17A and ISWI mutants. GO term 
enrichment analysis for (A) rH4R17A-1, (B) rH4R17A-2, (C) arid5, (D) rlt1/2, and (E) 
chr11/17 mutants. Top 10 enriched biological pathways are shown. 
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Figure 4.18 Expression of DNA damage response, cell cycle, and anthocyanin 

pathway regulatory genes in rH4R17A, ISWI and SWR1 mutants. Normalized read 
counts at (A) AGO9, BRCA1, RAD17, (B) DEL3, RBR, CYCD3;2, (C) MYBD and MYBH 
in Col, rH4-1, rH4-2, rH4R17A-1, rH4R17A-2, arid5, rlt1/2, chr11/17, and pie1 plants.  
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downregulation of MYB-LIKE DOMAIN TRANSCRIPTION FACTOR (MYBD), which 

plays a positive role in anthocyanin accumulation, and the co-upregulation of MYB 

HYPOCOTYL ELONGATION-RELATED (MYBH), which plays a negative role in 

anthocyanin accumulation (Nguyen et al., 2015) (Figure 4.18C). CYCD3;2 and MYBH 

also play important roles in regulating leaf morphogenesis, as CYCD3;2 controls leaf cell 

number to regulate leaf flatness (Baekelandt et al., 2018) and MYBH regulates cell 

expansion during leaf development to result in leaf curling when overexpressed (Lu et 

al., 2014). 

Due to the altered expression of genes involved in the maintenance of genome 

stability, we also investigated transposable element (TE) expression in these different 

lines (Figure 4.19). We detected a very low level of transcriptional reactivation of 

heterochromatic regions in rH4R17A mutants, as indicated by the increased expression 

of several TEs. We also observed transposon reactivation in rlt1/2, arid5, and chr11/17 

mutants, but not in rH4 plants. This TE derepression was very low compared to other 

previously characterized mutants demonstrating genome instability, such as the atxr5/6 

mutant, which exhibits a low level of TE derepression in which several hundred TEs 

show increased expression (Dong et al., 2021), compared to the tens of TEs that 

demonstrate increased expression in rH4R17A and/or ISWI subunit mutants. We 

previously observed derepression of the DNA repeat TSI by RT-qPCR in rH4R17A 

mutants (Figure 3.15), supporting our observations of TE derepression in these mutants 

by genome-wide sequencing. Additional experimental work assessing the expression 

levels of specific TEs using RT-qPCR could further clarify transcriptional derepression 

phenotypes observed in rH4R17A and ISWI subunit mutants, as genome-wide 

sequencing has previously been shown to have limitations in detecting low levels of TE 

derepression (Dong et al., 2021). Nonetheless, the shared developmental phenotypes 

and transcriptional profiles of the rH4R17A, rlt1/2, arid5, and chr11/17 mutants suggest   
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Figure 4.19 TE expression in rH4R17A, ISWI, and SWR1 mutants. Heatmap showing 
normalized expression (log2 scale) of TEs found to be upregulated in rH4R17A mutants.  
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that H4R17 plays an important role in plants as in other eukaryotes in regulating the 

activity of ISWI on chromatin. 

 

Impact of H4R17A mutation on global nucleosome positioning 

ISWI functions as a chromatin remodeling complex that properly organizes 

nucleosome spacing at transcriptionally active genes in eukaryotes (Clapier and Cairns, 

2009; Gkikopoulos et al., 2011; Li et al., 2014; Yadon and Tsukiyama, 2011). Due to the 

similarity in the phenotypes and transcriptional profiles between rH4R17A plants and 

mutants in the Arabidopsis ISWI complex, we hypothesized that expression of H4R17A 

interferes with nucleosome spacing in plants. 

To address this hypothesis, we assessed global nucleosome positioning in 

rH4R17A mutants using micrococcal nuclease digestion followed by deep sequencing 

(MNase-seq). We evaluated two biological replicates corresponding to each genotype 

and confirmed consistency between biological replicates through Spearman correlation 

coefficient analysis (Figure 4.20). Consistent with previous results, a relatively lower 

nucleosome density was found in the 1-kb region upstream of the TSS of protein-coding 

genes, while a relatively high density, evenly spaced nucleosome distribution was found 

in the 1-kb region downstream of the TSS for Col plants (Figure 4.21A) (Li et al., 2014). 

Moreover, active genes were generally observed to display more highly phased 

nucleosome arrays in the gene body and a sharper peak of nucleosome-free DNA in the 

promoter when compared to inactive genes, in line with previous studies (Figure 4.21B-

C) (Li et al., 2014; Zhang et al., 2015). 

In terms of the different genotypes analyzed, rH4 plants displayed highly similar 

nucleosome positioning patterns to Col as expected. In contrast, while rH4R17A, arid5, 

and rlt1/2 mutants displayed the same general pattern of lower nucleosome density 

upstream of the TSS and high nucleosome density downstream of the TSS, these   
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Figure 4.20 Spearman correlation of MNase-seq replicates. Spearman correlation 
coefficient analysis for MNase-seq replicates of Col, rH4, rH4R17A, arid5, and rlt1/2. 
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Figure 4.21 Determination of the function of H4R17 on regulating nucleosome 

positioning. (A-G) Average nucleosome occupancy relative to the TSS (in bp) of (A) all 
protein-coding genes, (B) active protein-coding genes, (C) inactive protein-coding genes, 
(D) genes with expression changes, (E) genes with no expression changes, (F) 
upregulated genes, and (G) downregulated genes in rH4R17A, arid5, rlt1/2, and/or 
chr11/17 mutants. The MNase-seq results were generated from two independent 
biological replicates and RNA-seq data were obtained from the same tissues used for 
MNase-seq. Cutoffs were defined as follows: Active ≥0.5 TPM (Transcripts Per Million); 
Inactive <0.5 TPM. Genes with expression changes were defined as >±1.5-fold for 

A

C

E

B

D

Col rH4 rH4R17A arid5 rlt1/2
0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Protein-Coding Genes

�� �

H

I

J

K

L

Col rH4 rH4R17A arid5 rlt1/2
0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Expressed Genes

�
��

Col rH4 rH4R17A arid5 rlt1/2
0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Unexpressed Genes

�

Col rH4 rH4R17A arid5 rlt1/2
0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Genes with expression changes

��

Col rH4 rH4R17A arid5 rlt1/2
0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Genes with no expression changes

��

�

Protein-Coding Genes

Active Genes

Inactive Genes

Genes with expression changes

Genes with no expression changes

F

G

Col rH4 rH4R17A arid5 rlt1/2
0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Down-regulated Genes

�

��

M

N
Col rH4 rH4R17A arid5 rlt1/2

0.0

0.5

1.0

1.5

Fo
ld

 C
ha

ng
e

Up-regulated Genes

�����

Up-regulated Genes

Down-regulated Genes

Active Genes

Inactive Genes



 
204 

rH4R17A, arid5, rlt1/2, and/or chr11/17 vs. Col and genes with no expression changes 
were defined as <±1.1-fold for rH4R17A, arid5, rlt1/2, and/or chr11/17 vs. Col. (H-N) 
Average fold change in ∆Nucleosome Occupancy of all nucleosome peaks 1 kb 
downstream of the TSS relative to Col corresponding to (H) all protein-coding genes, (I) 
active protein-coding genes, (J) inactive protein-coding genes, (K) genes with 
expression changes, (L) genes with no expression changes, (M) upregulated genes, and 
(N) downregulated genes in rH4R17A, arid5, rlt1/2, and/or chr11/17 mutants. Standard 
deviation denoted with error bars. Statistical analyses were performed using one-way 
ANOVA with Tukey’s HSD post hoc test. P-value from Tukey’s HSD test (genotype vs. 
Col) denoted with asterisks (*p<0.05, **p<0.005, ***p<0.0005). 
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genotypes all exhibited a loss of evenly spaced nucleosome distributions in the gene 

body (Figure 4.21A), similar to the pattern reported for the chr11/17 mutant (Li et al., 

2014). Additionally, we analyzed the nucleosome distribution patterns at genes with 

expression changes in rH4R17A, chr11/17, rlt1/2, and/or arid5 mutants as well as genes 

without expression changes in these mutants. We found that the nucleosome distribution 

patterns at DEGs and non-DEGs were both affected by the rH4R17A, arid5, and rlt1/2 

mutations (Figure 4.21D-E), in line with previously published MNase-seq results for the 

chr11/17 mutant (Li et al., 2014). Additionally, nucleosome distribution patterns at DEGs 

were affected by the rH4R17A, arid5, and rlt1/2 mutations regardless of whether the 

expression of these genes was up- or downregulated (Figure 4.21F-G). To provide a 

more quantitative assessment of nucleosome spacing in our assays, we calculated the 

average change in nucleosome occupancy at the +2 through +6 nucleosome peaks as a 

measure of nucleosome phasing. This analysis confirmed that the rH4R17A, arid5, and 

rlt1/2 mutations caused a significant reduction in regular nucleosome phasing in gene 

bodies (Figure 4.21H-N). 

 While we could observe some differences in nucleosome positioning at individual 

genes that we previously identified to be either co-upregulated or co-downregulated in 

rH4R17A and ISWI subunit mutants, we found that analyzing nucleosome positioning 

profiles corresponding to individual genes without complex signal processing techniques 

was complicated by the noisiness inherent in MNase-seq datasets (Figure 4.22). In order 

to further assess how nucleosome positioning patterns at individual genes are affected 

by rH4R17A and ISWI mutations, we performed t-distributed stochastic neighbor 

embedding (t-SNE) on the nucleosome occupancy data corresponding to the protein-

coding genes. We utilized 10-bp bins encompassing the 1-kb region upstream and the 1-

kb region downstream of the TSS, generating an array of 200 features in total for each 

gene. We first analyzed all 27,443 total protein-coding genes and found that there was a  
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Figure 4.22 Nucleosome occupancy profiles at individual genes. Average 
nucleosome occupancy relative to the TSS (in bp) of individual (A) co-upregulated genes 
(AGO9, BRCA1, CLF, FT, FUL, and SOC1) and (B) co-downregulated genes (MAF3 and 
MYBH) identified by RNA-seq in rH4R17A and ISWI subunit mutants. 
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general tendency of more highly expressed genes to cluster together, while more lowly 

expressed genes tended to cluster towards a separate region of the embedding (Figure 

4.23A-B). While the separation between highly and lowly expressed genes was not 

completely discrete, this result confirms our observation that more highly expressed 

genes generally show distinct profiles from more lowly expressed genes, for example, 

seen in the metaprofiles as higher phasing and a more severe depletion of nucleosome 

occupancy in the 5’ NFR (Figure 4.21). 

We then utilized k-means clustering to identify groups of genes with similar 

nucleosome occupancy profiles (Figure 4.23C). We discarded clusters containing fewer 

than 10 genes and subsequently identified four main clusters in the data. Two clusters 

(Clusters 1 and 2) mainly contained active genes and two clusters (Clusters 3 and 4) 

mainly contained inactive genes (Figure 4.23D-G). We defined active genes as having 

an expression level greater than or equal to 0.5 transcripts per million (TPM) (containing 

“high” and “medium” expression categories) and inactive genes as having an expression 

level less than 0.5 TPM (containing “low” and “none” expression categories). We 

examined nucleosome occupancy metaprofiles corresponding to the genes in each of 

the identified clusters and found that both of the clusters mainly containing inactive 

genes showed a pattern of relatively highly phased and evenly sized nucleosome peaks, 

while the clusters mainly containing active genes showed a strong enrichment at the +1 

nucleosome and a successive reduction in phasing at each subsequent nucleosome 

(Figure 4.23D). Comparing the t-SNE embeddings corresponding to the different 

genotypes analyzed, we observed little apparent change in Col vs. rH4, rH4R17A, arid5, 

or rlt1/2 mutants (Figure 4.23A-B). Moreover, we observed that clustering patterns were 

maintained in the different genotypes assessed (Figure 4.23C). In contrast, we upheld 

our previous observation that rH4R17A, arid5, and rlt1/2 mutants displayed a reduction 

of regularly spaced nucleosome peaks in gene bodies in groups of genes demonstrating  
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Figure 4.23 Dimensionality reduction and clustering analysis of nucleosome 

occupancy profiles at all protein-coding genes. (A-C) t-SNE embeddings of 
nucleosome occupancy data at all protein-coding genes colored by (A) expression level, 
(B) log(expression+1), and (C) k-means cluster. Maximum cutoff for (B) was set at 2 for 
ease of viewing. Expression level cutoffs were defined as follows: High ≥2.5 TPM; 
Medium <2.5 TPM and ≥0.5 TPM; Low <0.5 TPM and >0 TPM; None = 0 TPM. (D-E) (D) 
Average nucleosome occupancy relative to the TSS (in bp) and (E) average fold change 
in ∆Nucleosome Occupancy of all nucleosome peaks 1 kb downstream of the TSS for 
each k-means cluster identified in (C). Standard deviation denoted with error bars. 
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Statistical analyses were performed using one-way ANOVA with Tukey’s HSD post hoc 
test. P-value from Tukey’s HSD test (genotype vs. Col) denoted with asterisks (*p<0.05, 
**p<0.005, ***p<0.0005). (F-G) (F) Boxplot showing expression levels (TPM) of genes 
and (G) number of genes in each of the expression categories in the clusters identified in 
(C). 
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varying expression levels (Figure 4.23D-G). We observed a significant reduction of 

nucleosome phasing in Clusters 1 and 4 for rH4R17A and ISWI subunit mutants, and 

moreover, while the mean reduction of peak size in Cluster 2 was not statistically 

significant due to the large variance observed between peaks in this cluster, we also 

observed a notable reduction of phasing in Cluster 2 through metaprofile analysis, 

particularly for the rH4R17A mutant (Figure 4.23D-E).  

Surprisingly, we observed that the highest level of nucleosome phasing was 

exhibited by one of the clusters mainly containing inactive genes (Cluster 4). While this 

observation may seem to conflict with our previous results assessing metaprofiles of all 

active versus inactive genes (Figure 4.21B-C), examination of the position of each 

nucleosome in the nucleosomal arrays corresponding to these different clusters revealed 

that the position of the +1 nucleosome was altered in these different groups of genes. 

Notably, the +1 nucleosomes at Clusters 1 and 3 are shifted in the 3’ direction compared 

to the +1 nucleosomes at Clusters 2 and 4, and therefore, six nucleosome peaks are 

visible in the Cluster 2 and 4 arrays, while only five nucleosome peaks are visible in the 

Cluster 1 and 3 arrays (Figure 4.23D). Consequently, taking the average of the two more 

lowly expressed clusters or the two more highly expressed clusters would lead to 

interference due to the different phasing patterns of the nucleosome arrays, and thus, 

the size of the resultant average peaks would depend on the degree to which the two 

arrays are offset from each other, their relative amplitudes, and the number of genes 

belonging to each cluster. These results suggest that the translational phasing of the 

nucleosome arrays is one of the major factors separating the different clusters. Other 

distinguishing features between the four clusters were the height of the +1 nucleosome 

peak and the total nucleosome occupancy in the 1-kb region upstream of the TSS, which 

could indicate a neighboring gene in the case of high occupancy. The general 

maintenance of these features distinguishing the four clusters in rH4R17A and ISWI 
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subunit mutants could explain why severe disruptions to the t-SNE embeddings are not 

observed in these mutants in spite of the loss of nucleosome phasing. Importantly, our 

results suggest that individual groups of more lowly expressed genes can display higher 

phasing than individual groups of more highly expressed genes, and thus, analyzing 

subsets of genes within expression categories can reveal further information about the 

relationship between nucleosome positioning and gene expression that can be 

obfuscated by analyzing larger groups of genes. 

To further investigate nucleosome positioning patterns at groups of inactive 

genes compared to groups of active genes, we individually performed k-means 

clustering on all active genes (15,617 genes) and all inactive genes (11,826 genes) in 

Col (Figure 4.24). We discarded clusters with less than 10 genes and subsequently 

identified seven clusters among active genes and seven clusters among inactive genes. 

Among active genes, four clusters contained arrays of very highly phased nucleosomes, 

whereas two clusters contained lowly to moderately phased nucleosomes, and one 

cluster contained a disordered nucleosome array (Figure 4.24A). Among inactive genes, 

five clusters contained very highly phased nucleosome arrays and two clusters 

contained relatively disordered nucleosome arrays (Figure 4.24B). Thus, we observed 

that groups of genes with equally high phasing can be observed among inactive genes 

and active genes. Additionally, certain clusters of genes appeared to demonstrate a 

more severe reduction of nucleosome phasing compared to other clusters in the 

rH4R17A mutant (e.g., Cluster 3 of active genes), although further analyses are required 

to quantitatively compare the reduction in phasing phenotypes across different clusters. 

We then used k-means clustering to identify 20 clusters in all active genes (Figure 4.25) 

and all inactive genes (Figure 4.26) and observed that the majority of the clusters in both 

active and inactive genes again corresponded to highly phased nucleosome arrays that 

oscillated in different phases relative to the TSS.  
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Figure 4.24 Clustering analysis of nucleosome occupancy profiles at active genes 

and inactive genes in Col and rH4R17A plants. Average nucleosome occupancy 
relative to the TSS (in bp) of each k-means cluster identified in (A) active protein-coding 
genes and (B) inactive protein-coding genes in Col and rH4R17A plants. Cutoffs were 
defined as follows: Active ≥0.5 TPM; Inactive <0.5 TPM.
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Figure 4.25 Clustering analysis of nucleosome occupancy profiles at active genes. 

Average nucleosome occupancy relative to the TSS (in bp) of each k-means cluster 
identified in active protein-coding genes in Col plants. Cutoffs were defined as follows: 
Active ≥0.5 TPM.  
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Figure 4.26 Clustering analysis of nucleosome occupancy profiles at inactive 

genes. Average nucleosome occupancy relative to the TSS (in bp) of each k-means 
cluster identified in inactive protein-coding genes in Col plants. Cutoffs were defined as 
follows: Inactive <0.5 TPM.  
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Finally, to specifically assess how nucleosome positioning patterns at genes with 

transcriptional alterations were affected by the rH4R17A, arid5, and rlt1/2 mutations, we 

performed dimensionality reduction using t-SNE on groups of genes with expression  

changes, groups of genes with no expression changes, upregulated genes, and 

downregulated genes in rH4R17A and/or ISWI subunit mutants (Figure 4.27). In all four 

of these groups of genes, we observed that the separation between more highly and 

more lowly expressed genes was maintained in Col plants. Moreover, rH4R17A, arid5, 

and rlt1/2 mutants similarly maintained separation between more highly and more lowly 

expressed genes. While we failed to observe major changes in the t-SNE embeddings 

caused by the mutations analyzed, we nonetheless observed a loss of regular 

nucleosome positioning in gene bodies in rH4R17A, arid5, and rlt1/2 mutants in 

metaprofiles produced from our clustering analyses (Figure 4.23D-E). The maintenance 

of other major features of nucleosome occupancy profiles corresponding to more highly 

or more lowly expressed genes (e.g., the height of the +1 nucleosome peak compared to 

downstream nucleosome peaks) may be responsible for the preservation of t-SNE 

embedding patterns in rH4R17A and ISWI subunit mutants. Additionally, given that 

rH4R17A and ISWI subunit mutations affect nucleosome phasing at both active and 

inactive genes, we would not necessarily expect the reduction of nucleosome phasing 

caused by these mutations to differentially affect the t-SNE embeddings of more highly 

expressed genes compared to more lowly expressed genes. Nonetheless, our finding 

that the rH4R17A and ISWI subunit mutations caused a significant reduction of 

nucleosome phasing in gene bodies remained consistent across the majority of the 

groups of genes that we assessed (Figure 4.21, Figure 4.23, Figure 4.24). Taken 

together, these results indicate that H4R17 positively regulates the action of the ISWI 

complex to establish nucleosome arrays in protein-coding genes. 
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Figure 4.27 Dimensionality reduction of nucleosome positioning profiles at 

differentially expressed genes. t-SNE embeddings of nucleosome occupancy data at 
(A) genes with expression changes, (B) genes with no expression changes, (C) 
upregulated genes, and (D) downregulated genes in rH4R17A, arid5, rlt1/2, and/or 
chr11/17 mutants colored by expression level. Expression level cutoffs were defined as 
follows: High ≥2.5 TPM; Medium <2.5 TPM and ≥0.5 TPM; Low <0.5 TPM and >0 TPM; 
None = 0 TPM. Genes with expression changes were defined as >±1.5-fold for 
rH4R17A, arid5, rlt1/2, and/or chr11/17 vs. Col. Genes with no expression changes were 
defined as <±1.1-fold for rH4R17A, arid5, rlt1/2, and/or chr11/17 vs. Col.  
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Proposed mechanism for action of H4R17 on the regulation of flowering time and 

development 

With our results, we have identified a novel role for H4R17 in regulating multiple  

development processes in A. thaliana including leaf development, fruit development, and 

flowering. Our findings suggest that this role for H4R17 is not mediated via post-

translational modification of this residue. However, comparative analysis of the protein 

sequence of the ISWI catalytic subunits in A. thaliana (CHR11 and CHR17) reveals strict 

conservation of the amino acids involved in making contacts with histone H4 arginine 17 

in the ISWI orthologs from other species (Figure 4.28) (Yan et al., 2016; Yan et al., 

2019), which supports the hypothesis that the H4R17A mutation impacts ISWI chromatin 

remodeling. In both Myceliophthora thermophila and Saccharomyces cerevisiae, two 

conserved residues (Asp524 and Glu474 in M. thermophila and Asp536 and Glu486 in 

S. cerevisiae) have been demonstrated to contact H4R17 through structural studies 

(Yan et al., 2016; Yan et al., 2019). These residues are identical in Arabidopsis thaliana 

and high conservation is also observed throughout the core2 domain, which contains 

these two residues (Figure 4.28). We built a homology model for A. thaliana CHR11 (a.a. 

176-706) based on the X-ray crystallography structure from M. thermophila ISWI 

(5jxr.1.a; a.a. 173-718) and observed 60.49% identity and a QMEANisCo score of 0.68, 

indicating high model quality (Figure 4.29) (Biasini et al., 2014). With this homology 

model, we detected structural conservation of the H4R17-binding region in plant ISWI 

proteins (Figure 4.29E-F). Moreover, we calculated a high confidence score for the 

conserved Asp524 and Glu474 residues (0.78 and 0.65, respectively). These results 

indicate that it is highly likely that the H4R17-binding function of A. thaliana ISWI 

proteins is conserved. 

Based on these results, we propose a model similar to that of animal systems 

where H4R17 regulates developmental processes in plants through its regulation of the  
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Figure 4.28 Conservation of ISWI proteins. Multiple sequence alignment of ISWI 
proteins performed with Clustal Omega. Protein sequences were obtained from UniProt 
and correspond to the following accession numbers: Myceliophthora thermophila: 
G2QFM3, Saccharomyces cerevisiae: P38144, Arabidopsis thaliana (CHR11): F4JAV9, 
Arabidopsis thaliana (CHR17): F4JY25, Drosophila melanogaster: Q24368, Homo 
sapiens (SNF2H): O60264. Darker shading indicates higher similarity between residues. 
Red stars above a.a. indicate the residues implicated in binding H4R17 on the second 
RecA-like ATPase core domain (core2) identified in Myceliophthora thermophila (Yan et 
al., 2016) and Saccharomyces cerevisiae (Yan et al., 2019). Protein domains are 
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assigned as reported in a previous study (Yan et al., 2016). HSS: HAND–SAND–SLIDE, 
core1: first RecA-like domain, core2: second RecA-like domain. 
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Figure 4.29 Homology model of Arabidopsis thaliana CHR11. (A-B) Homology model 
of Arabidopsis thaliana CHR11 a.a. 176-706. (C-D) Reference structure of 
Myceliophthora thermophila ISWI (5JXR) a.a. 173-718. (E-F) Superposition of 
Arabidopsis thaliana CHR11 and Myceliophthora thermophila ISWI structures with 
consistency color scheme (green indicates more consistent and red indicates less 
consistent). Black arrow denotes the predicted (A. thaliana) or validated (M. thermophila) 
binding pocket of histone H4 arginine 17 (Yan et al., 2016). The boxed regions are 
enlarged for further examinations in (B), (D), and (F). 
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ISWI complex (Clapier et al., 2001; Clapier et al., 2002; Dann et al., 2017; Fazzio et al., 

2005; Hamiche et al., 2001). In wild-type plants, H4R17 positively regulates the ISWI 

complex to slide nucleosomes and properly establish the nucleosome positioning 

patterns in the gene bodies of protein-coding genes (Figure 4.30). In rH4R17A mutant 

plants however, the positive regulation of ISWI by histone H4 is impaired so that evenly-

spaced nucleosome distributions are no longer observed in gene bodies. The altered 

nucleosome positioning patterns in gene bodies and the large-scale transcriptional 

changes in turn cause the observed pleiotropic developmental phenotypes.   
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Figure 4.30 Model for the regulation of flowering and plant development by H4R17. 

Proposed model for the function of histone H4 arginine 17 in the regulation of ISWI 
chromatin remodeling in plants. 5’ NFR: 5’ Nucleosome-Free Region. 
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Discussion 

Utility of histone H4 replacement system for assessing function of H4 residues 

 Our analyses of the rH4R17A mutant demonstrates the utility of our histone H4 

replacement system towards the assessment of H4 function in plants. While H4R17A 

replacement mutants have previously been generated in Saccharomyces cerevisiae (Dai 

et al., 2008; Govin et al., 2010a; Nakanishi et al., 2008), our Arabidopsis thaliana 

rH4R17A mutants represent the first mutants that allow us to study the effect of H4R17 

mutations in a multicellular eukaryote. With these experiments, we have identified 

several novel roles for H4R17 in plants, including the regulation of developmental 

processes such as flowering and fertility (Figure 4.1). Our analyses of global gene 

expression also revealed the abnormal expression of genes involved in the regulation of 

genome stability, such as gene silencing and the DNA damage response, in the 

rH4R17A mutant (Figure 4.17, Figure 4.18, Figure 4.19). Interestingly, in previous 

studies in budding yeast, H4R17A mutants were not observed to display negatively 

impacted sporulation (Govin et al., 2010a). Whether H4R17 regulates gametogenesis 

and other developmental processes in animals remains to be elucidated; however, 

mammals lacking PRMT7, the enzyme proposed to monomethylate H4R17, have been 

observed to display developmental defects (Akawi et al., 2015; Blanc et al., 2016; Jeong 

et al., 2016; Ying et al., 2015). Additionally, the H4R17 residue was found to be 

frequently mutated in human cancers (Bennett et al., 2019; Nacev et al., 2019). In 

summary, the Arabidopsis thaliana rH4R17A mutant provides us with a useful tool to 

study the effect of the H4R17A mutation in vivo in a multicellular organism. Moreover, 

we have generated a multitude of other rH4 mutants, which remain a resource for further 

characterization. 
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H4R17A mutation shows incomplete dominance 

Our results indicate that the H4R17A mutation demonstrated incomplete 

dominance over wild-type H4 (Figure 4.1, Figure 4.2). We also observed that the 

rH4R17A-2 mutant line displayed a more severe phenotype than the rH4R17A-1 mutant 

line (Figure 4.1, Figure 4.2). This differential phenotype was likely not attributable to 

different amounts of wild-type histone H4 remaining present in the plants, as both mutant 

lines displayed loss-of-function mutations in all endogenous histone H4 genes (Figure 

2.2, Figure 4.1). Previous work has shown that CRISPR/Cas9-mediated frameshift 

mutations can, in certain instances, lead to aberrant splicing that results in shorter or 

altered proteins that may retain their functionality (Kapahnke et al., 2016; Lalonde et al., 

2017). Therefore, it is possible that some potentially functional endogenous histone H4 

protein may continue to be translated, despite the frameshift mutations in the 

endogenous histone H4 genes, and differences in the amount of this functional histone 

H4 produced may result in a less drastic phenotype displayed by one of the rH4R17A 

lines. However, it is important to note that histone H4 is a relatively small, yet incredibly 

conserved protein (Figure 2.1) and we have found that plants can fail to tolerate some 

single amino acid substitutions in histone H4 (Figure 2.7B). Therefore, we propose that it 

would be unlikely that a truncated version of histone H4 would retain functionality, as 

even minimal changes to histone H4 can cause lethality in plants. Another factor that 

may cause differences in the phenotypes between the two rH4R17A mutant lines is 

random T-DNA integration and copy number variation of the T-DNA insertions (De Buck 

et al., 2009; Gelvin, 2017). These differences in T-DNA integration could cause different 

amounts of total histone H4 to be expressed from the transgene (e.g., by differential 

epigenetic regulation), which may also explain minor differences in the phenotypes 

observed. Analyses of histone abundance in replacement H4 lines are discussed in 

more detail in the next section. 
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Nevertheless, a mechanism of incomplete dominance aligns with our proposed 

model of action for the rH4R17A mutation. When some rH4R17A mutant histones are 

present in the chromatin of plants, ISWI function would be inhibited at some, but not all, 

nucleosomes. In contrast, when all nucleosomes contain rH4R17A mutant histones, 

ISWI function would be more severely inhibited. Therefore, compared to the situation 

where rH4R17A mutant histones comprise every nucleosome, we would expect to 

observe an intermediate phenotype when only some histone H4 proteins contain the 

R17A mutation while other histone H4 proteins are wild-type. 

 

Histone dosage compensation observed in rH4 plants 

 Supporting the results from our RT-qPCR experiments in Chapter 2, we 

observed significantly increased expression of H4 (At3g53730) in replacement H4 plants 

compared to Col, although the increase in H4 expression observed by RNA-seq 

corresponded to a lower set of values than those observed by RT-qPCR (Figure 4.9). 

With the RNA-seq data, we were further able to approximate the percentage of 

At3g53730 RNA expressed from the endogenous locus versus the replacement H4 

transgene. While we found that there was a 3- to 5-fold increase in At3g53730 RNA 

expression in replacement H4 plants compared to Col, approximately 25 to 50% of this 

increase could be attributed to non-functional endogenous At3g53730 RNA. With these 

results in mind, the amount of functional At3g53730 RNA in rH4 plants was closer to a 2- 

to 4-fold increase in expression compared to Col.  

We also assessed the RNA levels corresponding to the other core histone genes 

(H2A, H2B, and H3) in replacement H4 plants. We found that the RNA expression levels 

of H2A, H2B, and H3 were not increased in rH4-1 or rH4-2 plants, while the expression 

of several histone genes was upregulated in rH4R17A-1 and rH4R17A-2 plants (Figure 

4.10). The increase in expression of H2A, H2B, and H3 genes in rH4R17A plants may 
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be due to global transcriptional changes observed in these mutants due to the 

misregulation of ISWI-dependent nucleosome positioning. We also observed that the 

RNA expression for six out of the seven endogenous H4 genes targeted in the H4 

septuple mutant background was decreased in the rH4-1 and rH4-2 lines compared to 

Col. While two of these genes contain large deletions in the replacement H4 

backgrounds (Figure 2.2), potentially causing a reduction in the number of read counts 

aligning to these genes, the other genes contain small indels that would not majorly 

impact read alignment and therefore, these mutations would not be expected to affect 

the calculated read counts. Therefore, this observation suggests that RNA degradation 

is occurring on the mutant H4 transcripts expressed from the endogenous H4 genes in 

the replacement H4 lines.  

The wild-type expression levels of H2A, H2B, and H3 observed in rH4-1 and rH4-

2 plants and the reduced expression of many H4 genes in these lines conflict with the 

hypothesis of histone dosage compensation occurring by transcription factors targeting 

all histone genes, all replication-dependent histone genes, or all histone H4 genes (see 

Chapter 2). Further work assessing transcription factor binding sites in histone 

promoters could clarify which specific histone genes would be expected to be co-

regulated by transcription factors in this hypothesis. It also remains possible that the 

postulated degradation of H4 RNA is occurring due to compensatory mechanisms to 

prevent an excess of histone supply due to increased expression of certain histone 

genes, in which case, the above hypothesis could be correct. However, the current 

results seem to more strongly support the hypothesis that degradation of mutant H4 

mRNA causes increased H4 expression due to transcriptional adaptation (see Chapter 

2). 

 We further used these data to estimate the amount of functional H4 mRNA in 

replacement H4 plants compared to Col plants and calculated that replacement H4 
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plants contained significantly lower levels of functional H4 mRNA compared to Col. 

While these values are merely an estimate of the total levels of mRNA that could be 

utilized to produce functional H4 proteins, they do suggest that dosage compensation 

may also be occurring at the level of translation to ensure that wild-type levels of histone 

H4 proteins are being produced in replacement H4 plants to restore an approximately 

wild-type phenotype. Conversely, it may be possible that the levels of H4 mRNA 

observed in replacement H4 plants are sufficient for normal growth and development. 

Additionally, it is important to note that the mRNAs expressed from the different 

endogenous H4 genes are not necessarily translated at the same rates, and thus, the 

estimated functional H4 mRNA counts may not correlate precisely to the levels of H4 

protein observed in the plants.  

Finally, our results from these experiments remain somewhat puzzling given the 

fact that we did not observe the same degree of histone H4 dosage compensation by 

RNA-seq as we observed by RT-qPCR. We estimated that at the lowest end, some 

replacement H4 lines showed only a 2-fold increase in functional H4 (At3g53730) mRNA 

compared to Col plants, which is the same degree of increase that we calculated in the 

H4 septuple mutant with RT-qPCR (Figure 2.4A, Figure 2.9). However, the rescue of the 

H4 septuple mutant phenotype by the replacement H4 transgene strongly indicates that 

the amount of functional H4 in replacement H4 lines is higher than in the H4 septuple 

mutant background. As amplification efficiency of RT-qPCR primers is not exactly 100%, 

and moreover, the 2-fold increase calculated from the RNA-seq data was simply an 

estimation of functional H4 mRNA, these values are not entirely comparable. 

Additionally, one difference between the plants utilized in our RT-qPCR experiments and 

our RNA-seq experiments was that the remaining endogenous H4 gene had 

homozygous or biallelic mutations in our lines utilized in the RNA-seq experiments, while 

this gene was not necessarily uniformly mutated in the lines used in the RT-qPCR 
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experiments. Additional independent transgenic lines were also utilized in the RT-qPCR 

experiments compared to the RNA-seq experiments. Therefore, rH4 lines would not be 

expected to behave in exactly the same manner in the RT-qPCR and RNA-seq 

experiments. Further experiments assessing H4 protein levels in these different lines 

and assessing H4 mRNA and protein levels in H4 depletion backgrounds (such as the 

H4 septuple mutant) would further elucidate requirements for H4 expression and histone 

dosage compensation occurring in plants. 

 

Genome-wide transcriptional analyses uncover multiple biological processes 

affected by H4R17A mutation 

With our analyses of global transcriptional changes in rH4R17A mutant plants, 

we discovered several genomic and developmental processes regulated by H4R17, 

including flavonoid metabolism and biosynthesis, specification of symmetry and cell 

death, the cell cycle, the UV response/ the DNA damage response, and gene silencing 

(Figure 4.17, Figure 4.18, Figure 4.19). Interestingly, we previously observed that 

rH4R17A mutants displayed a higher chroma ratio than wild-type plants, indicating 

reduced anthocyanin content in these mutants (Figure 3.9D), which supports our RNA-

seq results. Specifically, we observed downregulation of genes playing a positive role in 

anthocyanin accumulation and upregulation of genes playing a negative role in 

anthocyanin accumulation (Figure 4.18C) (Nguyen et al., 2015), supporting our 

hypothesis that rH4R17A mutations result in reduced anthocyanin content. As flavonoids 

contribute to UV protection (Li et al., 1993), the abnormal UV response pathways 

observed in rH4R17A mutants could be an effect of altered flavonoid content. In fact, 

genes related to the process of anthocyanin accumulation in response to UV light were 

identified by our GO term enrichment analysis in rH4R17A-1 and rH4R17A-2 mutants. 

Further analysis of flavonoid content in rH4R17A mutants would further clarify how the 
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biosynthesis of secondary metabolites is regulated by H4R17. 

The low level of transposon reactivation and the upregulation of elements 

involved in the DNA damage response in rH4R17A mutants suggest that H4R17 plays a 

role in regulating genome stability. While we observed an approximately 3-fold increase 

in BRCA1 expression for rH4R17A-2 plants by RNA-seq, we did not observe this same 

increase for rH4R17A-1 plants (Figure 4.18A). Additionally, we did not observe BRCA1 

upregulation by RT-qPCR in our initial screens of rH4 mutants (Figure 3.16). However, 

we did previously observe transcriptional derepression of the typically silenced genomic 

element TSI in both the rH4R17A-1 and rH4R17A-2 mutants in our initial screens (Figure 

3.15). Interestingly, we also observed the upregulation of AGO9, which plays a role in 

TE silencing, with our RNA-seq analyses of rH4R17A mutants (Figure 4.18A) (Duran-

Figueroa and Vielle-Calzada, 2010). Further analysis of DNA damage in rH4R17A plants 

through experiments such as the comet assay, as well as quantification of transposon 

derepression through RT-qPCR of individual TEs, would further elucidate genome 

instability phenotypes observed in rH4R17A mutant plants. 

 

Altered PRMT7 function not responsible for H4R17 mutant phenotypes 

While no modifications on H4R17 have been identified in plants (Brabencova et 

al., 2017; Zhang et al., 2007a), monomethylation of H4R17 has been identified in yeast 

(Crespo et al., 2020), and mono- and dimethylation of H4R17 have been identified in 

mammals (Luense et al., 2016; Tweedie-Cullen et al., 2012). In vitro studies have 

implicated PRMT7 as the enzyme responsible for monomethylation of H4R17 in 

mammals, but further studies are required to confirm this interaction in vivo (Feng et al., 

2014b; Feng et al., 2013). PRMT7 has also been demonstrated to monomethylate 

H4R19 in vitro, although its preference was for H4R17 (Feng et al., 2013), and 

monomethylation of H4R19 has not been identified in mammals (Luense et al., 2016). 
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Due to PRMT7’s low activity compared to other methyltransferases, such as PRMT1 and 

PRMT5, and the technical limitations associated with using mass spectrometry for 

detecting rare modifications or modifications at highly basic regions, such as the basic 

patch of histone H4, complications exist towards assessing PRMT7 substrates in vivo 

(Feng et al., 2014b; Jain and Clarke, 2019; Jain et al., 2017). Nonetheless, PRMT7 

appears to have important functions in regulating development in mammals (Akawi et 

al., 2015; Blanc et al., 2016; Jeong et al., 2016; Ying et al., 2015), although PRMT7 has 

been shown to target non-histone substrates in addition to histone H4 (Feng et al., 2013; 

Gonsalvez et al., 2007; Jung et al., 2011). Intriguingly, monomethylation of H4R17 has 

also been demonstrated to significantly increase PRMT5-mediated methylation of H4R3 

in mammalian cells by allosterically activating PRMT5 into a high-activity conformation 

(Feng et al., 2014b), although further in vivo analyses of the relationship between 

PRMT7, PRMT5, and histone H4 methylation are required. 

We found that modulation of PRMT7 expression in Arabidopsis thaliana failed to 

result in phenotypes similar to rH4R17A mutants (Figure 4.3, Figure 4.4). Additionally, 

neither Arabidopsis thaliana H4R19 mutants nor H4R3 mutants display early flowering 

time phenotypes or other phenotypic similarities to H4R17 mutants (Table 3.1). Because 

PRMT7 is the only known modifier of H4R17 in any eukaryote (Feng et al., 2014b; Feng 

et al., 2013; Jain and Clarke, 2019), we therefore found that it is unlikely that the 

rH4R17A mutant phenotypes are caused by the interference of PTM deposition on 

H4R17. Further analyses could confirm whether there are any PTMs on H4R17 in 

Arabidopsis thaliana, although complicating factors outlined above regarding the 

difficulty of mass spectrometric analyses towards this application remain. The high level 

of conservation of H4 across eukaryotes should allow for commercial antibodies raised 

against H4R17me to be used in Arabidopis thaliana as an alternative method to probe 

for the existence of this chromatin mark in plants. However, commercial H4R17me 
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antibodies are currently rare and poorly validated.  

 

H4R17 regulates nucleosome remodeling in plants 

Our results support a model where H4R17 regulates various developmental 

processes in plants through positive regulation of the ISWI chromatin remodeling 

complex. Precisely how the rH4R17A and ISWI subunit mutations cause the differential 

gene expression that leads to the observed developmental phenotypes is one area for 

future investigations. Because the rH4R17A and ISWI subunit mutations cause a 

reduction of regular nucleosome positioning in gene bodies, and moreover, the 

nucleosome metaprofile corresponding to all inactive genes showed lower phasing in 

gene bodies than the nucleosome metaprofile corresponding to all active genes (Figure 

4.21), one hypothesis could be that impaired chromatin remodeling by the ISWI complex 

may cause highly expressed genes to behave similarly to lowly expressed genes due to 

a loss of nucleosome phasing. However, our results do not support this hypothesis for 

several reasons. While transcription and nucleosome positioning have been shown to be 

highly interconnected processes (Hughes et al., 2012; Jiang and Pugh, 2009; Struhl and 

Segal, 2013; Workman and Kingston, 1998), we and others have observed that 

mutations in H4R17 and plant ISWI complex subunits affect nucleosome positioning 

patterns in differentially and non-differentially expressed genes alike (Li et al., 2014). 

This result is consistent with the idea many factors on top of nucleosome positioning in 

gene bodies affect the transcription level of a gene, and thus in some cases, altered 

genic nucleosome positioning appears to majorly impact transcription, while in others, 

little change is observed (Bai and Morozov, 2010; Jiang and Pugh, 2009). Moreover, 

processes related to genetic robustness may also serve to counteract transcriptional 

fluctuations due to perturbations of nucleosome positioning (Masel and Siegal, 2009). 

Additionally, we observed that more highly and more lowly expressed genes maintained 
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separation in their t-SNE embeddings in rH4R17A and ISWI subunit mutants, whereas 

we may expect more highly expressed genes to lose separation from more lowly 

expressed genes if the above hypothesis were correct (Figure 4.23, Figure 4.25). Finally, 

we found a surprising result from our clustering analyses that groups mainly containing 

inactive genes can actually show higher phasing than groups mainly containing active 

genes (Figure 4.23). This result diverges from previously published data as well as our 

own initial analyses demonstrating that the average over all inactive (or lowly expressed) 

genes shows decreased nucleosome phasing compared to the average over all active 

(or highly expressed) genes (Figure 4.21) (Li et al., 2014). We hypothesized that the low 

phasing previously seen in our metaprofiles of all inactive genes may be due to the 

averaging of several highly phased, oscillating nucleosome array patterns, rather than 

being an indication of broadly disorganized nucleosome arrays.  

To test this hypothesis, we performed clustering analyses on all active genes and 

all inactive genes and found that the majority of the clusters that we identified in both 

groups corresponded to highly phased nucleosome arrays. Therefore, when the 

nucleosome occupancy over all active or all inactive genes is calculated, the averaging 

of the different oscillating phases of these nucleosome arrays likely leads to a 

degradation of the phasing pattern. As we observed that the metaprofile over all active 

genes displayed higher phasing than the metaprofile over all inactive genes, this result 

suggests that the oscillating phases of the nucleosome arrays in inactive genes are 

more discordant with each other compared to active genes, although further analysis is 

required to assess this hypothesis. Methods to quantify the phase shifts, amplitudes, and 

periods of the nucleosome occupancy metaprofiles corresponding to different groups of 

genes would help to elucidate differences in nucleosome positioning patterns between 

active and inactive protein-coding genes. Additionally, investigating the genes in these 

individual clusters in more detail could allow us to determine why specific phase shifts 
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are observed for different groups of genes. 

Our results conflict with one of the predominant models proposing why 

nucleosome metaprofiles averaging all inactive genes show lower phasing than 

nucleosome metaprofiles averaging all active genes in multicellular eukaryotes. In this 

model, “barrier complexes” (e.g., transcription factors) occupy the 5’ NFR of active 

genes and are flanked by highly phased -1 and +1 nucleosomes on either side (Chereji 

et al., 2019). In contrast, inactive genes lack barrier complexes upstream of the TSS due 

to the lack of transcription and consequently, nucleosome positioning is mainly 

determined by weak preference for DNA sequences. However, we observed that 

inactive genes and active genes both contained a 5’ NFR in plants (Figure 4.21) (Li et 

al., 2014; Zhang et al., 2015), unlike what is observed in animals (Chereji et al., 2019; 

Voong et al., 2016; West et al., 2014), opposing this model. Additionally, we found that a 

large percentage of both active and inactive genes contained highly phased +1 

nucleosomes resulting in regularly spaced nucleosome arrays in the gene body, and 

while we observed oscillating arrays due to phase shifts in different groups of genes, 

these oscillations were observed in both active and inactive genes. 

As we collected the genomic DNA for these MNase-seq experiments from leaf 

tissue, we assessed a heterogeneous population of cells pooling different cell types and 

cell cycle stages in these experiments. Experiments assessing a homogenous 

population of cells through tissue culture could theoretically further reduce the noise of 

our nucleosome positioning data, although epigenetic aberrations can be induced by the 

process of tissue culture (Bar and Benvenisty, 2019; Nestor et al., 2015; Wang et al., 

2013; Weissbein et al., 2017), complicating these analyses. Most MNase-seq 

experiments examining nucleosome phasing in animals have been performed in cultured 

cells (Chereji et al., 2019; Voong et al., 2016; West et al., 2014), which could partially 

explain differences that have been observed between plants and animals (e.g., in the 
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depletion/ lack of depletion of nucleosome occupancy around the TSS of inactive 

genes). Clustering analyses of animal nucleosome positioning data could elucidate 

whether active and inactive genes show similar nucleosome positioning patterns to 

plants. Studies in S. cerevisiae have demonstrated that transcription disrupts 

nucleosome arrays, leading to a reduction in phasing in the most highly expressed 

genes compared to less highly expressed genes (Chereji and Clark, 2018; Singh et al., 

2021; Voong et al., 2016), although there are not large groups of inactive genes in yeast 

with which to perform a comparative analysis. These results in yeast support our finding 

that more lowly expressed genes can demonstrate higher phasing than more highly 

expressed genes (Figure 4.23D), although extensive further experiments are required to 

determine precisely what factors determine nucleosome positioning patterns in different 

groups of genes at a global scale.  

Factors including DNA sequence (e.g., nucleosome destabilizing sequences in 

the 5’ NFR and sequences with high nucleosome affinity) and chromatin remodeling 

complexes play important roles in the establishment of proper nucleosome positioning at 

protein-coding genes (Singh et al., 2021). Notably, chromatin remodeling complexes 

such as the ISWI complex are proposed to be necessary for restoring proper 

nucleosome positioning in the case of disruption by the transcriptional machinery. In the 

absence of regularly phased nucleosome arrays in yeast, markers of genome instability 

such as cryptic transcription, DNA damage, ectopic recombination, and transposon 

integration within the gene accumulate (Singh et al., 2021), and thus, regularly phased 

nucleosome arrays appear to play a protective role against genome instability. With our 

results, we found that A. thaliana rH4R17A and ISWI subunit mutants exhibited several 

markers of genome instability, including the alteration of cell death pathways, DNA 

damage response pathways, and gene silencing pathways, in line with results described 

in yeast. 
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Further analysis of the ways in which rH4R17A and ISWI subunit mutations affect 

nucleosome positioning at the individual gene and global level would clarify how 

impaired ISWI chromatin remodeling leads to the transcriptional changes observed. For 

example, analyzing the genes comprising the different clusters that we identified (e.g., 

through GO term enrichment analysis, motif analysis, and analysis of neighboring 

genes) could allow us to identify patterns or similarities between genes in the same 

cluster, elucidating targeting of the ISWI complex and differential activity of the ISWI 

complex on diverse sets of genes. Additional analysis methods to comparatively 

evaluate the severity of the reduction of nucleosome phasing in the different clusters, as 

high variance between nucleosome peaks was observed to complicate analysis of mean 

peak height, could also allow us to determine which clusters of genes are most severely 

affected by rH4R17A or ISWI mutations and thus, elucidate how different groups of 

genes are affected by ISWI chromatin remodeling. 

ISWI chromatin remodeling complexes contain between two and four subunits in 

eukaryotes, including a conserved ATPase subunit and at least one accessory subunit 

(Aydin et al., 2014; Clapier and Cairns, 2009; Corona and Tamkun, 2004). Multiple types 

of ISWI complexes have been identified in animals, and the different accessory subunits 

in these complexes have been proposed to modulate the activity of the shared catalytic 

subunit as well as the specificity and target recognition of the complex (Aydin et al., 

2014; Lusser et al., 2005; Toto et al., 2014). In plants, there are three types of ISWI 

complexes that have been identified: the plant-specific CHR11/17-RLT1/2-ARID5 (CRA)-

type complex, the CHR11/17-DDP1/2/3-MSI3 (CDM)-type complex, and the CHR11/17-

DDR1/3/4/5-DDW1 (CDD)-type complex (Tan et al., 2020). The shared ISWI catalytic 

subunits CHR11 and CHR17 were also recently demonstrated to act as accessory 

subunits of the SWR1 chromatin remodeling complex in plants (Luo et al., 2020). Given 

that there are multiple types of ISWI complexes in plants, we demonstrated that 
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mutations in the CRA-type complex demonstrate a less severe impact on nucleosome 

positioning at all protein-coding genes compared to rH4R17A mutations, which is in line 

with the model that H4R17 regulates all three types of ISWI complexes through its 

interaction with the catalytic subunits CHR11 and CHR17 (Clapier et al., 2001; Clapier et 

al., 2002; Dann et al., 2017; Fazzio et al., 2005; Hamiche et al., 2001). Further 

characterization of the different ISWI complexes in plants, including their different 

targeting specificities to chromatin loci and the impact of the other identified CDM-type 

and CDD-type complexes on the regulation of both global transcription and nucleosome 

positioning, will contribute to elucidating their specific impacts on chromatin regulation. 

We observed that rH4R17A mutants displayed less severe transcriptional 

changes than arid5, rlt1/2, and chr11/17 mutants, with chr11/17 mutants displaying the 

most drastic transcriptional defects. Although we were unable to perform MNase-seq 

assays with chr11/17 mutants due to their severely reduced size and viability in our 

growth settings, previous MNase-seq experiments with chr11/17 mutants also appear to 

show more drastic nucleosome positioning defects in this background compared to what 

we observed in rH4R17A mutants (Li et al., 2014); however, assays performed on plants 

grown concurrently would be needed to confirm this observation. The rH4R17A mutant 

could display a less severe transcriptional and nucleosome positioning phenotype than 

chr11/17 mutants because the H4R17A mutation may not cause a complete loss of ISWI 

function, while abolition of the catalytic subunits of ISWI may be expected to cause a 

more severe impact on ISWI chromatin remodeling (and potentially an impact on SWR1 

chromatin remodeling as well). While in vitro experiments in M. thermophila showed that 

the H4R17A mutation significantly reduced the binding of ISWI with the H4 N-terminal 

peptide and the ATPase activity of ISWI (Yan et al., 2016), similar ITC measurements 

and ATPase assays evaluating how the H4R17A mutation affects the binding and 

activity of plant ISWI catalytic subunits would be informative. Additionally, biochemical 
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experiments using the human ISWI-family enzyme ACF demonstrated that the H4K16A 

mutation and deletion of H4 residues 1-19 both increased the duration of the pausing 

phase of ISWI remodeling without affecting the translocation phase (Hwang et al., 2014) 

and thus, while ISWI activity is affected by H4 N-terminal tail mutations, this complex 

appears to retain the ability to translocate nucleosomes in the presence of H4 mutations. 

Moreover, we would not expect the rH4R17A mutation to completely abolish the binding 

of the ISWI complex to chromatin, as the ISWI catalytic subunit likely binds additional 

histone residues (see below) as well as the DNA itself (Yan et al., 2016; Yan et al., 

2019). Accessory ISWI subunits also have chromatin-binding domains, such as ARID5, 

which recognizes H3K4me3 and AT-rich DNA (Tan et al., 2020). In addition, a human 

ISWI complex was demonstrated to associate with H4K4me3 and H4K16ac through its 

accessory subunit BPTF (Li et al., 2006; Ruthenburg et al., 2011; Wysocka et al., 2006). 

Therefore, it is likely that the ISWI complex retains some activity in the presence of the 

H4R17A mutation, which is supported by our results. Expressing CHR11 and CHR17 

with point mutations in the two conserved H4R17-binding residues in the chr11/17 

mutant background could be a useful future experiment to test our model. 

Experiments with yeast ISWI enzymes also revealed that neighboring residues 

on the H4 N-terminal tail (i.e., H4K16 and H4R19) likely play a role in ISWI regulation in 

addition to H4R17. For example, H4R19A and H4K16ac peptides were found to reduce 

the binding and the ATPase activity of M. thermophila ISWI, although to a lesser extent 

than the H4R17A mutation (Yan et al., 2016). Additionally, structural studies indicated 

that H4K16 may interact with two M. thermophila ISWI residues (Glu523 and Asp524), 

although not as strongly as H4R17 interacts with Glu474 and Asp524 (Yan et al., 2016). 

We observed in our experiments that the rH4K16R, rH4K16A, rH4R19K, and rH4R19A 

mutants failed to exhibit similar morphological or early flowering phenotypes to rH4R17A 

or rH4R17K mutants, although some H4K16 mutants displayed a slightly early floral 
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transition and/or modestly reduced rosette size (Table 3.1, Figure 3.1, Figure 3.2, Figure 

3.9). Further experiments assessing global gene expression and nucleosome positioning 

in H4K16 and H4R19 mutants, or combinatorial mutants at H4K16, H4R17 and H4R19, 

could reveal whether all of these H4 residues participate in the regulation of ISWI in 

plants. In vitro experiments measuring binding and ATPase activity of plant ISWI 

enzymes in the presence of these different mutant histone peptides would also be 

informative. Additionally, residues on histone H3 (Gln76 and Asp81 in S. cerevisiae) 

have also been implicated in ISWI binding via structural studies (Yan et al., 2019) and 

biochemical experiments have demonstrated that residues and PTMs on and 

neighboring the H2A/H2B acidic patch play an important role in the regulation of ISWI 

chromatin remodeling activity (Dann et al., 2017; Gamarra et al., 2018). Therefore, future 

experiments assessing these additional ISWI-interacting residues individually or in 

combination with the H4R17 mutation would elucidate how different histone residues 

interact to regulate ISWI chromatin remodeling. 

In the same thread, a screen of combinatorial mutations of H4 residues (or other 

histone residues) in combination with the rH4R17A mutation could comprehensively 

reveal whether mutations on other histone residues enhance or suppress the rH4R17A 

mutant phenotype. As we found that multiple chromatin remodelers displayed altered 

expression levels in our RNA-seq experiments, assessing the interplay of H4R17 and 

ISWI with other histone residues/ chromatin modifications would be an interesting future 

direction for this work. For example, we found that PRMT10 (which catalyzes 

H4R3me2s), ATX1 (which catalyzes H3K4me3), ATX2 (which catalyzes H3K4me2), and 

CLF (which catalyzes H3K27me3) all displayed altered expression in rH4R17A and ISWI 

subunit mutant backgrounds (Alvarez-Venegas et al., 2003; Niu et al., 2007; Saleh et al., 

2008; Schubert et al., 2006). Therefore, H4R3, H3K4, and H3K27 would be interesting 

candidates to investigate further, although we did not observe evident phenotypes for 
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individual H4R3 mutants except for smaller rosette size (Table 3.1, Figure 3.9). 

However, it is possible that combinatorial mutations of H4R3 and H4R17 could still 

enhance and/or suppress the rH4R17A mutant phenotype. 

Interestingly, the arid5 and rlt1/2 mutants displayed less severe nucleosome 

positioning defects over all protein-coding genes but more severe transcriptional defects 

than rH4R17A mutants. Additional experiments characterizing how these different 

mutations affect the nucleosome sliding activity of the ISWI complex and how precisely 

the ISWI complex regulates transcription would be necessary to determine why we 

observe these results. However, one possibility is that the rH4R17A mutation affects the 

action of all types of ISWI complexes in plants, but it does not completely abolish their 

function. In contrast, the arid5 and rlt1/2 mutations could have a more severe impact on 

only one specific type of ISWI complex (i.e., the CRA-type complex). For example, as 

ARID5 recognizes H3K4me3 (Tan et al., 2020), it may play a role in directing the ISWI 

complex to a specific subset of genes, and thus mutation of ARID5 could cause the 

mislocalization of the ISWI complex. These different mechanisms of action of the 

rH4R17A and ISWI accessory subunit mutations could induce the differing gene 

expression and nucleosome positioning phenotypes that we observed, although further 

work assessing the interplay between ISWI chromatin remodeling and gene expression 

is required. 

 

Perspectives 

 Our studies with the rH4R17A mutant exemplify the utility of our histone H4 

replacement system for assessing histone function. Currently, the A. thaliana rH4R17A 

mutant is the only genetic system allowing researchers to study the H4R17A mutation in 

a complete replacement setting in multicellular eukaryotes. While this mutant would 

theoretically be possible to generate in Drosophila melanogaster using existing histone 
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replacement strategies, replacement H4R17A mutant flies have not yet been assessed 

because PTMs on H4R17 have not been identified in this organism (Zhang et al., 2019). 

Our results gathered with A. thaliana rH4R17A mutants point to the benefit of our 

systematic screen, where we targeted every residue that can in theory be a target for 

PTMs on histone H4, rather than every residue that is a confirmed target for PTMs. This 

result also underscores how residues that are not targets for PTMs can play important 

roles in the regulation of chromatin and thus, including non-modifiable residues in future 

screens for histone function would be informative. An additional benefit of our system in 

A. thaliana is that mutant seed stocks are relatively easy to maintain in comparison to D. 

melanogaster mutant lines, facilitating our analyses of a large number of H4 mutations. 

In sum, the A. thaliana rH4R17A mutant has provided us with a novel system to study 

the role of H4R17 in vivo in multicellular eukaryotes and using this system, we identified 

a conserved regulatory relationship between H4R17 and ISWI chromatin remodeling. 

Future work assessing molecular mechanisms for other histone H4 replacement mutant 

phenotypes could therefore reveal important results about the ways in which histone 

residues regulate chromatin. 
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Summary 

Histone replacement systems represent valuable tools to directly assess the 

ways in which histone residues regulate different processes occurring on chromatin. 

However, multiple challenges have encumbered the development of histone 

replacement systems in plants. One major challenge is that plants contain large gene 

families with many copies of the core histone genes that are dispersed throughout the 

genome (Tenea et al., 2009). Additionally, gene targeting technologies in plants have 

very low efficiency compared to yeast and animal systems, mainly due to the fact that 

multicellular plants predominantly use the NHEJ pathway over the HR pathway for DNA 

repair (Fauser et al., 2012; Huang and Puchta, 2019; Puchta, 2005). Gene targeting also 

requires an exogenous DNA “template”, which is difficult to introduce into plant cells 

(Fauser et al., 2012; Huang and Puchta, 2019). However, recent improvements in gene 

editing technologies (i.e., CRISPR/Cas9) have facilitated the establishment of the 

complex histone deletion mutants that are necessary for the generation of histone 

replacement systems in plants. Moreover, as additional advancements are made, 

continued improvements and adaptations of existing histone replacement systems have 

become possible. 

Here, we have presented the establishment of a CRISPR/Cas9-based histone 

mutagenesis platform in the plant model system Arabidopsis thaliana. As proof-of-

concept, we targeted histone H4 for a systematic screen of modifiable residues on this 

protein. In the first generation after transformation, the histone H4 replacement plants 

contain loss-of-function mutations in seven out of the eight endogenous H4 genes, a 

gRNA targeting Cas9 to the remaining endogenous H4 gene, and a replacement H4 

gene expressing wild-type or modified histone H4 that is resistant to mutagenesis by 

Cas9. In subsequent generations, H4 replacement plants with a complete replacement 

of endogenous histone H4 with replacement histone H4 can be identified by genotyping. 
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We found that H4 septuple mutant plants, which have loss-of-function mutations in 

seven out of the eight endogenous H4 genes, exhibit drastic morphological phenotypes 

and increased genome instability due to the lack of sufficient histone H4 dosage. 

However, we demonstrated that H4 replacement plants expressing the wild-type H4 

replacement gene in the H4 septuple mutant background are phenotypically similar to 

wild-type plants and moreover, fail to exhibit any indications of increased genome 

instability. 

After this in vivo validation of our platform, we directly assessed the function of 

38 histone H4 residues, covering every residue on histone H4 that can in theory be a 

target for PTMs, to generate 63 H4 point mutants in total. Using our system, we 

identified many novel roles for residues on histone H4 in regulating diverse processes 

including flowering time, rosette morphology, endoreduplication, chromatin 

condensation, and gene silencing. One phenotype of interest that we identified was a 

previously uncharacterized role for H4R17 in regulating the floral transition. We then 

focused on determining a mechanism for the impact of H4R17 on the regulation of 

flowering time. Through phenotypic analyses and assessment of global nucleosome 

positioning and gene expression, we demonstrated the functional relationship between 

H4R17 and the ISWI chromatin remodeling complex in plants. We subsequently 

proposed a model where H4R17 positively regulates the catalytic subunits of the ISWI 

complex to establish regularly spaced nucleosome arrays in gene bodies in plants, 

representing a conserved mechanism in regard to the function of H4R17 in yeast and 

animals. Together, these studies demonstrate the utility of directly assessing the function 

of histone residues to reveal novel roles for histones in plants and more broadly, in all 

multicellular eukaryotes. 
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A novel system for studying histone function in plants 

In this dissertation, we have presented a new histone replacement system that 

facilitates the analysis of histone H4 functions on diverse processes in plants. Our 

results serve as proof-of-concept that complete histone replacement systems can be 

rapidly established in A. thaliana. In the future, this approach may be applied to generate 

similar systems to probe the functions of different histones or histone variants. The 

histone replacement system developed in this study for histone H4 will supplement 

already existing systems in S. cerevisiae and D. melanogaster to offer new biological 

insights into the roles of H4 in plants. In its current iteration, our system already provides 

the most extensive coverage of H4 mutants in a multicellular eukaryote, as the histone 

replacement system generated in D. melanogaster has only been used to generate 14 

H4 point mutants, compared to the 63 H4 point mutants generated with our system 

(Zhang et al., 2019). The incredibly high level of conservation of histone H4 between 

Arabidopsis thaliana and humans (Figure 2.1) provides one future direction for our 

system in its ability to be used to study the effect of histone H4 mutations implicated in 

human disease. Mutations in histones (“oncohistones”) have been linked to human 

cancers and several mutations in histone H4 have recently been identified with relatively 

high prevalence in tumor samples (Nacev et al., 2019). While we did generate 

substitution mutants at some of the implicated histone H4 residues in the experiments 

presented in this work, we did not generate the exact amino acid substitutions identified 

in the above studies. Studying the effect of these precise mutations on chromatin and 

development is thus a promising future direction for our histone H4 replacement system. 

Another future use of the histone replacement system is to study the effects of 

multiple mutations on histone H4, for example, to inactivate more than one pathway. 

While we attempted to generate combinatorial mutants of multiple lysines on the H4 N-

terminal tail in our screens, these mutations caused lethality and thus, we were unable to 
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perform detailed experiments assessing their impact on the regulation of chromatin. 

However, we identified many additional residues in our work that may be involved in the 

co-regulation of different biological processes and therefore would be interesting 

candidates for combinatorial mutations. Due to the relative ease of expressing new 

histone mutations in plants with our system, the generation of mutants for the above 

future directions should be straightforward and facilitate the rapid assessment of 

phenotypes caused by these mutations. 

Our CRISPR-based strategy to replace endogenous histones offers several 

advantages over other methods that can potentially be used to achieve complete histone 

replacement. For example, the rapid successful generation of the H4 septuple mutant in 

this work demonstrates that multiplex CRISPR/Cas9 can be used to efficiently inactivate 

a large number of histone genes in plants (LeBlanc et al., 2017). Using CRISPR/Cas9 

greatly reduces the amount of time and resources required to generate a histone 

depletion background, especially when compared to crossing individual histone mutants. 

The presence of tandem duplicated copies of histone genes (e.g., the H3.1 genes 

At5g10390 and At5g10400) can also preclude using traditional crossing schemes to 

generate backgrounds lacking a specific histone or histone variant. In addition, deploying 

multiplex CRISPR/Cas9 to inactivate endogenous histones will allow researchers to 

rapidly re-establish histone replacement systems in a specific mutant background, for 

example, to screen for point mutations in histones that enhance or suppress a 

phenotype of interest. Another advantage of our histone H4 replacement strategy is that 

we consistently observed high expression of the H4 replacement gene, which rescues 

the morphological phenotype of the H4 septuple background in all of our T1 lines (Fig. 

1A-C). While further work is required to determine why we observe high levels of 

expression of replacement H4, several factors including selection pressure during the 

recovery of transformants and histone dosage compensation could be contributing to 
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this phenomenon. Due to the above reasons, rH4 plants exclusively expressing mutant 

histones can predictably be obtained using our strategy. 

Several changes could be implemented to improve future histone replacement 

systems in A. thaliana. To control for differential effects caused by random T-DNA 

integration (Gelvin, 2017), we characterized in this work two independent transgenic 

lines expressing each H4 replacement construct. Ideally, gene targeting would be 

utilized to introduce the H4 mutations directly at an endogenous histone H4 locus. While 

gene targeting technologies in plants are currently inefficient (Fauser et al., 2012; Huang 

and Puchta, 2019; Puchta, 2005), as additional improvements in gene targeting are 

developed, in situ histone replacement systems in plants analogous to platforms already 

existing in yeast and Drosophila melanogaster may also become feasible. Additionally, 

more precise control over the dosage of the replacement histone could also serve to 

improve this system. It was recently shown that while yeast histone replacement 

systems utilizing single-copy integrated histone genes expressing certain mutant 

histones cannot survive, the addition of a second copy of the mutant histone gene 

rescues this lethality (Jiang et al., 2017). For our system, we utilized a single 

endogenous histone H4 gene for the H4 replacement gene, rather than generating eight 

histone H4 replacement genes corresponding to each endogenous histone H4 gene 

present in the A. thaliana genome. While we observed that rH4 plants appear 

morphologically wild-type due to high H4 expression, it may be important to study the 

function of the other endogenous H4 genes, or the requirement for A. thaliana to have 

eight copies of the H4 genes in its genome. Although labor-intensive, future strategies 

simultaneously using multiple endogenous H4 genes as H4 replacement genes could 

therefore be more reflective of the H4 supply available to wild-type plants.  

Compared to simply expressing mutant histones in a wild-type background, there 

are several advantages to completely replacing expression of endogenous histones with 
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mutant histones. First, complete histone replacement reveals all phenotypes caused by 

the histone mutation, instead of only dominant phenotypes. In certain cases, researchers 

may want to examine histone mutations in a dominant context, such as when studying 

some histone mutations that are known to cause diseases in humans but which 

comprise only a portion of chromatin. For example, H3K27M mutant histones were 

overexpressed in flies in a wild-type background as a model to study the role of this 

dominant gain-of-function mutation in pediatric brain cancers (Herz et al., 2014). 

However, there are many cases where researchers may want to perform broader 

screens that can reveal roles for histone residues that are more subtle. While we 

observed that the H4R17A mutation displayed incomplete dominance in plants, 

expression of wild-type histone H4 may completely restore a normal phenotype in the 

presence of other mutant H4 proteins assessed in our screens and thus, we may miss 

mutant phenotypes by studying histone mutations in a wild-type or partial replacement 

background. As such, researchers may want to study genetic systems where the 

mutated histone is the only protein pertaining to that histone type that is present in 

chromatin to eliminate extenuating factors in the experiment. On the other hand, histone 

mutations are more likely to cause lethality or sterility in a complete replacement 

background and consequently can be more difficult or impossible to study. In addition, it 

is possible that expressing mutant histones in Col may lead to cytotoxicity due to the 

excess accumulation of histone supply (Gunjan and Verreault, 2003; Meeks-Wagner and 

Hartwell, 1986; Singh et al., 2009; Singh et al., 2010). However, various mechanisms 

exist to combat the accumulation of excess histones and can serve to regulate histone 

supply under conditions of histone overexpression (Gunjan and Verreault, 2003; Kaygun 

and Marzluff, 2005a, b; Singh et al., 2009; Sittman et al., 1983). Finally, one 

disadvantage of histone replacement systems is that they are more labor-intensive to 

establish. Nonetheless, once these mutant lines are generated, they can serve as a 
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valuable resource for answering questions in chromatin biology. For example, with the 

existing library of rH4 mutants described in this work, many other screens can be 

performed to assess the impact of H4 residues on regulating various biological 

processes, such as stress responses and developmental processes. Consequently, this 

histone replacement system serves as a valuable resource for the plant research and 

epigenetics research communities, as it represents the largest collection of H4 point 

mutants in any multicellular organism.  
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Materials and Methods 

Plant materials 

All Arabidopsis plants were derived from the Columbia ecotype and grown in Pro-

Mix BX Mycorrhizae soil under cool-white fluorescent lights (approximately 100 μmol m−2 

s−1). Seeds were surface-sterilized with a 70% ethanol, 0.1% Triton solution for 5 

minutes, and then with 95% ethanol for one minute. Seeds were spread on sterilized 

paper and plated on 0.5% Murashige-Skoog (MS) plates. Seeds were stratified in the 

dark at 4°C for 2 to 4 days, transferred to the growth chamber for 5 days, and then 

transplanted to soil. Plants grown in long-day conditions were grown for 16 hours light/ 8 

hours dark and plants grown in short-day conditions were grown for 8 hours light/ 16 

hours dark. 

The chr11 (GK-424F01)/ chr17 (GK-424F04) double mutant was described 

previously (Li et al., 2012). The arid5 (SALK_111627), prmt7-1 (SALK_028160), and 

prmt7-2 (SALK_039529) T-DNA insertion mutants were obtained from the Arabidopsis 

Biological Resource Center. The pie1 T-DNA insertion mutants were initially obtained 

from the Arabidopsis Biological Resource Center (SALK_096434) and the pie1 mutants 

used in this work were seeds collected from homozygous pie1 plants. The rlt1 

(SALK_099250)/ rlt2 (SALK_132828) double mutants were generated by crossing. Due 

to severely reduced fertility, chr11/17 and arid5 mutants were maintained in a 

heterozygous state. 

 

Generation of transgenic Arabidopsis plants 

Binary vectors were transformed into Agrobacterium tumefaciens (strain 

GV3101) using heat shock and plants were transformed with these constructs using the 

floral dip procedure as described previously (Clough and Bent, 1998). Transgenic plants 

for the generation of the H4 septuple mutant were selected on 0.5 MS plates containing 
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1% sucrose, carbenicillin (200 μg ml−1) and kanamycin (100 μg ml−1). Transgenic H4 

replacement plants were selected on 0.5 MS plates containing 1% sucrose, carbenicillin 

(200 μg ml−1) and glufosinate ammonium (25 μg ml−1). Plants were subjected to heat 

stress treatments as described previously (LeBlanc et al., 2017). The plants were grown 

continuously at 22°C from that point on. 

 

Flowering time 

Days to flower was measured when a 1 cm bolting stem was visible. Rosette 

leaves were counted at day of flowering. 

 

Rosette measurements 

Rosette area was measured using the ARADEEPOPSIS workflow (Huther et al., 

2020). The chroma ratio was calculated as follows: 2 × mean green intensity / (mean 

blue intensity + mean red intensity) 

 

Plasmid construction 

CRISPR constructs used to generate the H4 septuple mutant were inserted into 

the pYAO-Cas9-SK vector as described previously (Yan et al., 2015). 

The H4 replacement plasmid was made by amplifying the promoter (967 bp 

upstream of start codon), gene body, and terminator (503 bp downstream of stop codon) 

of H4 (At3g53730) into pENTR/D (ThermoFisher Scientific, Waltham, MA, USA). Site-

directed mutagenesis of pH4::H4 in pENTR/D using QuikChange II XL (Agilent 

Technologies, Santa Clara, CA, USA) was first performed to create plasmids with 10 

silent mutations in the H4 coding sequence. These silent mutations were engineered to 

test the resistance of the H4 replacement gene against multiple gRNAs. Additional site-
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directed mutagenesis of this vector was performed to generate a library of 63 H4 point 

mutant genes. 

Each pH4::H4 sequence was then transferred into the binary vector pB7WG, 

containing the H4 gRNA, using Gateway Technology. The binary vector pB7WG 

containing the H4 gRNA was generated as follows: The AtU6-26-gRNA vector 

containing the gRNA targeting H4 (At3g53730) was first digested with the restriction 

enzymes SpeI and NheI, and the digestion products were run on a 1% agarose gel. 

Then, the band containing the H4 gRNA was cut out and ligated into the binary vector 

pB7WG, which had been digested with the restriction enzyme SpeI. 

The PRMT7 overexpression construct was created by cloning the genomic 

PRMT7 gene (from ATG to stop codon, including introns) into pDONR207, and then 

subcloning the gene into pMDC32 (Curtis and Grossniklaus, 2003). 

 

DNA extraction, PCR and sequencing analyses 

Genomic DNA was extracted from Arabidopsis plants by grinding one leaf in 

500 μl of Extraction Buffer (200 mM of Tris-HCl pH8.0, 250 mM NaCl, 25 mM 

ethylenediaminetetraacetic acid (EDTA) and 1% SDS). Phenol/chloroform (50 μl) was 

added and tubes were vortexed, followed by centrifugation for 10 minutes at 3220g. The 

supernatant was transferred to a new tube and 70 μl of isopropanol was added, followed 

by centrifugation for 10 minutes at 3200g. The supernatant was removed and the DNA 

pellets were resuspended in 100 μl of water. 

PCR products were sequenced and analyzed using Sequencher 5.4.6 (Gene 

Codes Corporation, Ann Arbor, MI, United States) to identify CRISPR-induced 

mutations. To assess the rate of mutation of the remaining endogenous H4 gene 

(At3g53730) in the H4 septuple mutant by the gRNA in the H4 replacement plasmid, 

endogenous H4 PCR products were cloned into TOPO TA cloning vectors (Invitrogen, 
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Carlsbad, CA, United States). Ten to sixteen individual clones corresponding to each 

plant were sequenced. 

 

RT-qPCR 

RNA was extracted from 4-week-old leaf tissue with TRIzol (Invitrogen) and 

DNase treated using RQ1 RNase-Free DNase (Promega, Madison, WI, USA). Three 

biological replicates were assessed. SuperScript II Reverse Transcriptase (Invitrogen) 

was used to produce cDNA. Reverse transcription was initiated using random hexamers 

(Applied Biosystems, Foster City, CA, United States). Quantification of cDNA was done 

by real-time PCR using a CFX96 Real-Time PCR Detection System (Bio-Rad, Hercules, 

CA, USA) with KAPA SYBR FAST qPCR Master Mix (2x) Kit (Kapa Biosystems, 

Wilmington, MA, USA). Relative quantities were determined by using a comparative Ct 

method as follows: Relative quantity = 2(−((Ct GOI unknown − Ct normalizer unknown) − (Ct GOI 

calibrator − Ct normalizer calibrator))), where GOI is the gene of interest (Livak and Schmittgen, 

2001). ACTIN7 (AT5G09810) was used as the normalizer. 

 

Flow cytometry 

Rosette leaves from four-week-old plants were finely chopped in 0.5 ml Galbraith 

buffer (45 mM MgCl2, 20 mM MOPS, 30 mM sodium citrate, 0.1% Triton X-100, 40 µg/µl 

RNase A) using a razor blade. The lysate was filtered through a 30 µm mesh (Sysmex 

Partec, Gorlitz, Germany). Propidium iodide (Sigma, St. Louis, MO) was added to each 

sample to a concentration of 20 µg/ml and vortexed for 3 seconds. Each sample was 

analyzed using a BD FACS LSR Fortessa X20 (Becton Dickinson, Franklin Lakes, NJ). 

Quantification (nuclei counts and robust CV values) was performed using Flowjo 10.0.6 

(Tree Star, Ashland, Oregon). 
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Immunostaining 

Leaves from 4-week-old plants were fixed in 3.7% formaldehyde in cold Tris 

buffer (10 mM Tris-HCl pH 7.5, 10 mM NaEDTA, 100 mM NaCl) for 20 minutes. 

Formaldehyde solution was removed and leaves were washed twice for 10 minutes in 

Tris buffer. The leaves were then finely chopped with razor blade in 500 μl LB01 buffer 

(15 mM Tris-HCl pH7.5, 2 mM NaEDTA, 0.5 mM spermine-4HCl, 80 mM KCl, 20 mM 

NaCl and 0.1% Triton X-100). The lysate was filtered through a 30 µm mesh (Sysmex 

Partec, Gorlitz, Germany). 5 μl of lysate was added to 10 μl of sorting buffer (100 mM 

Tris-HCl pH 7.5, 50 mM KCl, 2mM MgCl2, 0.05% Tween-20 and 5% sucrose) and 

spread onto a coverslip until dried. Cold methanol was added onto each coverslip for 3 

minutes, then rehydrated with TBS-Tx (20 mM Tris, pH 7.5, 100 mM NaCl, 0.1% Triton 

X-100) for 5 minutes. The coverslips were mounted onto slides with Vectashield 

mounting medium DAPI (Vector Laboratories, Burlingame, CA). 

Nuclei were imaged on a Nikon Eclipse Ni-E microscope with a 100X CFI 

PlanApo Lamda objective (Nikon). Digital images were obtained using an Andor Clara 

camera. Z-series optical sections of each nucleus were obtained at 0.3 μm steps. 

Images were deconvolved by ImageJ using the deconvolution plugin. 

 

Dimensionality reduction and clustering 

For flowering time data, principal component analysis of four variables (day 

number in long-day, leaf number in long-day, day number in short-day, and leaf number 

in short-day) was performed. For rosette morphology, principal component analysis of 20 

variables was performed. We centered variables at mean 0 and set the standard 

deviation to 1. We took the first two principal components, which explained 98% of the 

variance for flowering time data and 74% of the variance for rosette morphology data. k-

means clustering was performed 40 times with random initializations on the first two 
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principal components to identify three clusters. Analyses were performed in RStudio with 

R version 3.6.1 (Team, 2018). 

For nucleosome positioning data, t-SNE of 200 variables corresponding to 10-bp 

bins centered around the TSS was performed. k-means clustering was performed on Col 

nucleosome positioning data that was centered at mean 0 with standard deviation set to 

1. Clusters with fewer than 10 genes were discarded. Analyses were implemented using 

Scikit-learn (Pedregosa et al., 2011) in JupyterLab (Python version 3.8.8). 

 

Endoreduplication index 

To quantify variation in endoreduplication, we calculated the endoreduplication 

index as described previously (Sterken et al., 2012). The endoreduplication index was 

calculated as the weighted number of endoreduplication cycles per nucleus: (0 × %2C) + 

(1 × %4C) + (2 × %8C) + (3 × %16C) + (4 × %32C) 

 

Next-generation sequencing library preparation 

RNA-seq and MNase-seq libraries were prepared at the Yale Center for Genome 

Analysis (YCGA). Leaves of 4-week-old plants grown in short-day conditions were 

frozen in liquid nitrogen, ground with a mortar and pestle, and then RNA was extracted 

using the RNeasy Plant Mini Kit (Qiagen, Hilden, Germany). RNA quality was confirmed 

through analysis of Agilent Bioanalyzer 2100 electropherograms. Library preparation 

was performed using Illumina’s TruSeq Stranded Total RNA with Ribo-Zero Plant in 

which samples were normalized with a total RNA input of 1 μg and library amplification 

with 8 PCR cycles. MNase-digested DNA was collected as described previously (Pajoro 

et al., 2018) with the following modifications: 2 g of leaf tissue from 4-week-old plants 

grown in short-day conditions was ground in liquid nitrogen and resuspended in 20 ml of 

lysis buffer for 15 minutes at 4°C. The resulting slurry was filtered through a 40 μm cell 
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strainer into a 50 ml tube. Samples were centrifuged for 20 minutes at 3200g. The 

resulting pellets were resuspended in 10 ml of HBB buffer and centrifuged for 10 

minutes at 1500g. Pellets were successively washed in 5 ml wash buffer and 5 ml 

reaction buffer. MNase-seq library preparation was performed using the KAPA Hyper 

Library Preparation kit (KAPA Biosystems, Part#KK8504). For each biological replicate, 

pooled leaf tissue from three plants was used. Libraries were validated using Agilent 

Bioanalyzer 2100 Hisense DNA assay and quantified using the KAPA Library 

Quantification Kit for Illumina® Platforms kit. Sequencing was done on an Illumina 

NovaSeq 6000 using the S4 XP workflow. 

 

RNA-seq processing and analysis 

Two independent biological replicates for Col, rH4-1, rH4-2, rH4R17A-1, 

rH4R17A-2, arid5, rlt1/2, chr11/17, and pie1 were sequenced. Paired-end reads were 

filtered and trimmed using Trim Galore! (version 0.5.0) with default options for quality 

(https://github.com/FelixKrueger/TrimGalore). The resulting data sets were aligned to the 

Araport11 genome (Cheng et al., 2017) using STAR (version 2.7.2a) allowing 2 

mismatches (--outFilterMismatchNmax 2) (Dobin et al., 2013). Protein-coding genes 

were defined as described in the Araport11 genome annotation (Cheng et al., 2017). 

The program featureCounts (version 1.6.4) (Liao et al., 2014) was used to count the 

paired-end fragments overlapping with the annotated protein-coding genes. Differential 

expression analysis of protein-coding genes was performed using DESeq2 version 1.26 

(Love et al., 2014) on raw read counts to obtain normalized fold changes and Padj-

values for each gene. Genes were considered to be differentially expressed if they 

showed >±1.5-fold-change and Padj-value <0.05. TPM (transcripts per million) values 

were calculated for TEs. TEs were considered to be upregulated if they showed >2-fold 

upregulation compared to Col and had a TPM value >5 in both biological replicates. 
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Heatmaps, Venn diagrams, correlation plots and correlation matrices were plotted using 

RStudio with R version 3.6.1 (Team, 2018). GO term enrichment analysis was 

performed in R with clusterProfiler using pvalueCutoff = 0.05 and qvalueCutoff = 0.10 

(version 3.0.4) (Yu et al., 2012). Consistency between biological replicates was 

confirmed by Spearman correlation using deepTools2 (version 2.7.15) (Ramirez et al., 

2016). deepTools2 was used to generate bam coverage profiles for visualization with 

Integrative Genomics Viewer version 2.8.9 (Robinson et al., 2011). 

 

MNase-seq processing and analysis 

Two independent biological replicates for Col, rH4-2, rH4R17A-1, arid5, and 

rlt1/2 were sequenced. Paired-end reads were filtered and trimmed using Trim Galore! 

(version 0.5.0) with default options for quality 

(https://github.com/FelixKrueger/TrimGalore). Bowtie2 version 2.4.2 (Langmead and 

Salzberg, 2012) was used to align the reads to the Araport11 genome (Cheng et al., 

2017) with the --very-sensitive parameter. Protein-coding genes were defined as 

described in the Araport11 genome annotation (Cheng et al., 2017). Duplicate reads 

were removed using Picard toolkit version 2.9.0 (toolkit., 2019) (MarkDuplicates with 

REMOVE_DUPLICATES=true) and the insertion size was filtered from 140 bp to 160 bp 

using SAMtools version 1.11 (Li et al., 2009). The average nucleosome occupancy 

corresponding to the regions 1 kb upstream and downstream of the TSS of all protein-

coding genes was calculated using the bamCoverage (--MNase parameter specified) 

and computeMatrix functions of deepTools2 version 2.7.15 (Ramirez et al., 2016). 

Normalization was performed by scaling with the effective library size calculated by the 

calcNormFactors function using edgeR version 3.28.1 (Robinson et al., 2010). 

Consistency between biological replicates was confirmed by Spearman correlation using 

deepTools2. Fold change in ∆Nucleosome Occupancy at each nucleosome peak relative 
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to Col was calculated with a custom Python script (https://github.com/etc27/MNaseseq-

workflow/analysis/peak_height) as follows: ∆Nucleosome Occupancy = peak maximum – 

(5’ peak minimum + 3’ peak minimum)/2. The 3’ peak minimum was used as the 

minimum for the +1 nucleosome. 

 

Model building 

The homology model for Arabidopsis thaliana CHR11 (a.a. 176-706) was built 

with Swiss-Model against the Myceliophthora thermophila ISWI reference structure 

(5JXR) (Biasini et al., 2014; Yan et al., 2016). 

 

Primers 

All primers used in this study are listed in Supplemental Table 6. 

 

Statistical analyses 

All measurements with statistical analyses were taken from multiple independent 

biological replicates. Means and error bars are indicated in the figure legends and are 

measured from the indicated sample sizes. Appropriate statistical tests were applied and 

statistical significance was defined as specified in figure legends (p<0.05 or p<0.01). 

 

Data availability statement 

Raw RNA-seq and MNase-seq data have been deposited in the Gene 

Expression Omnibus database with the accession code GSE190317. Statistics for 

mapping and coverage of the NGS data are provided in Supplemental Table 7. 
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Accession numbers 

Accession numbers of genes reported in this study include: AT3G53730 (H4), 

AT1G07660 (H4), AT1G07820 (H4), AT2G28740 (H4), AT3G45930 (H4), AT5G59690 

(H4), AT3G46320 (H4), AT5G59970 (H4), AT5G65360 (HTR1, H3.1), AT1G09200 

(HTR2, H3.1), AT4G40030 (HTR4, H3.3), AT4G40040 (HTR5, H3.3), AT5G10980 

(HTR8, H3.3), AT1G51060 (HTA10, H2A), AT1G08880 (HTA5, H2A.X), AT5G59870 

(HTA6, H2A.W), AT5G27670 (HTA7, H2A.Z), AT1G52740 (HTA9, H2A.Z), AT5G22880 

(HTB2, H2B), AT5G59910 (HTB4, H2B), AT2G37470 (HTB5, H2B), AT3G45980 (HTB9, 

H2B), AT3G46030 (HTB11, H2B), AT4G21070 (BRCA1), AT1G65480 (FT), AT2G45660 

(SOC1), AT4G16570 (PRMT7), AT3G06400 (CHR11), AT5G18620 (CHR17), 

AT3G43240 (ARID5), AT1G28420 (RLT1), AT5G44180 (RLT2), AT3G12810 (PIE1), 

AT5G60910 (FUL), AT2G23380 (CLF), AT1G66650 (STUbL4), AT1G04870 (PRMT10), 

AT2G31650 (ATX1), AT1G05830 (ATX2), AT5G65050 (MAF2), AT5G65060 (MAF3), 

AT2G03500 (EFM), AT1G79430 (APL), AT5G21150 (AGO9), AT5G66130 (RAD17), 

AT3G01330 (DEL3), AT3G12280 (RBR), AT5G67260 (CYCD3;2), AT1G70000 (MYBD), 

AT5G47390 (MYBH), and AT5G09810 (ACTIN7). 
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Supplemental Tables 

Biological Processes Enriched in rH4R17A-1 mutants p.adjust Count 
pattern specification process 3.17E-08 52 
determination of bilateral symmetry 1.56E-07 27 
specification of symmetry 1.56E-07 27 
response to UV 1.58E-07 40 
organic anion transport 1.71E-07 45 
organic acid transport 3.70E-07 42 
carboxylic acid transport 3.70E-07 42 
flower morphogenesis 2.03E-06 18 
amino acid transport 2.03E-06 38 
pigmentation 2.54E-06 23 
pigment accumulation 2.54E-06 23 
pigment accumulation in response to UV light 2.54E-06 23 
pigment accumulation in tissues in response to UV light 2.54E-06 23 
pigment accumulation in tissues 2.54E-06 23 
anthocyanin accumulation in tissues in response to UV light 2.54E-06 23 
xylem and phloem pattern formation 5.08E-06 21 
flavonoid metabolic process 8.91E-06 35 
flavonoid biosynthetic process 1.54E-05 32 
meristem maintenance 4.01E-05 37 
shoot system morphogenesis 4.10E-05 52 
meristem initiation 0.0001887 25 
response to gibberellin 0.00032577 24 
phenylpropanoid metabolic process 0.00020403 26 
xylem development 0.00107481 15 
anthocyanin-containing compound metabolic process 0.00121694 15 
programmed cell death 0.00127349 45 
cell death 0.00159375 48 
anthocyanin-containing compound biosynthetic process 0.00165102 12 
meristem structural organization 0.00168174 30 
leaf morphogenesis 0.00193551 26 
root hair elongation 0.00387671 23 
root hair cell development 0.00468721 24 
axis specification 0.00589279 14 
regulation of meristem growth 0.01278699 20 
polarity specification of adaxial/abaxial axis 0.01389042 12 
regulation of meristem development 0.01439659 24 
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Biological Processes Enriched in rH4R17A-1 mutants p.adjust Count 
pigment metabolic process 0.01483195 33 
positive regulation of flavonoid biosynthetic process 0.01635689 14 
adaxial/abaxial axis specification 0.01643902 12 
specification of axis polarity 0.01643902 12 
phenylpropanoid biosynthetic process 0.0169028 17 
cellular response to red light 0.0169028 4 
gibberellic acid mediated signaling pathway 0.01784692 12 
gibberellin mediated signaling pathway 0.01951612 12 
meristem growth 0.01992772 20 
response to hydrogen peroxide 0.02221529 21 
adaxial/abaxial pattern specification 0.0279999 12 
cotyledon morphogenesis 0.02840673 5 
regulation of programmed cell death 0.02933355 35 
response to light intensity 0.0297311 27 
regulation of cell size 0.03141515 9 
leaf development 0.0332286 37 
regulation of cell death 0.03746393 35 
pigment biosynthetic process 0.04537603 25 
root cap development 0.04537603 4 

 
Supplemental Table 1 Selected biological pathways identified with GO term 

enrichment analysis in rH4R17A-1 mutants. 

 
  



 
261 

Biological Processes Enriched in rH4R17A-2 mutants p.adjust Count 

flavonoid biosynthetic process 4.41E-09 40 
flavonoid metabolic process 6.56E-09 42 
response to gibberellin 1.42E-08 33 
response to UV 1.89E-08 41 
response to salicylic acid 2.30E-08 61 
response to water deprivation 2.21E-07 54 
response to water 3.77E-07 54 
response to UV-B 3.12E-06 22 
cell death 2.21E-05 55 
programmed cell death 2.50E-05 51 
anthocyanin-containing compound biosynthetic process 3.99E-05 15 
anthocyanin-containing compound metabolic process 3.99E-05 18 
regulation of flavonoid biosynthetic process 0.00013345 21 
regulation of programmed cell death 0.00029788 43 
regulation of cell death 0.00041307 43 
phenylpropanoid metabolic process 0.00047144 25 
positive regulation of flavonoid biosynthetic process 0.00087651 17 
circadian rhythm 0.00103196 23 
gibberellic acid mediated signaling pathway 0.00201712 14 
gibberellin mediated signaling pathway 0.0022728 14 
cellular response to red or far red light 0.00245134 10 
regulation of hydrogen peroxide metabolic process 0.00260193 23 
red or far-red light signaling pathway 0.00717385 9 
cuticle development 0.01326372 9 
response to ionizing radiation 0.01633143 13 
secondary metabolite biosynthetic process 0.01768475 30 
pigment biosynthetic process 0.02426568 26 
regulation of anthocyanin metabolic process 0.02524047 7 
pigmentation 0.0281034 14 
pigment accumulation 0.0281034 14 
pigment accumulation in response to UV light 0.0281034 14 
pigment accumulation in tissues in response to UV light 0.0281034 14 
pigment accumulation in tissues 0.0281034 14 
anthocyanin accumulation in tissues in response to UV light 0.0281034 14 
phenylpropanoid biosynthetic process 0.03051204 16 
cellular response to radiation 0.03106486 11 
pattern specification process 0.03215051 31 
double-strand break repair 0.03696349 13 
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Biological Processes Enriched in rH4R17A-2 mutants p.adjust Count 

regulation of seed germination 0.03729301 10 
regulation of seedling development 0.04820239 10 

 
Supplemental Table 2 Selected biological pathways identified with GO term 

enrichment analysis in rH4R17A-2 mutants. 
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Biological Processes Enriched in arid5 mutants p.adjust Count 

response to wounding 2.07E-15 129 
flavonoid metabolic process 2.07E-15 103 
flavonoid biosynthetic process 2.07E-15 95 
mitotic cell cycle process 2.47E-15 104 
cytokinesis by cell plate formation 1.31E-14 89 
cytokinetic process 1.31E-14 89 
mitotic cytokinetic process 1.31E-14 89 
mitotic cytokinesis 3.01E-14 90 
cytokinesis 4.93E-14 90 
cytoskeleton-dependent cytokinesis 4.93E-14 90 
regulation of DNA replication 2.48E-13 65 
microtubule cytoskeleton organization 1.08E-12 96 
meristem maintenance 1.10E-11 105 
phenylpropanoid metabolic process 1.71E-10 74 
regulation of cell cycle phase transition 2.72E-10 38 
regulation of mitotic cell cycle phase transition 2.72E-10 38 
cell cycle phase transition 4.82E-10 39 
mitotic cell cycle phase transition 4.82E-10 39 
mitotic cell cycle 4.88E-10 130 
DNA replication 5.14E-10 105 
histone lysine methylation 5.80E-10 87 
histone phosphorylation 9.44E-10 35 
cell division 9.44E-10 113 
pattern specification process 9.44E-10 115 
response to UV 1.20E-09 89 
positive regulation of flavonoid biosynthetic process 1.78E-09 48 
secondary metabolite biosynthetic process 2.21E-09 106 
regulation of G2/M transition of mitotic cell cycle 2.56E-09 35 
regulation of cell cycle G2/M phase transition 2.56E-09 35 
histone modification 3.10E-09 116 
cell death 3.93E-09 149 
regulation of flavonoid biosynthetic process 4.13E-09 53 
G2/M transition of mitotic cell cycle 4.13E-09 35 
cell cycle G2/M phase transition 4.13E-09 35 
histone H3-K9 methylation 5.59E-09 70 
histone H3-K9 modification 5.59E-09 70 
gene silencing 7.37E-09 122 
regulation of cell cycle process 1.12E-08 57 



 
264 

Biological Processes Enriched in arid5 mutants p.adjust Count 

chromatin silencing 1.26E-08 85 
DNA-dependent DNA replication 1.64E-08 87 
negative regulation of gene expression, epigenetic 2.34E-08 85 
regulation of growth 2.62E-08 100 
programmed cell death 3.35E-08 134 
cell proliferation 3.69E-08 89 
polarity specification of adaxial/abaxial axis 3.71E-08 38 
regulation of cell cycle 3.71E-08 96 
specification of symmetry 4.62E-08 51 
regulation of meristem growth 6.37E-08 64 
adaxial/abaxial axis specification 7.82E-08 38 
specification of axis polarity 7.82E-08 38 
DNA methylation or demethylation 8.08E-08 68 
determination of bilateral symmetry 9.57E-08 50 
histone methylation 1.02E-07 94 
axis specification 1.15E-07 41 
regulation of cell death 1.43E-07 121 
regulation of programmed cell death 1.51E-07 119 
regulation of developmental growth 1.64E-07 90 
cytoskeleton organization 2.11E-07 140 
plant organ formation 2.19E-07 79 
adaxial/abaxial pattern specification 2.62E-07 39 
meristem growth 3.53E-07 64 
regulation of mitotic cell cycle 4.24E-07 43 
phenylpropanoid biosynthetic process 4.55E-07 53 
regulation of meristem development 5.52E-07 75 
anatomical structure formation involved in morphogenesis 5.97E-07 104 
gene silencing by RNA 1.27E-06 95 
chromatin silencing by small RNA 1.57E-06 46 
sepal development 3.34E-06 33 
leaf development 6.72E-06 120 
methylation-dependent chromatin silencing 7.17E-06 45 
circadian rhythm 9.44E-06 58 
anthocyanin-containing compound metabolic process 9.44E-06 35 
xylem and phloem pattern formation 1.16E-05 39 
sepal morphogenesis 1.18E-05 31 
petal formation 1.18E-05 31 
sepal formation 1.18E-05 31 
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Biological Processes Enriched in arid5 mutants p.adjust Count 

regulation of flower development 1.91E-05 102 
floral organ formation 3.06E-05 57 
regulation of shoot system development 3.32E-05 109 
DNA replication initiation 3.70E-05 28 
shoot system morphogenesis 3.76E-05 126 
pigmentation 4.89E-05 41 
pigment accumulation 4.89E-05 41 
pigment accumulation in response to UV light 4.89E-05 41 
pigment accumulation in tissues in response to UV light 4.89E-05 41 
pigment accumulation in tissues 4.89E-05 41 
anthocyanin accumulation in tissues in response to UV 
light 

4.89E-05 41 

anthocyanin-containing compound biosynthetic process 6.73E-05 26 
multidimensional cell growth 7.54E-05 40 
meristem initiation 9.28E-05 55 
regulation of post-embryonic development 0.000100319 127 
response to reactive oxygen species 0.000234537 88 
cell fate specification 0.000241367 24 
flower morphogenesis 0.000276594 27 
DNA endoreduplication 0.000277117 41 
response to gibberellin 0.000309926 52 
petal morphogenesis 0.000316519 32 
cell cycle DNA replication 0.000331525 41 
xylem development 0.000376107 31 
petal development 0.000578042 38 
corolla development 0.000578042 38 
leaf morphogenesis 0.001130627 61 
epithelium development 0.001342668 16 
post-embryonic plant organ morphogenesis 0.001412554 76 
embryo sac development 0.001459465 68 
leaf vascular tissue pattern formation 0.001659463 13 
floral organ morphogenesis 0.00197777 64 
response to UV-B 0.002094214 34 
epidermal cell fate specification 0.002520677 9 
regulation of nuclear division 0.002520677 9 
reactive oxygen species metabolic process 0.002522379 95 
response to hydrogen peroxide 0.002596781 55 
nuclear division 0.002922132 67 
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Biological Processes Enriched in arid5 mutants p.adjust Count 

root hair elongation 0.003626285 53 
response to red or far red light 0.003628088 102 
regulation of cell size 0.004345922 21 
epidermis development 0.004488477 14 
epidermal cell differentiation 0.004488477 14 
epithelial cell differentiation 0.004488477 14 
meristem structural organization 0.006053699 68 
gamete generation 0.006088215 56 
positive regulation of growth 0.006206977 7 
aging 0.006695179 44 
root hair cell development 0.011097312 54 
regulation of hydrogen peroxide metabolic process 0.012398879 50 
leaf senescence 0.017564026 23 
plant organ senescence 0.017564026 23 
cellular response to oxidative stress 0.017564026 18 
de-etiolation 0.017869998 6 
posttranscriptional gene silencing 0.023246647 51 
regulation of cell growth 0.023265198 32 
regulation of DNA endoreduplication 0.028522596 10 
removal of superoxide radicals 0.030480108 6 
cellular response to oxygen radical 0.030480108 6 
cellular response to superoxide 0.030480108 6 
cellular oxidant detoxification 0.030480108 6 
cellular detoxification 0.030480108 6 
female gamete generation 0.031979532 39 
RNA interference 0.032538698 46 
hydrogen peroxide metabolic process 0.034244294 79 
maintenance of meristem identity 0.036639274 18 
inflorescence development 0.037308444 10 
regulation of DNA-dependent DNA replication 0.037308444 10 

 
Supplemental Table 3 Selected biological pathways identified with GO term 

enrichment analysis in arid5 mutants. 
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Biological Processes Enriched in rlt1rlt2 mutants p.adjust Count 

specification of symmetry 6.27E-16 68 
determination of bilateral symmetry 9.20E-16 67 
polarity specification of adaxial/abaxial axis 2.97E-14 49 
regulation of meristem growth 6.30E-14 80 
adaxial/abaxial axis specification 6.44E-14 49 
specification of axis polarity 6.44E-14 49 
axis specification 6.58E-14 53 
mitotic cell cycle process 6.59E-14 103 
cell death 8.48E-14 170 
meristem maintenance 2.20E-13 112 
pattern specification process 2.43E-13 129 
cytokinesis by cell plate formation 2.70E-13 88 
cytokinetic process 2.70E-13 88 
mitotic cytokinetic process 2.70E-13 88 
cytokinesis 3.53E-13 90 
cytoskeleton-dependent cytokinesis 3.53E-13 90 
shoot system morphogenesis 3.53E-13 161 
meristem growth 3.53E-13 80 
adaxial/abaxial pattern specification 3.62E-13 50 
flavonoid metabolic process 4.42E-13 99 
mitotic cytokinesis 4.55E-13 89 
flavonoid biosynthetic process 4.69E-13 91 
programmed cell death 6.12E-13 154 
regulation of cell death 1.01E-11 139 
regulation of cellular response to stress 1.01E-11 134 
regulation of programmed cell death 1.82E-11 136 
meristem initiation 4.90E-11 73 
regulation of meristem development 6.78E-11 88 
regulation of growth 2.29E-10 109 
regulation of developmental growth 1.59E-09 99 
phenylpropanoid metabolic process 1.75E-09 73 
positive regulation of flavonoid biosynthetic process 1.75E-09 49 
secondary metabolite biosynthetic process 1.87E-09 109 
regulation of DNA replication 3.55E-09 58 
regulation of flavonoid biosynthetic process 5.47E-09 54 
cytoskeleton organization 1.10E-08 150 
histone phosphorylation 1.13E-08 34 
regulation of cell cycle phase transition 1.21E-08 36 
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Biological Processes Enriched in rlt1rlt2 mutants p.adjust Count 

regulation of mitotic cell cycle phase transition 1.21E-08 36 
cell cycle phase transition 1.94E-08 37 
mitotic cell cycle phase transition 1.94E-08 37 
xylem and phloem pattern formation 1.99E-08 46 
regulation of G2/M transition of mitotic cell cycle 2.66E-08 34 
regulation of cell cycle G2/M phase transition 2.66E-08 34 
leaf morphogenesis 3.08E-08 78 
G2/M transition of mitotic cell cycle 4.38E-08 34 
cell cycle G2/M phase transition 4.38E-08 34 
mitotic cell cycle 5.30E-08 126 
cell division 5.42E-08 110 
cell proliferation 9.61E-08 90 
circadian rhythm 1.07E-07 65 
leaf development 1.16E-07 131 
histone lysine methylation 1.61E-07 82 
flower morphogenesis 1.62E-07 34 
histone H3-K9 methylation 3.29E-07 67 
histone H3-K9 modification 3.29E-07 67 
meristem structural organization 1.74E-06 85 
anatomical structure arrangement 1.74E-06 86 
reactive oxygen species metabolic process 1.93E-06 113 
histone modification 2.06E-06 109 
regulation of DNA metabolic process 2.19E-06 70 
DNA replication 3.24E-06 95 
regulation of hydrogen peroxide metabolic process 3.27E-06 65 
covalent chromatin modification 3.62E-06 120 
organelle assembly 4.13E-06 27 
xylem development 6.34E-06 36 
plant organ formation 1.03E-05 76 
negative regulation of transcription, DNA-templated 1.03E-05 114 
negative regulation of RNA biosynthetic process 1.03E-05 114 
negative regulation of nucleic acid-templated transcription 1.03E-05 114 
chromatin silencing 1.03E-05 78 
phenylpropanoid biosynthetic process 1.03E-05 51 
regulation of cell cycle process 1.03E-05 51 
hydrogen peroxide metabolic process 1.23E-05 100 
anatomical structure formation involved in morphogenesis 1.34E-05 102 
negative regulation of gene expression, epigenetic 1.62E-05 78 
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regulation of mitotic cell cycle 2.62E-05 40 
regulation of cell cycle 3.45E-05 88 
response to UV 3.47E-05 77 
response to oxidative stress 4.06E-05 133 
steroid metabolic process 4.07E-05 76 
DNA methylation or demethylation 6.85E-05 61 
sepal development 6.95E-05 31 
flower calyx development 6.95E-05 31 
sepal morphogenesis 7.78E-05 30 
petal formation 7.78E-05 30 
sepal formation 7.78E-05 30 
gene silencing 0.00013374 108 
negative regulation of cell death 0.00056285 54 
negative regulation of programmed cell death 0.00056285 53 
floral organ formation 0.00064442 54 
response to hydrogen peroxide 0.00070183 59 
petal morphogenesis 0.00141633 31 
DNA replication initiation 0.00144747 25 
chromatin silencing by small RNA 0.00146008 39 
regulation of gene expression, epigenetic 0.00206109 97 
epidermis development 0.00206109 15 
epidermal cell differentiation 0.00206109 15 
epithelial cell differentiation 0.00206109 15 
plant-type cell wall biogenesis 0.00212401 51 
cell fate specification 0.00291407 22 
de-etiolation 0.00373398 7 
anthocyanin-containing compound metabolic process 0.00428424 29 
regulation of shoot system development 0.00446792 101 
petal development 0.00457771 36 
corolla development 0.00457771 36 
response to light intensity 0.00469053 76 
response to UV-B 0.00723291 33 
leaf vascular tissue pattern formation 0.0077738 12 
cell wall biogenesis 0.00930105 88 
phenol-containing compound biosynthetic process 0.01003347 60 
response to red or far red light 0.01092618 102 
plant epidermis morphogenesis 0.01149309 77 
pigment biosynthetic process 0.01187813 70 
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anthocyanin-containing compound biosynthetic process 0.01245552 21 
gene silencing by RNA 0.01458355 79 
DNA endoreduplication 0.02375704 35 
pigmentation 0.02485092 33 
pigment accumulation 0.02485092 33 
pigment accumulation in response to UV light 0.02485092 33 
pigment accumulation in tissues in response to UV light 0.02485092 33 
pigment accumulation in tissues 0.02485092 33 
anthocyanin accumulation in tissues in response to UV light 0.02485092 33 
hydrogen peroxide catabolic process 0.02586035 23 
cell cycle DNA replication 0.02643975 35 
post-embryonic plant organ development 0.02951197 89 

 

Supplemental Table 4 Selected biological pathways identified with GO term 

enrichment analysis in rlt1/2 mutants. 
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photosynthesis 7.08E-63 218 
photosynthesis, light reaction 1.27E-54 178 
glyceraldehyde-3-phosphate metabolic process 1.41E-52 201 
cellular aldehyde metabolic process 1.96E-45 226 
isopentenyl diphosphate biosynthetic process, methylerythritol 
4-phosphate pathway 

5.20E-40 143 

isopentenyl diphosphate biosynthetic process 1.13E-39 144 
isopentenyl diphosphate metabolic process 1.13E-39 144 
plastid organization 3.20E-34 192 
sulfur compound biosynthetic process 7.95E-34 221 
pigment biosynthetic process 3.64E-31 145 
pigment metabolic process 1.19E-27 166 
secondary metabolite biosynthetic process 5.41E-15 130 
shoot system morphogenesis 6.30E-15 175 
response to far red light 2.08E-13 56 
leaf morphogenesis 1.97E-10 88 
response to UV 1.68E-08 93 
leaf development 1.08E-06 136 
hydrogen peroxide metabolic process 1.12E-06 111 
regulation of hydrogen peroxide metabolic process 1.42E-06 70 
phenol-containing compound metabolic process 4.35E-06 83 
oxidation-reduction process 4.74E-06 118 
pigmentation 5.15E-06 47 
pigment accumulation 5.15E-06 47 
pigment accumulation in response to UV light 5.15E-06 47 
pigment accumulation in tissues in response to UV light 5.15E-06 47 
pigment accumulation in tissues 5.15E-06 47 
anthocyanin accumulation in tissues in response to UV light 5.15E-06 47 
regulation of programmed cell death 3.15E-05 121 
programmed cell death 3.35E-05 134 
regulation of cellular response to stress 3.42E-05 118 
phenol-containing compound biosynthetic process 3.82E-05 75 
flavonoid metabolic process 4.23E-05 81 
meristem maintenance 6.42E-05 91 
cell death 7.53E-05 144 
regulation of cell death 7.82E-05 121 
regulation of meristem development 0.00020562 73 
meristem growth 0.00020562 61 



 
272 

Biological Processes Enriched in chr11chr17 mutants p.adjust Count 

aging 0.00023456 54 
plant ovule development 0.00024564 55 
plant-type ovary development 0.00029738 55 
anthocyanin-containing compound biosynthetic process 0.00047215 26 
root hair cell development 0.00085711 65 
root hair elongation 0.00089385 61 
plant epidermis morphogenesis 0.00098298 89 
regulation of flavonoid biosynthetic process 0.00107034 43 
response to red or far red light 0.00146121 116 
anthocyanin-containing compound metabolic process 0.00176313 32 
phenylpropanoid metabolic process 0.0023744 58 
pattern specification process 0.00381566 98 
stomatal complex patterning 0.00598352 7 
DNA recombination 0.00976644 71 
homologous chromosome segregation 0.01187796 30 
regulation of growth 0.012717 85 
meiotic chromosome segregation 0.0140882 47 
cellular response to DNA damage stimulus 0.0157173 83 
response to UV-B 0.0168333 34 
regulation of developmental growth 0.01862713 77 
double-strand break repair 0.01979362 34 
meiotic DNA double-strand break formation 0.0241029 30 
regulation of secondary metabolic process 0.02441137 12 
asymmetric cell division 0.02589976 11 
carpel development 0.02652594 71 
regulation of anthocyanin biosynthetic process 0.02671472 8 
DNA repair 0.03161362 70 
regulation of secondary metabolite biosynthetic process 0.03998078 7 
response to gibberellin 0.03998078 48 
phenylpropanoid biosynthetic process 0.04607956 41 

 

Supplemental Table 5 Selected biological pathways identified with GO term 

enrichment analysis in chr11/17 mutants. 
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Gene Sequence Reference 

Primers to amplify pH4::H4 for cloning  

At3g53730 
(promoter) - F 

CTGAGAAGAAGAAGTGAACGTC This paper 

At3g53730 
(terminator) - R 

GGCGATTGCACCTGATTGGTG This paper 

Primers to amplify endogenous H4 for genotyping 

At1g07660-F TCCCACCACTTTGTACTCGAAG This paper 
At1g07660-R ACCCTAATCCCCCAAATCGG This paper 
At1g07820-F ATCACACGGATCAACGCAGT This paper 
At1g07820-R TCCCCAAACTTGCATAAACCCT This paper 
At2g28740-F ACGGATCGTTATCTTTGACCGT This paper 
At2g28740-R AATCCATTACAATGCTGCCCT This paper 
At3g45930-F TCATTGTTCACCCGGATCGT This paper 
At3g45930-R CACGAAATTGCAACAACAACCT This paper 
At5g59690-F AGACTCTCCGTCTTTGCCTA This paper 
At5g59690-R ACAAGAACGCTACCGCAAAC This paper 
At3g46320-F TCACTTACAGGCATCACGGG This paper 
At3g46320-R ACAACGCAAACGCGAATACA This paper 
At5g59970-F AGCGAAGCTCTGAAGAACACT This paper 
At5g59970-R TCCAGAAACAGATCTCCAAACA This paper 
At3g53730-F GTCCAGTGTTCTCCGCAAGA This paper 
At3g53730-R GTTGGGCCACTACAAAAGGT This paper 
Primers to amplify PRMT7 for cloning 

AT4G16570 - F GGGGACAAGTTTGTACAAAAAAGCAGGCTTCATG
TCGCCTCTGTCTTCTC 

This paper 

AT4G16570 - R GGGGACCACTTTGTACAAGAAAGCTGGGTCTCAA
GAAATAGTATGAGTGACG 

This paper 

Sequencing primers 

At1g07660 TCCCACCACTTTGTACTCGAAG This paper 
At1g07820 ATCACACGGATCAACGCAGT This paper 
At2g28740 ACGGATCGTTATCTTTGACCGT This paper 
At3g45930 TCATTGTTCACCCGGATCGT This paper 
At5g59690 AGACTCTCCGTCTTTGCCTA This paper 
At3g46320 TCACTTACAGGCATCACGGG This paper 
At5g59970 AGCGAAGCTCTGAAGAACACT This paper 
At3g53730 TCAGGCATAATGACGCGGAT This paper 
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Primers for gRNA 

At3g53730 - F ATTGAGGGAGGAGCCAAGAGACAT This paper 
At3g53730 - R AAACATGTCTCTTGGCTCCTCCCT This paper 
At5g59970, 
At3g45930, 
At3g46320, 
At5g59690 - F 

ATTGGTTCTGAGAGACAACATCCA This paper 

At5g59970, 
At3g45930, 
At3g46320, 
At5g59690 - R 

AAACTGGATGTTGTCTCTCAGAAC This paper 

At1g07660, 
At1g07820 - F 

ATTGAGAGGCACAGGAAGGTTCTG This paper 

At1g07660, 
At1g07820 - R 

AAACCAGAACCTTCCTGTGCCTCT This paper 

At2g28740 - F ATTGCGTCGTCTTGCTCGTAGAGG This paper 
At2g28740 - R AAACCCTCTACGAGCAAGACGACG This paper 
Site-directed mutagenesis primers for silent mutations in H4 

F1 CGTCGTCTCGCGAGGCGAGGAGGCGTGAAGCG This paper 
R1 CGCTTCACGCCTCCTCGCCTCGCGAGACGACG This paper 
F2 GGAAAGGGAGGAGCGAAAAGACATCGGAAAGTA

C 
This paper 

R2 GTACTTTCCGATGTCTTTTCGCTCCTCCCTTTCC This paper 
F3 GGCGTGAAGCGTATTTCTGGTTTGATCTATGAAG This paper 
R3 CTTCATAGATCAAACCAGAAATACGCTTCACGCC This paper 
F4 GAAAAATGTCAGGCCGTGGGAAGGGAGGAAAAG

G 
This paper 

R4 CCTTTTCCTCCCTTCCCACGGCCTGACATTTTTC This paper 
F5 CCCAAGAGAAAAATGTCAGGACGTGGGAAGGGA

GG 
This paper 

R5 CCTCCCTTCCCACGTCCTGACATTTTTCTCTTGGG This paper 
Site-directed mutagenesis primers for H4 mutant library 

H4S1A - F CCCAAGAGAAAAATGGCAGGACGTGGGAAGGG This paper 
H4S1A - R CCCTTCCCACGTCCTGCCATTTTTCTCTTGGG This paper 
H4R3K - F GAAAAATGTCAGGAAAAGGGAAGGGAGG This paper 
H4R3K - R CCTCCCTTCCCTTTTCCTGACATTTTTC This paper 
H4R3A - F GAAAAATGTCAGGAGCTGGGAAGGGAGG This paper 
H4R3A - R CCTCCCTTCCCAGCTCCTGACATTTTTC This paper 
H4K5R - F GTCAGGACGTGGGAGGGGAGGAAAAGG This paper 
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H4K5R - R CCTTTTCCTCCCCTCCCACGTCCTGAC This paper 
H4K5A - F GTCAGGACGTGGGGCGGGAGGAAAAGG This paper 
H4K5A - R CCTTTTCCTCCCGCCCCACGTCCTGAC This paper 
H4K8R - F CGTGGGAAGGGAGGAAGAGGATTAGGAAAGGG This paper 
H4K8R - R CCCTTTCCTAATCCTCTTCCTCCCTTCCCACG This paper 
H4K8A - F CGTGGGAAGGGAGGAGCAGGATTAGGAAAGGG This paper 
H4K8A - R CCCTTTCCTAATCCTGCTCCTCCCTTCCCACG This paper 
H4K12R - F GGAGGAAAAGGATTAGGAAGGGGAGGAGCGAAA

AG 
This paper 

H4K12R - R CTTTTCGCTCCTCCCCTTCCTAATCCTTTTCCTCC This paper 
H4K12A - F GGAGGAAAAGGATTAGGAGCGGGAGGAGCGAAA

AG 
This paper 

H4K12A - R CTTTTCGCTCCTCCCGCTCCTAATCCTTTTCCTCC This paper 
H4K16R - F GGAAAGGGAGGAGCGAGAAGACATCGGAAAG This paper 
H4K16R - R CTTTCCGATGTCTTCTCGCTCCTCCCTTTCC This paper 
H4K16A - F GGAAAGGGAGGAGCGGCAAGACATCGGAAAG This paper 
H4K16A - R CTTTCCGATGTCTTGCCGCTCCTCCCTTTCC This paper 
H4R17K - F GGGAGGAGCGAAAAAACATCGGAAAGTACTC This paper 
H4R17K - R GAGTACTTTCCGATGTTTTTTCGCTCCTCCC This paper 
H4R17A - F GGGAGGAGCGAAAGCACATCGGAAAGTACTC This paper 
H4R17A - R GAGTACTTTCCGATGTGCTTTCGCTCCTCCC This paper 
H4R19K - F GGAGCGAAAAGACATAAGAAAGTACTCAGAGAC This paper 
H4R19K -R GTCTCTGAGTACTTTCTTATGTCTTTTCGCTCC This paper 
H4R19A - F GGAGCGAAAAGACATGCGAAAGTACTCAGAGAC This paper 
H4R19A - R GTCTCTGAGTACTTTCGCATGTCTTTTCGCTCC This paper 
H4K20R - F GCGAAAAGACATCGGAGAGTACTCAGAGACAAC This paper 
H4K20R - R GTTGTCTCTGAGTACTCTCCGATGTCTTTTCGC This paper 
H4K20A - F GCGAAAAGACATCGGGCAGTACTCAGAGACAAC This paper 
H4K20A - R GTTGTCTCTGAGTACTGCCCGATGTCTTTTCGC This paper 
H4R23K - F CATCGGAAAGTACTCAAAGACAACATCCAAGGG This paper 
H4R23K - R CCCTTGGATGTTGTCTTTGAGTACTTTCCGATG This paper 
H4R23A - F CATCGGAAAGTACTCGCAGACAACATCCAAGGG This paper 
H4R23A - R CCCTTGGATGTTGTCTGCGAGTACTTTCCGATG This paper 
H4T30V - F CAACATCCAAGGGATTGTCAAACCTGCGATTCG This paper 
H4T30V - R CGAATCGCAGGTTTGACAATCCCTTGGATGTTG This paper 
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H4K31R - F CATCCAAGGGATTACCAGACCTGCGATTCGTCG This paper 
H4K31R - R CGACGAATCGCAGGTCTGGTAATCCCTTGGATG This paper 
H4K31A - F CATCCAAGGGATTACCGCACCTGCGATTCGTCG This paper 
H4K31A - R CGACGAATCGCAGGTGCGGTAATCCCTTGGATG This paper 
H4R35K - F CCAAACCTGCGATTAAACGTCTCGCGAGGCG This paper 
H4R35K - R CGCCTCGCGAGACGTTTAATCGCAGGTTTGG This paper 
H4R35A - F CCAAACCTGCGATTGCTCGTCTCGCGAGGCG This paper 
H4R35A - R CGCCTCGCGAGACGAGCAATCGCAGGTTTGG This paper 
H4R36K - F CAAACCTGCGATTCGTAAACTCGCGAGGCGAGG This paper 
H4R36K - R CCTCGCCTCGCGAGTTTACGAATCGCAGGTTTG This paper 
H4R36A - F CAAACCTGCGATTCGTGCTCTCGCGAGGCGAGG This paper 
H4R36A - R CCTCGCCTCGCGAGAGCACGAATCGCAGGTTTG This paper 
H4R39K - F GATTCGTCGTCTCGCGAAGCGAGGAGGCGTGAA

G 
This paper 

H4R39K - R CTTCACGCCTCCTCGCTTCGCGAGACGACGAATC This paper 
H4R39A - F GATTCGTCGTCTCGCGGCGCGAGGAGGCGTGAA

G 
This paper 

H4R39A - R CTTCACGCCTCCTCGCGCCGCGAGACGACGAAT
C 

This paper 

H4R40K - F CGTCGTCTCGCGAGGAAAGGAGGCGTGAAGCG This paper 
H4R40K - R CGCTTCACGCCTCCTTTCCTCGCGAGACGACG This paper 
H4R40A - F CGTCGTCTCGCGAGGGCAGGAGGCGTGAAGCG This paper 
H4R40A - R CGCTTCACGCCTCCTGCCCTCGCGAGACGACG This paper 
H4K44R - F GGCGAGGAGGCGTGAGGCGTATTTCTGGTTTG This paper 
H4K44R - R CAAACCAGAAATACGCCTCACGCCTCCTCGCC This paper 
H4K44A - F GGCGAGGAGGCGTGGCGCGTATTTCTGGTTTG This paper 
H4K44A - R CAAACCAGAAATACGCGCCACGCCTCCTCGCC This paper 
H4R45K - F CGAGGAGGCGTGAAGAAAATTTCTGGTTTGATC This paper 
H4R45K - R GATCAAACCAGAAATTTTCTTCACGCCTCCTCG This paper 
H4R45A - F CGAGGAGGCGTGAAGGCTATTTCTGGTTTGATC This paper 
H4R45A - R GATCAAACCAGAAATAGCCTTCACGCCTCCTCG This paper 
H4S47A - F GGCGTGAAGCGTATTGCTGGTTTGATCTATGAAG This paper 
H4S47A - R CTTCATAGATCAAACCAGCAATACGCTTCACGCC This paper 
H4Y51F - F GTATTTCTGGTTTGATCTTTGAAGAGACTCGCGG

C 
This paper 

H4Y51F - R GCCGCGAGTCTCTTCAAAGATCAAACCAGAAATA
C 

This paper 
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H4T54V - F GTTTGATCTATGAAGAGGTTCGCGGCGTTCTCAA
G 

This paper 

H4T54V - R CTTGAGAACGCCGCGAACCTCTTCATAGATCAAA
C 

This paper 

H4R55K - F GATCTATGAAGAGACTAAAGGCGTTCTCAAGATC This paper 
H4R55K - R GATCTTGAGAACGCCTTTAGTCTCTTCATAGATC This paper 
H4R55A - F GATCTATGAAGAGACTGCCGGCGTTCTCAAGATC This paper 
H4R55A - R GATCTTGAGAACGCCGGCAGTCTCTTCATAGATC This paper 
H4K59A - F GACTCGCGGCGTTCTCGCGATCTTTCTCGAGAAC This paper 
H4K59A - R GTTCTCGAGAAAGATCGCGAGAACGCCGCGAGT

C 
This paper 

H4K59R - F GACTCGCGGCGTTCTCAGGATCTTTCTCGAGAAC This paper 
H4K59R - R GTTCTCGAGAAAGATCCTGAGAACGCCGCGAGTC This paper 
H4R67K - F CTCGAGAACGTGATTAAAGACGCCGTTACTTAC This paper 
H4R67K - R GTAAGTAACGGCGTCTTTAATCACGTTCTCGAG This paper 
H4R67A - F CTCGAGAACGTGATTGCTGACGCCGTTACTTAC This paper 
H4R67A - R GTAAGTAACGGCGTCAGCAATCACGTTCTCGAG This paper 
H4T71V - F GATTCGTGACGCCGTTGTTTACACGGAGCACGC This paper 
H4T71V - R GCGTGCTCCGTGTAAACAACGGCGTCACGAATC This paper 
H4Y72F - F CGTGACGCCGTTACTTTCACGGAGCACGCTCGC This paper 
H4Y72F - R GCGAGCGTGCTCCGTGAAAGTAACGGCGTCACG This paper 
H4T73V - F GACGCCGTTACTTACGTGGAGCACGCTCGCCGG This paper 
H4T73V - R CCGGCGAGCGTGCTCCACGTAAGTAACGGCGTC This paper 
H4R77K - F CTTACACGGAGCACGCTAAACGGAAAACTGTTAC

G 
This paper 

H4R77K - R CGTAACAGTTTTCCGTTTAGCGTGCTCCGTGTAA
G 

This paper 

H4R77A - F CACGGAGCACGCTGCCCGGAAAACTGTTACG This paper 
H4R77A - R CGTAACAGTTTTCCGGGCAGCGTGCTCCGTG This paper 
H4R78K - F CGGAGCACGCTCGCAAGAAAACTGTTACGGCG This paper 
H4R78K - R CGCCGTAACAGTTTTCTTGCGAGCGTGCTCCG This paper 
H4R78A - F CGGAGCACGCTCGCGCGAAAACTGTTACGGCG This paper 
H4R78A - R CGCCGTAACAGTTTTCGCGCGAGCGTGCTCCG This paper 
H4K79R - F GAGCACGCTCGCCGGAGAACTGTTACGGCGATG This paper 
H4K79R - R CATCGCCGTAACAGTTCTCCGGCGAGCGTGCTC This paper 
H4K79A - F GAGCACGCTCGCCGGGCAACTGTTACGGCGATG This paper 
H4K79A - R CATCGCCGTAACAGTTGCCCGGCGAGCGTGCTC This paper 
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H4T80V - F CACGCTCGCCGGAAAGTTGTTACGGCGATGG This paper 
H4T80V - R CCATCGCCGTAACAACTTTCCGGCGAGCGTG This paper 
H4T82V - F CGACGTCCATCGCCACAACAGTTTTCCGGCG This paper 
H4T82V - R CGCCGGAAAACTGTTGTGGCGATGGACGTCG This paper 
H4Y88F - F GCGATGGACGTCGTTTTCGCTCTCAAGAGAC This paper 
H4Y88F - R GTCTCTTGAGAGCGAAAACGACGTCCATCGC This paper 
H4K91R - F GTCGTTTACGCTCTCAGGAGACAAGGACGAAC This paper 
H4K91R - R GTTCGTCCTTGTCTCCTGAGAGCGTAAACGAC This paper 
H4K91A - F GTCGTTTACGCTCTCGCGAGACAAGGACGAAC This paper 
H4K91A - R GTTCGTCCTTGTCTCGCGAGAGCGTAAACGAC This paper 
H4R92K - F GTTTACGCTCTCAAGAAACAAGGACGAACTTTG This paper 
H4R92K - R CAAAGTTCGTCCTTGTTTCTTGAGAGCGTAAAC This paper 
H4R92A - F GTTTACGCTCTCAAGGCACAAGGACGAACTTTG This paper 
H4R92A - R CAAAGTTCGTCCTTGTGCCTTGAGAGCGTAAAC This paper 
H4R95K - F CTCAAGAGACAAGGAAAAACTTTGTATGGATTC This paper 
H4R95K - R GAATCCATACAAAGTTTTTCCTTGTCTCTTGAG This paper 
H4R95A - F CTCAAGAGACAAGGAGCAACTTTGTATGGATTC This paper 
H4R95A - R GAATCCATACAAAGTTGCTCCTTGTCTCTTGAG This paper 
H4T96V - F GAGACAAGGACGAGTTTTGTATGGATTCGGCGGC This paper 
H4T96V - R GCCGCCGAATCCATACAAAACTCGTCCTTGTCTC This paper 
H4Y98F - F CAAGGACGAACTTTGTTTGGATTCGGCGGCTAA This paper 
H4Y98F - R TTAGCCGCCGAATCCAAACAAAGTTCGTCCTTG This paper 
qRT-PCR primers 

Actin - F TCGTGGTGGTGAGTTTGTTAC (Dong et 
al., 2021) 

Actin - R CAGCATCATCACAAGCATCC (Dong et 
al., 2021) 

H4 (At3g53730) 
- F 

GAGAACGTGATTCGTGACGC This paper 

H4 (At3g53730) 
- R 

GCCGCCGAATCCATACAAAG This paper 

BRCA1 - F CATGTGCCTTTTGTCAGTGTTC (Dong et 
al., 2021) 

BRCA1 - R TGGAGCCCATTCAGCACAGTTT (Dong et 
al., 2021) 

TSI - F ATCCAGTCCGAAGAACGCGAACTA (Dong et 
al., 2021) 
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TSI - R TCACTTGTGAGTGTTCGTGAGGTC (Dong et 
al., 2021) 

PRMT7 5’ – F1 GAACTTCCACTGACGGCCTA This paper 
PRMT7 5’ – R1 TCACCTCTCATTGCTCTCACA This paper 
PRMT7 3’ – F2 TTGACTTCTCCAAGCCCATC This paper 
PRMT7 3’ – R2 TCACCCAATCCATCCACAAT This paper 
FT - F ATCTCCATTGGTTGGTGACTGATA (Wu et al., 

2008) 
FT - R GCCAAAGGTTGTTCCAGTTGTAG (Wu et al., 

2008) 
SOC1 - F AACAACTCGAAGCTTCTAAACGTAA (Richter et 

al., 2019) 
SOC1 - R CCTCGATTGAGCATGTTCCT (Richter et 

al., 2019) 
 

Supplemental Table 6 Cloning and PCR Primers. 
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Samples Experiment Total 

Reads 

Mapped 

Reads 

Percentage 

of Mapped 

Reads 

Average 

Insert Size 

Col rep1 RNA-seq 35317497 34487327 97.65 261.2 
Col rep2 RNA-seq 37358839 36612747 98.00 255 
rH4-1 rep1 RNA-seq 35411859 34686565 97.95 241.3 
rH4-1 rep2 RNA-seq 34498024 33936248 98.37 233.7 
rH4-2 rep1 RNA-seq 38750965 37663933 97.19 166.5 
rH4-2 rep2 RNA-seq 44891415 43556242 97.03 172.0 
rH4R17A-1 
rep1 

RNA-seq 41304934 39291281 95.12 235.4 

rH4R17A-1 
rep2 

RNA-seq 39680698 37804646 95.27 235.4 

rH4R17A-2 
rep1 

RNA-seq 40557837 39704087 97.89 253.7 

rH4R17A-2 
rep2 

RNA-seq 33428391 32774618 98.04 256.1 

arid5 rep1 RNA-seq 37304631 35159757 94.25 239.8 
arid5 rep2 RNA-seq 54013709 50976592 94.38 235.6 
rlt1/2 rep1 RNA-seq 31215439 30353801 97.24 262.8 
rlt1/2 rep2 RNA-seq 19013353 18547256 97.55 264.1 
chr11/17 rep1 RNA-seq 32853678 32036677 97.51 247.6 
chr11/17 rep2 RNA-seq 34842702 34293590 98.42 246.5 
pie1 rep1 RNA-seq 48159095 47040083 97.68 178.5 
pie1 rep2 RNA-seq 46390059 45169492 97.37 164.0 
Col rep1 MNase-seq 74760430 74321275 99.41 166.6 
Col rep2 MNase-seq 60979268 60569848 99.33 170.0 
rH4-1 rep1 MNase-seq 74420518 73858813 99.25 168.8 
rH4-1 rep2 MNase-seq 65077948 64608215 99.28 167.8 
rH4R17A-1 
rep1 

MNase-seq 64392968 63727785 98.97 168.2 

rH4R17A-1 
rep2 

MNase-seq 60674356 60012743 98.91 167.5 

arid5 rep1 MNase-seq 81972020 75271258 91.83 143.3 
arid5 rep2 MNase-seq 78396464 72967660 93.08 149.9 
rlt1/2 rep1 MNase-seq 76009948 71361811 93.88 149.8 
rlt1/2 rep2 MNase-seq 91163646 82393229 90.38 153.7 

 

Supplemental Table 7 Statistics for mapping and coverage of the NGS data. 
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