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DRAFT

Auralisation of measured room transitions in
virtual reality

THOMAS MCKENZIE,*,1, 2 NILS MEYER-KAHLEN,2 AES Student Member CHRISTOPH HOLD,2 AES
Student Member SEBASTIAN J. SCHLECHT2, 3 AES Member AND VILLE PULKKI2 AES Fellow

1Acoustics and Audio Group, Reid School of Music, University of Edinburgh, United Kingdom
2Acoustics Lab, Department of Information and Communications Engineering, Aalto University, Espoo, Finland

3Media Lab, Department of Art and Media, Aalto University, Espoo, Finland

To auralise a room’s acoustics in six degrees-of-freedom (6DoF) virtual reality (VR), a
dense set of spatial room impulse response (SRIR) measurements is required, so interpolat-
ing between a sparse set is desirable. This paper studies the auralisation of room transitions by
proposing a baseline interpolation method for higher-order Ambisonic SRIRs and evaluating it
in VR. The presented method is simple yet applicable to coupled rooms and room transitions.
It is based on linear interpolation with RMS compensation, though direct sound, early reflec-
tions and late reverberation are processed separately, whereby the input direct sounds are first
steered to the relative direction-of-arrival before summation and interpolated early reflections
are directionally equalised. The proposed method is first evaluated numerically, which demon-
strates its improvements over a basic linear interpolation. A listening test is then conducted in
6DoF VR, to assess the density of SRIR measurements needed in order to plausibly auralise
a room transition using the presented interpolation method. The results suggest that, given the
tested scenario, a 50 cm to 1 m inter-measurement distance can be perceptually sufficient.

0 Introduction

One way to realise virtual acoustics rendering for six
degrees-of-freedom (6DoF) immersive experiences is to
use room acoustic measurements. The room impulse re-
sponse (RIR) captures the reverberation of a space. RIRs
measured with spherical microphone arrays, which may
use the principles of Ambisonics to encode microphone
signals into spherical harmonics (SHs) [1], are referred to
as spatial room impulse responses (SRIRs). These allow
for greater flexibility post measurement, as they can be
analysed and modified directionally, and can be reproduced
over both loudspeaker arrays and headphones.

Recent literature has investigated how RIRs change with
different receiver positions inside a single room for VR
applications [2, 3]. While it is possible to interpolate be-
tween measured RIRs [4, 5], the perceptual requirements
for inter-measurement distance (IMD) have been found to
vary with auditory stimuli, whereby sounds with limited
frequency bandwidth can forgive larger distances between
measurements [6], and the greater diffuseness of late re-
verberation allows for different IMDs for distinct parts of
the impulse response [2]. However, given the greater com-

*To whom correspondence should be addressed,
e-mail: thomas.mckenzie@ed.ac.uk

plexity of coupled room acoustics [7, 8, 9], the perceptual
requirements for IMD may differ for room transitions than
from those of single room acoustics. Fig. 1 presents a typi-
cal room transition scenario.

In a previous study on the acoustics of room transi-
tions [10], some clear trends were observed: direct-to-
reverberant ratio decreases when the source and receiver
are in opposing rooms with no continuous line-of-sight
(CLOS) between the source and receiver (such as loud-
speakers 2 and 3 in Fig. 1), and increases for less rever-
berant rooms. These effects are greater when the differ-
ence in reverberation between the two rooms is larger, and
change depending on the source position. Directional anal-
ysis showed that the reflection patterns are generally con-
sistent in each room, but become more intricate in the re-
gion around the coupling aperture. Additionally, it showed
the presence of strong reflections, sometimes with a greater
amplitude than the occluded direct path, especially around
the coupling aperture.

For 6DoF rendering of a sound scene with Ambisonic
SRIRs at multiple listener positions in space, a convolution
implementation that can switch between measurements in
real-time is needed, followed by an auralisation method
such as binaural rendering. Comparisons of auralisations
with real loudspeakers require particular care in the equali-
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(a) Room geometry and loudspeaker locations

(b) EDC (energy decay curve) for loudspeaker 2 at 150 cm
inside storage space

Fig. 1: Room geometry and loudspeaker locations of the
room transition, and an energy decay curve illustrating the
double-slope decay of the room transition, of the Storage
to Stairwell transition in [10]. Measurements denoted by
dashed arrow; loudspeaker numbers 1 and 4 retain a con-
tinuous line-of-sight between the loudspeakers and micro-
phone for all measurement positions, 2 and 3 feature oc-
clusion at some measurement positions.

sation of the auralisation [11, 12, 13]. An alternative work-
flow is to interpolate between running signals of multiple
Ambisonic receivers in real-time [14, 15, 13], though this
study will focus on the former workflow based on SRIR
convolution.

Interpolation of single-channel RIRs has been ap-
proached in different ways in the past: 1) Dynamic time
warping [16], where the time axes of the nearest RIRs are

stretched until they align; 2) Modal interpolation using a
general solution to the Helmholtz equation [17], which is
effective for non-uniform spatial distributions of RIRs at
low frequencies; and 3) A combination of plane wave de-
composition and time-domain equivalent source methods
[4].

For interpolating SRIRs, sometimes called directional
RIRs (DRIRs), a first-order interpolation method is pre-
sented in [18], which separates input SRIRs into specu-
lar parts, which are the direct sound and early reflections,
and the diffuse parts. These are interpolated separately,
where the specular parts are interpolated individually us-
ing direction-of-arrival (DoA) estimations. In [5], a sim-
ilar method is presented for early reflection interpolation
between the nearest three receivers, with simpler interpo-
lation of residual signals. In [19], a Gaussian regression
model method is presented, which offers not only interpo-
lation but also extrapolation. However, these methods are
all intended for use in a single room and may thus not cope
with the more complex acoustics of coupled rooms.

Interpolation between coupled room SRIRs is likely
to be a more demanding task than for SRIRs inside the
same room, as many acoustical properties may vary signif-
icantly between measurements, including the energy decay
[20] and direct-to-reverberant ratio [10]. Occluded line-of-
sights between the source and receiver can lead to large dif-
ferences between estimated source positions; methods that
attempt to determine the sound source and early reflection
positions through triangulation techniques would therefore
be inappropriate.

This paper presents a perceptually informed interpo-
lation method for higher-order Ambisonic SRIRs, which
utilises interpolation of the direct sound steered to the esti-
mated DoA and linear interpolation with directional equal-
isation in the early part of the response, and relative RMS
matching late reverberation interpolation. This method is
first evaluated numerically, in comparison to a basic lin-
ear interpolation method, using RMS and DoA error met-
rics. A listening test is then conducted in VR to assess the
perceived quality of interpolating between coupled room
SRIRs with varying IMD. The results of the test are used
to suggest an appropriate IMD for accurate reproduction of
room transitions when using a relatively simple interpola-
tion method.

This paper is laid out as follows: Section 1 details the
proposed method for SRIR interpolation, including the
separate methods used for direct sound, early reflections
and late reverberation. Section 2 then evaluates the pro-
posed method, first numerically and then perceptually. Fi-
nally, Section 3 presents concluding remarks and proposes
further work. Links are provided to the room transition
SRIR dataset, a MATLAB implementation of the presented
the interpolation method, and an open-source virtual studio
technology (VST) plugin for 6DoF convolution.
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1 PERCEPTUALLY INFORMED SRIR
INTERPOLATION

This section describes the method of perceptually in-
formed interpolation between SRIRs. The method is de-
signed for 3D, 2D, or 1D (along a line) sets of SRIRs, and is
therefore appropriate for 6DoF rendering workflows. The
maximum SH order is denoted in this paper as N, with the
order of an individual SH component denoted by n and the
degree denoted by m. In this paper, the Ambisonic Channel
Numbering (ACN) and semi-normalised (SN3D) conven-
tions are employed.

Consider a set of J points at Cartesian coordinates PJ ⊂
R3. At each of these points a directional room impulse re-
sponse is measured, which was encoded to the SH domain
and is denoted as h j(t) ∈ R(N+1)2

, where 1 ≤ t ≤ T de-
notes time in samples and the number of measurements is
1 ≤ j ≤ J. These responses are then interpolated to a dense
set of I > J points at positions P̂I ⊂ R3. The distance be-
tween a point from the set of measurement points p j ∈ PJ

and a point from the set of interpolation points p̂i ∈ P̂I is
denoted as

vi, j = ‖p̂i − p j‖2, (1)

where ‖p̂i − p j‖2 denotes the Euclidean distance. With the
definition of the distance, it is possible to find the subset
of J′ = 2D measurement points, which contains the mea-
surements closest to any interpolation point p̂i, where D
is the dimensionality in which the measurement points are
arranged. Therefore, a 1D set of SRIRs on a line will have
two nearest measurements; a 2D dataset of SRIRs in a grid
will have four nearest measurements, and a 3D dataset will
have eight nearest measurements. This gives a subset of
nearest points P(i)

J′ ⊂ PJ for each interpolation point i. As
all steps described next are carried out for each interpola-
tion point, the index i is omitted for readability.

1.1 Direct Sound
Input SRIRs are time-aligned and truncated to begin at

the onset. In this study, the direct sound is taken as the
first 4.17 ms of the input SRIRs (200 samples at 48 kHz),
though this value is adjustable. The DoA of the direct
sound in each input SRIR is first estimated using the time-
averaged pseudointensity vector, i ∈ R3, which is derived
from the first-order components as

i =
1

200

200

∑
t=1

[hw(t)hx(t), hw(t)hy(t), hw(t)hz(t)]T, (2)

where superscript T denotes transposition. Note here that
hw is the omnidirectional SH channel of the SRIR, and
hx,hy,hz are the respective x, y, and z axis dipoles. This
should also not be confused with h j, which refers to an en-
tire SRIR at measurement position j.

Normalising the intensity estimate

θ̂θθ =
i
‖i‖

, (3)

provides a direct sound direction θ̂θθ ∈ S2 for each measure-
ment position i. For a non-occluded source, a geometri-
cally correct way would be to estimate the sound source
location based on the direct sound DoAs observed at the
measurement positions. This could be done by finding the
point that is closest to all lines along the DoAs, ideally
their intersection point. Then, the direct sound direction
could be computed at the interpolated point. However, in
coupled rooms, where the sound source may potentially be
occluded at one or more measurement positions (see for
example loudspeakers 2 and 3 in Fig. 1a), this procedure
would be inappropriate. Between two measurements, the
location of the first sound energy will change and such ge-
ometrical solutions could give arbitrary results. Therefore,
an approximation algorithm is proposed in this study to es-
timate the sound source location. The direct sound direc-
tion at each interpolation point is set to

θ̂θθ =
J′

∑
j′=1

θ j′g j′ , (4)

where g j′ are distance weights obtained from the inverse
distances between the interpolated positions and the near-
est measurement positions, i.e.,

g̃ j′ =
1

v j′
, (5)

which are normalised

g j′ =
g̃ j′

∑
J′
j′=1 g̃ j′

. (6)

For interpolation, the direct sounds of the nearest in-
put SRIRs are first individually rotated to the calculated
target direction θ̂θθ . They are then converted into the fre-
quency domain, magnitude weighted based on the gains
g j′ , and the spectra are then summed. To illustrate this,
Fig. 2 presents the original direction of the direct sound
of two input SRIRs (from a 1 m IMD subset of LS 2 in
the Storage to Stairwell transition [10]) in blue (the corre-
sponding plots for the whole dataset are shown in Fig. 3).
They are then rotated to the calculated target direction θ̂θθ ,
as shown in red. Finally, the interpolated SRIR is shown to
follow the same direction, as shown in yellow.

To more generally illustrate the DoA rotation of the di-
rect sound interpolation, Fig. 3 presents the DoA of the
direct sound of each measurement in the dataset of loud-
speaker 2, first for the original 5 cm inter-measurement dis-
tance (IMD), then for a 100 cm IMD subset, then for inter-
polations of the subset using both the linear and proposed
methods. The linear interpolation produces more abrupt
changes in direction in contrast to the smooth evolution
achieved by the proposed method.

The RMS of each frequency band of the interpolated
SRIR direct sound is equalised to match the sum of the
RMS of each frequency band of the individually gain-
weighted nearest SRIRs. This equalisation is performed in
equivalent rectangular bandwidth (ERB) frequency bands
[21]. In this study, 48 frequency bands are employed with
the lowest frequency at 10 Hz, which approximates to 1/3rd
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octave bands. The interpolated direct sound is then trans-
formed into the time-domain and amplitude normalised
based on the gain weighted RMS of the nearest measure-
ments, whereby the RMS of an SRIR is calculated in this
paper as

RMSh j =

√
1
T

T

∑
1
[h j(t)2], (7)

where for the direct sound, T = 200 samples. The RMS
correction value gRMS is then calculated as

gRMS =
J′

∑
1

RMSh j′
g j′ . (8)

This procedure ensures that the effect of the sound source
directivity is accounted for at the interpolated position.

Fig. 4a compares the broadband RMS level (omnidirec-
tional channel) of the reference and two interpolated SRIR
datasets’ direct sound (the first 200 samples). The inter-
polated sets are generated by interpolating from a subset
of the reference dataset with an IMD of 100 cm, for loud-
speaker 2 (see again Fig. 1a), where a linear interpolation
is simply defined as a distance-weighted summation of the
two nearest measurements. Both methods perform compa-
rably.

1.2 Early Reflections
For the early reflection interpolation, firstly the transition

time tEL, which is the cutoff between early reflections and
late reverberation (sometimes referred to as mixing time
[22]) is calculated separately for each input SRIR based on
the energy decay curve passing a set threshold value [23].
The omnidirectional channel of each SRIR is first bandpass
filtered at 1 kHz, then normalised to a maximum amplitude

Fig. 2: Illustration of the directional interpolation. Two in-
put SRIRs at -2.5 m and -1.5 m, for an interpolation po-
sition at -2.0 m. Direction-of-arrival of the direct sound of
two input SRIRs, both pre- and post-rotation to the inter-
polated direction θ̂ , with the direction of the interpolated
SRIR.

of 1, and Schroeder integration is used to obtain the energy
decay curve (EDC) [24]:

D(t) =
∫

∞

t
h2(τ)dτ. (9)

In this study, values of tEL are calculated as the time
t when D(t) = D(1)/10, rounded to the nearest 1000
samples, which generally fall between 80ms and 250ms
for the room transition dataset [10]. This is within typi-
cal early reflection cutoff times reported in the literature
[25, 23, 22, 26], albeit on the higher end. Values of tEL are
calculated separately for each set of nearest measurements,
such that if some input measurements are in a dry room
and some are in a reverberant room, the transition times
will accurately reflect this. For each interpolated SRIR, the
early reflections of the nearest input SRIRs are first win-
dowed from 200 samples (the end of the direct sound) to
the transition time tEL.

The early reflections are interpolated and equalised at
different directions on the sphere by using a process of
beamforming and reconstruction, as detailed further in
[27, 28]. For this, the measured SH domain responses are
analysed with a set of max-rE beams directed to a dense
set of L uniformly arranged directions on a t-design with
steering angles ΘΘΘt [29],

h j(t) =
4π

L
Y>N diagN{wn}h j(t), (10)

where YN ∈ R(N+1)2×L is a matrix of real spherical har-
monics evaluated at directions ΘΘΘt, and diagN{wn} is a di-
agonal matrix of beamforming weights establishing the de-
sired beam-pattern, with one unique weight for all SH com-
ponents belonging to each order. The t-design with the least
number of points that fulfills t ≥ 2N + 1 is selected. For
the fourth-order responses used in this test for example, the
t-design has 48 points. The beamformer output signals are
weighted with the distance weights and summed together

h(t) = ∑
j′

g j′h j′(t). (11)

Next, the summed signals are equalised to match the
weighted sum of the magnitude spectra in each direction.
Equalisation is needed to rectify any comb-filtering arte-
facts that may arise from the summation of correlated sig-
nals. Comb-filtering is most apparent when the SRIRs to
be interpolated are a greater distance apart. Each L beam-
formed signal is equalised separately, such that colouration
is removed in each direction. The alternative would be to
use one direction-independent equalisation filter, in which
case the beamforming and reconstruction operation would
become obsolete. For each ERB band, the target RMS is a
sum of the RMS of each amplitude-weighted nearest SRIR
beam divided by the current RMS of the interpolated beam.
An equalisation curve is then calculated by linear inter-
polation of each ERB band target RMS, between 20 Hz
and 20 kHz. After the directionally equalised responses for
every directional response in h(EQ) are obtained, they are
brought back in the SH domain [28] using

4 Submitted to J. Audio Eng. Soc., 2023 March
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(a) Original 5 cm IMD (b) Input subset: 100 cm IMD

(c) Interpolated from 100 cm IMD - linear (d) Interpolated from 100 cm IMD - proposed

Fig. 3: Direction-of-arrival of the direct sound of each measurement for LS 2, where IMD denotes inter-measurement
distance.

h(t) = diagN

{
1

wn

}
YNh(EQ)

(t). (12)

Fig. 4b compares the overall RMS level of the reference
and two interpolated datasets early reflections (from 200
samples to 0.1 s) calculated using (7). The interpolated
datasets are again made from a subset of the reference
dataset with an IMD of 100 cm, for loudspeaker 2 (see
again Fig. 1a). The level drop off between input measure-
ments in the linear interpolation method is evident here,
causing a dip in RMS as the distance from a measure-
ment increases, whereas this is mitigated in the proposed
method.

1.3 Late Reverberation
The late reverberation interpolation follows much of the

same method as used for the early reflections, but without
the beamforming, which was deemed perceptually unnec-
essary. Fig. 4c compares the RMS level of the reference and
two interpolated datasets late reverberation (from 0.1 s on-
wards) calculated using (7). The interpolated datasets are
as in Sections 1.1 and 1.2. For the linear interpolation, the
level drop off is present here as in the early reflections,
while the proposed method follows a smooth trajectory be-
tween the RMS of each measurement.

1.4 Construction of the Interpolated SRIRs
The final interpolated SRIRs are a sum of the interpo-

lated direct sound, early reflections and late reverberation,

with cosine-shaped amplitude windows used to fade be-
tween sections: 20 samples for direct sound to early re-
flections, and 10 ms for early reflections to late reverbera-
tion (both values are configurable). The interpolated set of
SRIRs can then be saved as a spatially oriented format for
acoustics (SOFA) file [30], in the same format as the in-
put set, which makes it directly compatible with the Sparta
6DoFconv convolution plugin for auralisation.

2 EVALUATION

This section details the evaluation of the interpolation al-
gorithm, which was carried out both numerically and per-
ceptually. The set of measurements used in the evaluation
was the storage to stairwell measurements from the room
transition dataset of SRIRs at N = 4 [10]1.

Fig. 1a presents the room geometry and loudspeaker po-
sitions of the measurements, with four loudspeakers: two in
each room; for which one retains a continuous line-of-sight
(CLOS) between the source and receiver for all receiver
positions, and one without CLOS. Fig. 1b shows the EDC,
calculated using (9), for loudspeaker 2 at receiver position
100 cm, which is 150 cm inside the storage space. The
EDC illustrates the double-slope nature of the energy de-
cay, caused by the combination of the reverberation times
of the two rooms, whereby the amplitude of each room’s
single-slope decay is the only thing that is considered to
change with receiver position [31, 20].

1http://doi.org/10.5281/zenodo.4095493
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(a) Direct Sound

(b) Early Reflections

(c) Late Reverberation

Fig. 4: Broadband root-mean-square (RMS) magnitude of
the SRIRs (omnidirectional channel) for LS 2 comparing
the reference measurements to both linear and the proposed
interpolation methods using an IMD of 100 cm.

To assess the interpolation, test datasets of SRIRs were
calculated from the original dataset of measured SRIRs,
which has a 5 cm inter-measurement distance. This was
done by first creating subsets of the original dataset with
inter-measurement distances (IMDs) of 10 cm, 25 cm,
50 cm, 100 cm, 250 cm and 500 cm (where the 500 cm
case uses just two SRIRs - one at either end), and then in-
terpolating to the same 5 cm resolution as the test dataset.
This was repeated for the four loudspeaker positions, for
both the proposed and linear interpolation methods.

2.1 Numerical Evaluation
2.1.1 Direction-of-arrival Error

Next, the DoA of the room transition SRIRs was esti-
mated first for the original dataset (with an IMD of 5 cm),
and then for the test sets of SRIRs calculated from inter-
polation of the original dataset with greater IMDs. DoA
was estimated above 3 kHz, due to the order-dependent
filtering necessary for higher order spherical microphone
arrays [32], using a steered response power method, direct-
ing a fourth-order hyper-cardioid beamformer (also known
as normalised plane wave decomposition), that calculates
the power at each chosen location on the sphere [33]. The
power was calculated at one degree resolution, which re-
veals the direct sound and loudest early reflections.

To illustrate the DoA of the interpolated SRIR sets, the
horizontal DoA for all measurement positions of LS 2 (in
the storage space, no CLOS between the source and re-
ceiver) was estimated in five degree resolution for seven
arrivals, referring to the direct sound and loudest early re-
flections. This is presented in Fig. 5, first for the original
SRIRs and then for the interpolated SRIRs from 100 cm
IMD, both with the linear and proposed interpolation meth-
ods. Azimuth is denoted in degrees where a positive in-
crease moves anticlockwise, and colour intensity is nor-
malised separately for each measurement to the maximum
power detected in that measurement, in order to illustrate
the relative intensity of the dominant source direction to
the other reflections. The overall trends are generally re-
produced with both interpolation methods, though the di-
rect sound is more accurate with the proposed method. This
is especially evident between -150 and -50 cm.

Though the proposed method produced more accurate
interpolation of the direct sound, both methods performed
similarly for the early reflections. To investigate the DoA
error for more IMD values, the DoA was then estimated
for just the direct sound (first 200 samples), for the refer-
ence dataset and the interpolated datasets at all IMDs. The
error in direct sound DoA was calculated as the difference
in azimuth angle between the DoAs calculated from the
reference dataset and the interpolated datasets, for all 101
measurements. A single azimuth error value Eθ for each
interpolated dataset was then calculated as the mean of
the 101 absolute differences in estimated azimuth. Table 1
presents the results. In general, Eθ increased with higher
IMD, which is expected, and the proposed method pro-
duced lower direct sound DoA error than the linear method.

Some interesting results emerge when considering the
differences between LS 1 and 2, in the storage space, and
LS 3 and 4, in the stairwell. LS 3 and LS 4 have consid-
erably lower Eθ for the low IMD sets, which may be ex-
plained by the higher reverberation time of the stairwell,
leading to higher energy throughout the room transition.
The Eθ significantly jumps at IMD = 500, suggesting the
interpolation method is unable to accurately reconstruct the
room transition acoustics at this distance, whereas Eθ is
significantly higher at IMD = 250 for the linear method.

6 Submitted to J. Audio Eng. Soc., 2023 March
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2.1.2 RMS Error
To investigate the effect on RMS with other loudspeaker

positions and IMDs, Table 2 shows the mean RMS er-
ror ERMS in dB between the 101 SRIRs of the reference
datasets and the test datasets over the entire SRIR response,
calculated as

ERMS =
1
J

J

∑
1

∣∣10log10

(
RMSRef

h j

RMSInt
h j

)∣∣, (13)

(a) Original 5 cm IMD

(b) Interpolated from 100 cm IMD - linear

(c) Interpolated from 100 cm IMD - proposed

Fig. 5: Estimated direction-of-arrival of direct sound and
early reflections for LS 2 (in storage, no continuous line-of-
sight between the source and receiver, see Fig. 1a), where
IMD denotes inter-measurement distance. Azimuth val-
ues are presented from −170◦ to 190◦ for aided visibil-
ity around ±180◦, and colour intensity is normalised sepa-
rately to each measurement’s maximum power value.

Table 1: Mean estimated direct sound DoA error Eθ

in degrees, between the reference dataset and the test
SRIR datasets, where L denotes linear interpolation and
P denotes the proposed method. IMD refers to inter-
measurement distance of the test SRIR datasets, and LS X
refers to the loudspeaker positions as illustrated in Fig. 1a.

IMD (cm) 10 25 50 100 250 500
LS 1 (L) 0.32 0.79 1.08 1.34 2.13 2.69
LS 2 (L) 0.37 0.88 1.68 5.82 25.40 79.70
LS 3 (L) 0.25 0.60 1.42 6.04 20.99 83.00
LS 4 (L) 0.44 0.75 0.88 1.46 3.60 6.30
LS 1 (P) 0.31 0.78 1.08 1.38 2.28 2.74
LS 2 (P) 0.37 0.71 1.29 2.39 3.26 20.87
LS 3 (P) 0.31 0.87 1.37 2.51 4.86 22.46
LS 4 (P) 0.43 0.78 0.87 1.22 3.27 3.33

where RMSRef
h j

and RMSInt
h j

refer to the RMS level of the
reference and interpolated SRIRs, respectively, which is
calculated for each measurement using (7).

In the vast majority of cases (20/24) the RMS error is
greatly reduced with the proposed method: in some cases
this is more than a 10x reduction in error. However, there
are certain situations where the proposed method produces
greater RMS error than the linear method. These are at the
greater IMDs, where the acoustical changes between mea-
surements are significant.

Table 2: Mean RMS error ERMS in dB between the refer-
ence dataset and the test SRIR datasets. Annotation as in
Table 1.

IMD (cm) 10 25 50 100 250 500
LS 1 (L) 0.43 0.59 0.63 0.65 0.52 0.25
LS 2 (L) 0.37 0.52 0.61 0.82 1.50 1.27
LS 3 (L) 0.21 0.34 0.41 0.50 1.36 1.45
LS 4 (L) 0.23 0.35 0.38 0.38 0.33 1.02
LS 1 (P) 0.04 0.04 0.06 0.07 0.07 0.24
LS 2 (P) 0.03 0.08 0.20 0.31 1.54 1.43
LS 3 (P) 0.02 0.08 0.13 0.22 1.30 1.28
LS 4 (P) 0.02 0.03 0.06 0.16 0.60 1.37

2.2 Perceptual Evaluation
To perceptually evaluate the quality of the SRIR inter-

polation, a listening test was conducted in VR. The test
paradigm was a multiple stimulus comparison, with a hid-
den reference but no anchor. Participants were presented
with seven conditions for which they could switch one con-
dition and loudspeaker combination at a time, and were
asked to walk the transition and rate the sound quality
in terms of overall perceived similarity to the reference,
with instructions to listen for all of localisation accuracy,
colouration and reverberation. The reference condition was
the original dataset of SRIRs, and the test conditions were
the interpolated SRIR sets.
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Two test stimuli were used: a dry recording of a drumkit,
chosen for its transients, sharp attacks, and wide range of
frequency content, and an anechoic violin recording, cho-
sen for its smooth and periodic waveform2. The SRIRs
were auralised using the SPARTA 6DoFconv virtual stu-
dio technology (VST) plugin [34]3. The plugin convolves
the SRIRs with a monophonic input signal using fast parti-
tioned time-varying convolution in the frequency domain
[35] with the overlap-add method to allow for real-time
switching between input SRIRs, with minimal perceptual
switching artefacts. The plugin is based on a MATLAB
prototype presented in a previous study [11], for which
the reader is directed to for a more detailed description.
The convolved Ambisonic signals were then rendered bin-
aurally using the SPARTA ambiBIN decoder with Magni-
tude Least-Squares HRTF pre-processing [36]. Mysphere
3.2 headphones were used for playback, offering high lev-
els of passive transparency [37] which makes them suitable
for experiments with both real and virtual sources [11, 12].
Audio processing and programming of the listening test
was conducted in Cycling 74 Max.

To display the room transition in VR, three-dimensional
models of the two rooms were captured using LiDAR tech-
nology from an Apple iPad Pro, with certain features en-
hanced in post processing, such as the doors and windows,
using high resolution two-dimensional textures and sharper
edges. Unity was used to render the visuals, which were
displayed on an Oculus Quest 2. The loudspeaker model
was movable in the environment, such that whichever loud-
speaker was currently playing was displayed, as deter-
mined in Max and sent to Unity via open sound control
(OSC). User position and orientation data, for convolution
filter selection and sound field rotation, respectively, was
sent from Unity to Max via OSC.

The listening test instructions and multiple stimulus
comparison user interface were shown in the Unity virtual
environment: the position of these was controlled by the
Oculus left hand controller, and interactions made using
the trigger on the Oculus right hand controller. To ensure
participants stayed within the bounds of the SRIR measure-
ments, a guiding line was placed at 1.2 m above the ground
in the Unity scene, from 2.5 m inside the storage space to
2.5 m inside the stairwell, corresponding to the positions of
the measurements. In the case that the participant strayed
more than 25 cm from the guiding line in the X or Z axis,
the screen flashed red and the audio cut out.

The listening test consisted of a total of eight trials: the
four loudspeaker positions presented once with the drumkit
and once with the violin. No repeats were conducted. Trial
and condition ordering was randomised. The tests were
conducted on 13 participants aged between 24 and 31 (11
male, 2 female) with self-reported normal hearing and prior
critical listening experience (such as education or employ-
ment in audio or music engineering).

2Downloaded from https://www.openair.hosted.
york.ac.uk/

3https://leomccormack.github.io/sparta-
site/docs/plugins/sparta-suite/#6dofconv

2.2.1 Results and Discussion
The results of the listening test are presented as violin

plots in Fig. 6. Violin plots display both the density trace
and box plot, which better illustrates the structure of the
data over traditional box plots [38]. The violin widths show
the density of data, median values are presented as white
points, interquartile ranges are marked using thick grey
lines, the ranges between the lower and upper adjacent val-
ues are marked using thin grey lines, and individual results
are displayed as coloured points.

The results generally show that, with the presented SRIR
interpolation method, IMDs up to 50 cm produced percep-
tually comparable results to the reference at 5 cm IMD.
Even for the 100 cm IMD, median values were above 80
for 7 out of 8 tested conditions. At 200 cm and 500 cm
IMD, scores were significantly lower, especially for LS 2
and LS 3, where there was no CLOS between the source
and receiver, and the largest angular errors in the direct
sound direction occur due the choice of direct sound lo-
cation estimation. This is in fitting with the results shown
in [11], which showed that a linear interpolation between
the first and last measurements was rated as higher in nat-
uralness for the two sound sources with CLOS (LS 1 and
LS 4) than those without (LS 2 and LS 3).

To test the statistical significance of the results, the data
was first tested for normality using the Shapiro-Wilk test
which showed not all data to be normally distributed, even
when excluding the reference condition. Therefore, statis-
tical analysis was conducted using non-parametric meth-
ods. Friedman tests showed that the conditions were sta-
tistically significantly different (p < 0.001) for all stimuli
and loudspeaker pairs except LS 1 with the violin stimulus:
χ2(6) = 8.32, p = 0.21; in this configuration both 200 cm
and 500 cm IMDs performed relatively well, with median
values of 74 and 69, respectively.

The different stimuli, a drumkit and a violin, on the
whole produced relatively similar results, though at IMD≥
100 cm, the median rating of the drumkit was lower for
11 out of 12 cases. This suggests that the drumkit stimu-
lus showed the artefacts of interpolation better, and could
suggest that the choice of IMD in measuring could be in-
fluenced by the stimuli of the application.

It is notable that there was a broad range of results for
each condition, including the reference, which was not
rated as 100 by all participants. This is likely a conse-
quence of the listening test being conducted in VR. The
cognitive undertaking of performing a multiple stimulus
comparison task whereby the auditory experience and con-
ditions are dynamic and dependent on the participant’s po-
sition and orientation is complex. Multiple thoughts had
to be kept in the participant’s memory simultaneously and
cross-referenced. This is a more complicated task than a
standard desktop MUSHRA experience.

3 CONCLUSIONS

This paper has presented a method for auralising mea-
sured room transitions in virtual reality. An interpolation
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(a) LS 1 (in storage, with CLOS) (b) LS 2 (in storage, no CLOS)

(c) LS 3 (in stairwell, no CLOS) (d) LS 4 (in stairwell, with CLOS)

Fig. 6: Violin plots of the perceptual listening test results. CLOS refers to a continuous line-of-sight between the loud-
speaker and listener for all listener positions (refer to Fig. 1a for loudspeaker positions and room geometries). Median
values are a white point, interquartile range a thick grey line, the range between lower and upper adjacent values a thin
grey line, and individual results are coloured points.

method for higher-order spatial room impulse responses
(SRIRs) has been proposed, suitable for up to six degrees-
of-freedom datasets and robust for interpolating measure-
ments of room transitions. The proposed method uses
directional steering of input SRIRs to rotate the direct
sounds, equivalent rectangular bandwidth equalisation to
directionally equalise early reflections, and RMS compen-
sation throughout to counter level discrepancies. This rel-
atively simple method of interpolation allows for sparser
measurement of the acoustics of room transitions whilst
retaining a high level of realism in auralisation.

The method has been evaluated numerically, using RMS
and direction-of-arrival (DoA) error analysis, which shows
that the interpolation is able to reduce error significantly
when compared to a linear interpolation method, even up
to an inter-measurement distance (IMD) of 100 cm. How-
ever, at 250 cm and 500 cm, both methods produce signif-
icant errors. A dynamic listening test has then been con-
ducted in virtual reality, using visuals of three-dimensional
models from room scans using LIDAR technology and bin-
aural auralisation, where participants were able to walk
through the transition in real-time. The conditions of the
test were sets of SRIRs generated through interpolation of
the original dataset at different IMDs, with the reference
the original 5 cm IMD and the lowest case a 500 cm IMD.
The results showed that, using the presented interpolation
method, IMDs up to 50 cm or in some cases 100 cm were
rated as highly similar to the reference.

The results of the evaluation show that, even for a de-
manding acoustic scenario such as tested in this study, the
presented method is able to reduce the necessary inter-
measurement distance, which allows for time and cost sav-
ing in measurements, with an inter-measurement distance
of 50 cm perceptually difficult to discern from a 5 cm ref-
erence distance in the tested scenario.

Further work should compare the presented SRIR inter-
polation method to other available methods. Additionally,
the method should be used to interpolate between measure-
ments in a single room, and the results compared to the
evaluation in this study, to assess whether a higher IMD is
feasible for interpolating between measurements where the
acoustical changes are smaller.

The presented interpolation method is available for
download as MATLAB code4, along with demonstration
and analysis scripts.
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