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ABSTRACT

Self-assembly is a promising approach for generating complex functional microstructures
with numerous technological applications. However, the understanding of the underlying
mechanisms and the conditions required to achieve specific structures remain rudimentary,

limiting its further utilisation. In this thesis, we investigated several self-building systems with
varying interactions between constituent particles for a better knowledge of the self-assembly.

The first system involved using PMMA particles that are sterically stabilised to mimic hard
spheres. Hard spheres exhibit a thermodynamic phase transition, from fluid to crystal phases,
as a function of the packing fraction. However, a remarkable disagreement of experimental and
simulation homogeneous nucleation rates by more than 10 orders of magnitude is observed in
less supercooled region. We attempted to address this discrepancy by developing a novel confocal
microscope image processing technique which allows crystallite identification of colloids with
much smaller than typical size scale required for particle-resolved imaging, and thus enables the
observation of much rare events, namely the formation of nuclei near the freezing volume fraction.
We further examined our results by using larger PMMA with particle tracking methods locating
the colloids. Unfortunately, we found no clear dependence of nucleation rate on the particle
packing fraction, consistent with the previous experimental works. Hence this discrepancy
remains a puzzle.

Bi-continous protein gels with depletion attractions induced by polymer addition is the main
topic of the second section. The phase behaviour of individual protein species were firstly studied.
Various strategies were then employed, including surface modification of protein molecules and
adjustment of adding sequence, to achieve the target structures. Expected binary gel networks
were only accessible with specific polymer-protein size ratio. Notably, this study represents the
first realization of binary protein gels in which the proteins preserve their intrinsic properties
through the depletion interaction.

The third system is composed of rod-like particles and polymers to investigate the possibility of
recovering the higher-dimensional (d →∞) hard sphere glass transition, based on the assumption
that the behaviour of the system is represented by the numbers of interactions and the fact that
both hard spheres in high d and hard rods with high aspect ratio interact with many neighbours.
We developed a reproducible procedure for the dispersion of sepiolite clay particles, B20, and then
prepared the mixture of rods and polymers at different volume fractions. With a small size ratio,
q = 0.2 and the consequent short-range attraction, we tested a localised phase diagram at low rod
volume fractions. During gelation, the dynamics, characterised by the structural relaxation time
from the fitting of c(t), exhibited a remarkable increase, while the network structure, indicated by
g(r), remained similar to its initial configuration. Our findings suggest that this loss of ergodicity
in our rod-polymer mixture is similar to the dynamical arrest in the hard sphere high-dimensional
case. Therefore, this simple experimental system provides a potential approach to interpreting
higher-dimensional hard sphere virtification.
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INTRODUCTION

1.1 Colloids

1.1.1 Colloids as model system

Colloids are the central theme in this thesis. We therefore first explain what they are. The

word “colloid” refers to the heterogeneous mixture composed of insoluble particles dispersed

in a continuous medium. It also denotes these dispersed particles themselves. Colloids have a

diameter of approximately 1 nm to a few µm in any direction, implying that their size scale is

much larger than the constituent particles of the medium, and thus the medium may be roughly

treated as the background. A colloidal dispersion is intermediate between the suspensions in

which complete sedimentation eventually occurs due to much larger particles, and solutions

containing solute surrounded by solvent molecules, which are homogeneous and will never

precipitate [86, 130].

The dynamics of the colloidal particles in a suspension is determined by Brownian motion,

arising from the continuous collisions due to the thermal molecular motion of the medium, on

the premise that the gravity is safely neglected. This requires colloids to have a much smaller

diameter than the sedimentation length ls, given by ls = kBT/∆mg where kB is the Boltzmann

constant, T is the absolute temperature, ∆m is the mass difference between the particle and the

medium in the same volume (buoyant mass), and g is the gravitational acceleration.

Colloids can function as experimental model systems to investigate atomic or molecular phase

behaviour, stemming from the fact that the thermal motions of the former is manifested by the

Brownian motion. The understanding of similarities between colloids and basic particles has a

long history. Einstein firstly recognised that colloids exhibit highly similar thermodynamics as

atoms in statistics [83], for example, the Van’t Hoff equation [313] which reveals that the osmotic
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pressure of a dilute suspension equals the pressure of a dilute gas of the same temperature and

density. Perrin [227] examined the equilibrium density profile of resin colloids in a gravitational

field, and found that it follows the Boltzmann distribution, obtaining a result that is known

as the barometric distribution. Interestingly, gas molecules also follow the same law, providing

evidence for the colloid to atom analogy. The thorough identification of this analogy was further

developed by Onsager [213, 214], and McMillan and Mayer [195]. They proposed that the colloids

can be considered as interacting through an averaged potential in which the osmotic pressure

performs in a way similar to that of the total pressure of a gas system. Based on this analogy,

colloidal particles have been used to study various self-assembly phenomena such as fluid, crystal

[183, 241], glass [338] and phase coexistence [235].

1.1.2 Self-assembly

aspect ratio γ

co
m

p
o

n
en

ts

Hard sphere nucleation
PMMA
γ = 1

Protein binary gel
enhanced green fluorescent protein 
+ mCherry / bovine serum albumin
+ PEG
γ = 1 - 2

Rod gelation
sepiolite B20
γ ≈ 30

Figure 1.1: The systems investigated in this work. All the images are imaged by confocal mi-
croscopy. The complexity increases from left to right. (a) Hard sphere system consisting of
monodispersed PMMA particles for nucleation rates (chapter 3). PMMA are regarded as weakly
charged colloids. (b) Protein gelation via depletion interactions, in which several protein species
are treated as colloids with different shapes (spheres or spherocylinders, see chapter 4). Polyethy-
lene glycol (PEG) function as depletants. (c) Hard rod gelation via depletion interactions. The
colloidal rods (sepiolite clay B20) have a high aspect ratio of around 30. Polystyrene (PS) are
selected as depletants (chapter 5). Scale bars denote 20 µm.

Self-assembly is the spontaneous aggregation by which the specific patterns or structures

forms by disordered and individual components, arising from the specific interactions between the

components in their environment [135, 225]. This phenomenon exists throughout nature, from

molecules to planets [323]. Tibbit proposed several principles for this architectural construction:
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firstly, the constituent components need to be simple particles with programmable elements,

such as amino acids in proteins. Secondly, the interaction is able to activate the assembling

process. Finally, the system has a degree of resistance to errors and redundancy to produce

desired architectures [303]. The work dedicated to the functional particles with distinct sizes and

shapes for self-assembly and the approaches to realising various self-building activities is fast

growing [225, 293, 334]. However, a complete understanding of the self-assembly mechanisms, as

well as the methods of good process manipulation and imaging, remains rudimentary.

The most obvious building blocks of self-assembly systems are atoms and molecules, though we

still lack effective approaches to precisely tuning the interactions due to their scale. Alternatively,

colloidal particles, as mentioned above, can serve as atomic or molecular model systems. Their

sizes (nanometres to microns) allow real-time and space imaging through various microscopy

techniques, providing detailed information on the assembly process and the structures formed.

Among different phase behaviour, the hard sphere phase transition becomes the benchmark.

Pusey and van Megen introduced a model system using polymethylmethacrylate (PMMA) colloidal

particles to reproduce the hard sphere phase transition [241]. After that, more detailed research

into hard sphere crystallisation was performed by means of light scattering techniques (see

Sec. 1.2.2). However, a spectacular discrepancy still exists between the experimental and the

simulation nucleation rates. We attempt to resolve this discrepancy by confocal microscopy in

chapter 3.

Apart from the similarities to atomic and molecular systems, colloidal particles are able

to mimic diverse conditions, as their interactions can be manipulated by the particle shape,

dispersed medium, temperature, by particle surface modification, or by additives such as ions or

polymers. Colloids may experience van der Waals attractions, electrostatic interactions and steric

repulsion. Especially, the understanding of the depletion interaction, an attraction induced by

the addition of non-absorbing polymers, has gradually developed since the 1950s [9, 10, 178, 321].

The phase behaviour of the mixture of such polymer species and proteins or rod-like colloids is at

the core of chapters 4 and 5.

1.2 Hard spheres

1.2.1 Hard sphere crystallisation

Colloidal systems can be complex due to multiple components that vary in size and material. To

obtain a deeper knowledge of these systems, model systems are commonly used. Ideally, they

consist of monodisperse colloidal particles of identical size and material. The hard sphere model

is one of the simplest models, widely studied for atoms and spherical molecules experiencing a

particularly strong repulsive force at a short separation. The particles in such hard sphere model

are defined as impenetrable spheres, which do not interact with each other when independent, yet

the repulsion goes to infinity when they are going to overlap. The pairwise interaction potential

3
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of the hard spheres is expressed as

(1.1) uHS(r)=
∞, r <σ

0, r ≥σ

where σ is the diameter of the hard spheres. This model provides a generic method to study

the physical phenomena of perfect hard spheres. It can also be used to estimate the phase

behaviours of systems with strong repulsion at short range [82]. Furthermore, many models

collapse into a hard sphere model through mapping an effective hard sphere diameter σeff onto σ

by matching the known characteristic properties, e.g. the freezing volume fraction and assuming

the experimental data are related to the σeff [182, 258]. This model facilitates the investigation of

key colloidal phenomena, allowing further insights into the behaviour of more complex systems.

The phase state of hard spheres is only determined by its volume fraction φ, where φ is

calculated by the size σ and the number density n of the particles:

(1.2) φ= 1
6
πσ3n.

This system exhibits a first order fluid-crystal phase transition in equilibrium between the

freezing volume fraction φ f and melting volume fraction φm, which are equal to 0.494 and 0.545,

respectively, as measured by Hoover et al. [134]. At a volume fraction under φ f , the particles form

a full fluid. In the coexistence region, the equilibrium crystallinity grows as a function of φ, until

φ>φm then the system is fully crystalline. Face centred cubic (FCC) structures are dominant

from φ= 0.545 to φ= 0.740 as they have the highest entropy [192]. Yet when φ is higher than

∼ 0.58, hard spheres can experience vitrification if they prevent crystallisation [219], indicated

by very slow dynamics.

1.2.2 Nucleation rate discrepancy

The classical nucleation theory (CNT) is the most widely used theoretical explanation to qual-

itatively understand the kinetics of nucleation [154]. CNT splits the Gibbs free energy of the

formation of a spherical nucleus with the radius r into two terms, according to the following

equation:

(1.3) ∆G = 4
3
πr3ρs∆µ+4πr2γ,

where ρs is the number density of the nuclei, ∆µ is the difference in chemical potential between

the solid and the surrounding fluid, and γ is the free energy density of the interface. The former

term of the equation is the bulk term proportional to the nucleus volume, representing the energy

decrease upon solid formation. It is always negative as the crystal has less free energy than

the fluid in the supercooled region. The latter term, meanwhile, is the interfacial term which is

always positive and proportional to r2, indicating the energy needed for creating a new surface.
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𝑟

Δ𝐺
interface free energy

bulk free energy

Δ𝐺∗

𝑟∗

Figure 1.2: The schematic representation of the classical nucleation theory. The maximum global
free energy is known as the nucleation barrier height ∆G∗, at which the nuclei size is defined as
the critical size r∗.

When r is small, the second term dominates and thus ∆G increases. Only for the r larger than the

critical size leads to a decrease of ∆G, which allows the spontaneous nucleation. This critical size

is calculated by the height (maximum) of free energy ∆G, where the probability of the nucleus

formation is minimum:

(1.4) r∗ = 2γ
ρs|∆µ|

.

And the nucleation barrier height is given by

(1.5) ∆G∗ = 16π
3

γ3

(ρs|∆µ|)2 .

The nuclei of critical size are metastable, and the attachment of the extra particles drops the

free energy, making these nuclei more stable. The nucleation rate density I, showing the number

of nuclei per unit time and per unit volume, is expressed by

(1.6) I = A exp
[
−∆G∗

kBT

]
,

where A = ρ f f +c Z is the kinetic prefactor. Here ρ f is the particle number density of the fluid, f +c
is the attachment coefficient representing the adding rate of molecules to the critical nuclei of the

size nc, and Z =√|∆G′|/(6πkBTnc) denoting the Zeldovich factor, which describes the probability

that critical nuclei continue to grow rather than melt. f +c can be estimated by considering the

rate of the particle transition and the number of particles around the nuclei surfaces. The first

term is proportional to D0/λ2 (D0: diffusion coefficient, λ: typical distance for diffusion in the

system), while the second term is proportional to the particle surface area, or n2/3
c . Therefore, the

attachment coefficient is obtained by

(1.7) f +c = 24D0n2/3
c

λ2 .
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In real cases, fitting experimental data to CNT form is commonly used to obtain γ and λ [17, 272].

Most experimental data of the nucleation rate were measured through Small Angle Light

Scattering (SALS) and Bragg Scattering (BS) (see Fig. 1.3), which both belong to scattering

techniques. They are able to detect the mean radius of the nuclei r(t) at a given time point t

and the crystallinity η(t) of the whole specimen at the same time. The nucleation rate density is

calculated as I = η(t)/4
3πr(t)3t. Light scattering techniques allow characterisation of relatively

small colloidal particles, i.e. σ≤ 400nm. Meanwhile, particle-resolved imaging techniques, such as

confocal microscopy, have become more popular in recent years as they enable the identification

of the particle positions which provide detailed information about the cluster structures for the

crystallisation mechanisms [107, 146, 155].

Different studies may give different nucleation rates. This is because they scaled the results

to relative rates by their own experimental parameters, such as the particle diameter and the

solvent viscosity. Therefore, a uniform (reduced) dimensionless rate is needed for comparing

various systems. It can be obtained by

(1.8) I ′ = Iσ5

Ds
,

in which the scaling term σ5

Ds
has the units of m3s, neutralising the units of the nucleation rate

density I with m−3s−1. Ds denotes the long time self-diffusion coefficient.

        Weak
Supersaturation

       Strong
Supersaturation

Simulation Experiment

Figure 1.3: The literature results of the nucleation rate density scaled to uniform dimensionless
unit. Open points are simulation data while coloured points represent experimental data with
the polydispersity less than 0.055. The experimental data are sorted into two regions due to the
different Peclet number, Pe, as pointed out by Russo et.al [263]. The upper region has Pe around
0.3 and the lower is of Pe around 0.01. Reprinted from Nicholas Wood [331].
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Figure 1.3 shows the literature results of scaled hard sphere nucleation rate densities.

These data split into three groups. The first is the group of top coloured points representing

experimental data. They all used PMMA particles with σ∼ 1 µm in a solvent mixture of tetralin

and decalin [126, 267, 285]. The second batch of the experimental rates is the lower coloured

ones, in which Harland et al. [124] and He et al. [126] also examined PMMA dispersed in tetralin

and decalin, with the diameter σ= 400 and 430 nm, respectively. Iacopini et al. [139] and Franke

[102] both studied micro gels of polystyrene of a diameter around 830 nm yet with different

cross-link densities at 1/10 and 1/30, respectively. From the colloidal size, these systems seem

indistinguishable. However, as was pointed out by Russo et al. [263], they actually have distinct

Peclet numbers Pe. Pe is a dimensionless value, defined as the ratio of the gravitational to

the diffusive rate of the particles, effectively normalising the colloidal sedimentation. When

Pe ≫ 1, sedimentation dominates the crystallisation process, whilst diffusion dominates when

Pe ≪ 1. The upper region in Fig. 1.3 is of Pe around 0.3, and the lower region has Pe around

0.01. Finally, the open symbols mean simulation data. Auer and Frenkel investigated the effect

of polydispersity, and they report the results of hard sphere nucleation rate densities with a

polydispersity from 0 [12] to 0.05, 0.085, 0.095 and 0.010 [13]. While other simulations focused

on monodisperse particles. Filion et al. [94, 95] used several simulation techniques: forward flux

sampling (triangle), molecular dynamics (diamond) and umbrella sampling (circle), as presented

in Fig. 1.3. Schilling et al. [269] also used molecular dynamics as well as Monte Carlo simulation.

These simulations reveal that the nucleation rate density grows rapidly with increasing hard

sphere packing fraction in less supercooled region, say φ < 0.53, whereas experimental rate

density shows a much weaker dependence on φ at the same range. The discrepancy, at the lowest

experimentally accessible packing fraction φ≈ 0.52, exceeds 10 orders of magnitude. The possible

reasons for this will be discussed after explaining the colloidal interactions.

1.3 Colloidal interactions

Ideal hard sphere dispersions do not exist in reality. However, it is possible to approach hard

sphere dispersions through tuning the interactions between colloids. In colloidal systems, an

unstable colloidal suspension tends to form aggregates as the attractive forces become dominant

than the repulsive forces. The attraction mainly comes from the intrinsic van der Waals force,

while different repulsions, including the electrostatic interaction and the steric repulsion, are

often introduced to stabilise colloidal particles.

1.3.1 Van der Waals Attraction Forces

Van der Waals interactions occur between all particles, from the atomic to macroscopic scales. It

originates from the transient oscillation of the electron cloud: the fluctuating electron density

generates an electric field which induces a charge re-distribution of the neighbour particle,
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thus the interactions between the dipoles form. They are short-range and steeply decrease as a

function of r6 where r is the centre-to-centre distance of two particles. Van der Waals forces have

three contributions. For London (dispersion) forces, an instantaneous dipole polarises another

natural molecule. Debye forces arise from the interactions between a permanent dipole and

its polarised neighbour. Finally, in the case of Keesom forces, two inherent polarised molecules

interact [130, 137]. The van der Waals potential of identical spherical particles was calculated by

Hamaker as the following equation [142]

(1.9) uvdW =−AH

12

[
σ2

r2 −σ2 + σ2

r2 +2ln
r2 −σ2

r2

]
,

where AH is the Hamaker constant and σ is the particle diameter. In a colloidal suspension, the

value of the AH is expressed by the refractive indices n and the dielectric constant ε as [142]

(1.10) AH = 3
4

kBT
(
εp −εs

εp +εs

)2
+ 3hv

16
p

2

(n2
p −n2

s)2

(n2
p +n2

s)
3
2

,

where the subscript “p” and “s” denote particle and solvent, respectively, h is the Planck constant

and v is the frequency of fluctuation. In many cases, the van der Waals attractions can be

minimised through preparing the dielectric constant or refractive index matching. However,

these matchings are not always accessible for specific experimental conditions, thus the colloidal

particles may form irreversible aggregation. To avoid undesired clusters, counteracting forces are

needed. Electrostatic repulsion as well as steric stabilisation is commonly performed to stabilise

particles in suspensions [137, 282].

1.3.2 Electrostatic interactions

It is widely accepted that a degree of charging is always induced during the dispersion of the

colloidal particles into liquid mediums, by existing surface ionic groups, or the absorption of ions

from the liquid, or both [258]. Ions of the opposite charge as the particles, known as counterions,

form a layer enclosing the particles to balance the surface charge. This layer is defined as the

electric double layer, with its thickness given by the Debye screening length 1/κ. κ is determined

by the dielectric constant and the ionic strength of the system, as

(1.11) κ=
√

4πλBρ ion ,

where λB is the Bjerrum length describing the separation at which the interaction potential

between two charged particles is equal to kBT. It is calculated by λB = βe2/(4πε0εr), in which

β= 1/kBT is the thermal energy scale, e is the elementary charge, ε0 is the permittivity of free

space and εr is the relative dielectric constant of the solvent [170, 325]. The Debye screening

length indicates the range of the electrostatic interactions. Far from the double layer the positively

and negatively charged species achieve a fixed averaged value. In contrast, a repulsive potential is

induced when two double layers overlap. The repulsion, as a function of the interparticle distance

8
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for non-aqueous media and a consequent low ion concentration, is approximated by solving the

Debye-Hückel equations in a linear Poisson–Boltzmann treatment which are of Yukawa form

[252, 257]:

(1.12) uY (r)= ϵY
exp[−κ(r−σ)]

r/σ
,

where ϵY is the contact potential, calculated by

(1.13) ϵY = kBT
Z2

(1+κσ/2)
λB

σ
,

in which Z is the particle charge scaled by the elementary charge e.

𝑢𝐷𝐿𝑉𝑂
𝑘𝐵𝑇

increasing 
ionic strength

i

ii

iii

iv

𝑟
0

Figure 1.4: Illustration of DLVO potential dependence on the ionic strength. The ionic strength
increases from i to iv.

The theory for the total interaction between charged colloidal particles was developed by

Derjaguin and Landau [73], and Verwey and Overbeek [317], independently. It is now known as

the DLVO potential, simply given by

(1.14) uDLVO = uvdW +uY .

A schematic plot of the DLVO potential is represented in Fig. 1.4. Since the uDLVO is the sum

of uvdW and uY , it is manipulated by the ionic strength, usually through adding salt, at a given

van der Waals potential and colloid size. At a high ionic strength, the van der Waals attraction

dominates, leading to particle aggregation. With less salt, a local maximum and a shallow

secondary minimum appear, as indicated by Fig. 1.4(ii). The local maximum is at a distance

comparable to the Debye screening length 1/κ which may suppress the particles irreversibly

dropping into the deep attractive well (the primary minimum) at very short separations, while the

aggregations due to the secondary minimum can be broken by decreasing the salt concentration

or shaking. Finally, at low salt levels, the inter-particle interactions are repulsive, and a stable

suspension is expected [174, 262].
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colloid colloid

steric stabliser
(polymers, surfacants)

Figure 1.5: Sketch of the steric stabilisation.

1.3.3 Steric stablisation

Steric stabilisation is another effective method to prevent particle aggregations [96]. Polymers

can be absorbed or be chemically bound to the particle surfaces, which gives rise to a significant

repulsive potential, as shown in Fig. 1.5. When two particles approach into the range of the

attached polymers, the chains compress or interpenetrate, leading to a growing local polymer

density. The repulsion is then generated by the lower polymer configurational entropy [294]. The

working range of the steric layer is tuned by the length of polymer chains, thus the van der Waals

attraction can be safely neglected if it is shorter than the steric repulsion [295, 325].

Especially, for polymethylmethacrylate (PMMA) particles grafted with poly-12-hydroxystearic

acid (PHSA) used in our experiments, the steric stabilisation is well described by [42, 167, 258]

(1.15) usteric(r)= ϵ(σh/r)n.

where ϵ is the strength of the repulsion, σh is the diameter at which the hard-core potential

becomes infinite, in other words, the separation at which the PHSA chains are fully interdigitated,

r is the colloidal separation, and n is the repulsive index. Bryant et al. [42] also revealed that

larger particles become harder and thus behave more like hard spheres with a given length of

the steric layer.

1.3.4 Polymers

1.3.4.1 Polymer chains in solution

A polymer molecule is a chain of repeating sub-units, known as monomers. In the solid state,

polymers are compact with little free space (voids) in either amorphous or semi-crystalline

structure. On the contrary, they separate and are surrounded by the solvent molecules in a dilute

solution. The polymer molecules constantly alter their 3D conformation in the solution, and the

simplest model to describe them is the ideal chain, which treats a linear flexible chain with N

bonds of length b as a random walk: it is placed in a cubic lattice where the move direction is

limited to lattice axes and the step length is equal to b. From this model the characteristic radius,

named as radius of gyration Rg, can be obtained[301].

However, two factors contribute to non-ideal chains in the real situation. The first is the

excluded volume. Any monomers cannot overlap with another, neither their constituent parts.
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Considering a dilute solution where each polymer molecule is independent, the unavailable

volume for a monomer is the actual volume of other monomers plus the enclosed layers with a

thickness of its size (the distance from its centre to the touching edge). A well-studied model

including the excluded volume is the self-avoiding walk (SAW), preventing the revisiting of the

same places in the lattice that have been visited. This model leads to a larger Rg. In general,

the fitting of the SAW simulation gives the relationship of Rg and chain length, as the following

equation [301]

(1.16) Rg = 0.42N0.59b.

The second noticeable factor is the effect of the solvent. The “good solvent” dissolves a given

polymer well with lower free energy of the mixture, and vice versa. In the good solvent the

monomers interact with the solvent molecules in preference to other monomers, inducing a

repulsion between polymers and the expansion of the polymer coils, whilst in the poor solvent the

inter-polymer interactions are energetically favourable, and the chains shrink. Flory–Huggins

solution theory is a lattice model approximating thermodynamic properties for dissolving a

polymer into a solvent. It assumes that every site of the lattice is occupied by either a polymer

segment or a solvent molecule. The equation of the change of the Gibbs free energy during

dissolving is then given by [97]

(1.17) ∆G = kBT(ns lnφs +np lnφp +nsφpχsp),

where ns and φs are solvent mole number and volume fraction, np and φp are polymer mole

number and volume fraction, and χ, known as χ parameter, is defined by the energy change and

the coordination number of the lattice Z by

(1.18) χ= Z[ϵsp − (ϵss +ϵpp)/2]/kBT,

where the meaning of ϵ is represented by its subscript, i.e. ϵsp means the solvent-polymer (sp)

contact interaction. The symbol of χ indicates the favourable interactions: if χ is positive, polymers

prefer to interact with each other, while a negative χ facilitates the polymer-solvent interactions.

In particular, the value of χ is used as a criterion for identifying the polymer conformation. The

solvent with χ= 0.5 is defined as a “theta solvent (θ solvent)” where the excess chemical potential

as well as enthalpy change of mixing is zero, and the polymer chains behave like ideal chains. In

general, for a given polymer, if χ< 0.5 then the solvent can be regarded as a good solvent [34, 35].

1.3.4.2 Overlap concentration

In a dilute solution with a good solvent, each polymer coil swells and roughly occupies a spherical

space of a radius equal to Rg. They do not overlap as discussed before that the polymer-solvent

interactions are more favourable. However, upon increasing the polymer concentration, they
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𝟐𝑹𝒈

𝒄 < 𝒄∗ 𝒄 ≈ 𝒄∗ 𝒄 > 𝒄∗

Figure 1.6: Illustration of polymer configurations with increasing concentration. c < c∗: dilute
solution; c ≈ c∗: near the overlap concentration; c > c∗: semi-dilute solution.

finally touch each other. The overlap concentration c∗, describing the state point at which the

polymers fully fill the solution in their original shape without overlapping, is calculated as

(1.19) c∗ = 3
4πR3

g
× Mw

NA
,

where Mw is the polymer molecular weight, and NA is the Avogadro’s constant. Fig. 1.6 shows

the shape of polymer coils in different concentrations c. When c is smaller than c∗, the solution is

a dilute solution where polymers are separate. When c > c∗ the solution is semi-dilute. Polymers

are allowed to overlap in this condition, and the excluded volume gradually decreases to zero as a

function of c [301, 340].

1.3.4.3 Depletion interaction

σ/2

Rg

Figure 1.7: Illustration of the occurring of depletion interaction with spherical colloids plus
non-absorbing polymers. The depletion layers are showed by the dashed lines. For overlapping
depletion layers (grey area in the middle) the particles undergo anisotropic osmotic pressure
as the polymers cannot enter the in-between space. The induced attraction is indicated by the
arrows.

In colloidal suspensions, an inter-particle attraction can be induced by the addition of non-

absorbing polymers. This is known as the depletion interaction, becoming first clear in 1954 by the
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study of Asakura and Oosawa [9, 10], Both theoretical and experimental work of colloid-polymer

mixture was carried out by Vincent [178] and Vrij [321]. Consider the most simple system, in

which both colloids and polymers are spherical: a schematic picture is shown in Fig. 1.7. Here

colloids are hard, which means they cannot overlap with each other, neither colloids and polymers.

Thus, a homogeneous layer with a thickness of Rg (polymer radius of gyration) enclosing a

particle — known as the depletion layer, indicated by short dashes in Fig. 1.7 — forms, which

also excludes other polymers in the system. When two colloidal particles approach each other, the

depletion layers overlap, generating a small space in-between (grey area) where polymers cannot

enter, leading to the unbalance of osmotic pressure on particles. The effect of this is equivalent to

an attraction between the colloids. Although the sketch depicts the case of colloidal spheres, the

colloids can be any shape, and the corresponding Asakura Oosawa (AO) depletion potential is

uniformly calculated by

(1.20) WAO(s)=


∞, s < 0

−PVoverlap(s), 0< r < 2Rg

0, 2Rg < r

where s is the separation between two particles, P = nBkBT is the osmotic pressure arising

from the polymers with the polymer bulk number density nP , and Voverlap is the total volume of

overlapped depletion layers.

Figure 1.8: Illustration of the reservoir volume fraction. The reservoir (left) is in the osmotic
pressure equilibrium with the right system comprised of hard spheres and depletants (dashed
circles). The unshaded regions at right are available volume fraction for polymers. The hypotheti-
cal semi-membrane is indicated by the vertical dashes in-between.

Spherical colloids For a given shape of colloidal particles, the AO potential and the consequent

phase behaviour is determined by the polymer-colloid size ratio q = 2Rg/σ and the polymer

reservoir volume fraction φR
P . The concept of a polymer reservoir can be explained by the free

volume theory (FVT), which is widely used to simulate depletion phase behaviour. This theory

considers the equilibrium of osmotic pressure between a colloid-polymer mixture and a polymer-

only system. The polymers are simplified as penetrable hard spheres (phs). As shown in Fig. 1.8,
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the whole container is separated by a semi-membrane which allows transit of phs and solvent

but not of colloids. Treating the solvent as background, the reservoir (left) only consisting of

phs attains osmotic equilibrium with the mixture of phs and colloids (right). Now the available

free volumes for phs on the two sides are equal: it is the space not occupied by the particles and

depletion layers, where the layers may overlap depending on the colloidal concentration. The

reservoir volume fraction is then defined as the ratio of total phs volume to the volume of reservoir.

The experimental volume fraction is related to reservoir volume fraction by φexp =αφres, where

α can be calculated by the free volume approximation [174]:

α= (1−φ)exp
[
−A

(
φ

1−φ
)
−B

(
φ

1−φ
)2

−C
(

φ

1−φ
)3]

,

A = 3q+3q2 + q3,

B = 9
2

q2 +3q3,

C = 3q3,

(1.21)

where φ is the colloid volume fraction, q is the size ratio of phs to colloids.

With the known polymer reservoir volume fraction, the depletion potential of spherical colloids

can be calculated as [174]:

(1.22) βuAO(r)=


∞, r <σ
−φR

P
(1+ q)3

q3

[
1− 3r

2(1+ q)σ
+ r3

2(1+ q)3σ3

]
, σ≤ r <σ+2Rg

0. σ+2Rg < r

L

Figure 1.9: Illustration of the reservoir polymer volume fraction in the case of rods. The reservoir
(left) is in the osmotic pressure equilibrium with the right system comprised of hard rod-like
colloids and polymers, with a hypothetical semi-membrane in between (vertical dashes) that only
allows pass of polymers (dashed circles). The available free volume for polymers at right is the
unshaded regions.

Rod-like colloids Another common colloidal shape used in the model depletion systems is

spherocylinder. The rod-like particles are characterised by an extra parameter, the aspect ratio
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γ= L/D, where L and D are the length and the diameter of the rods, respectively. Here L uses

the length of the entire colloid, as shown by the red arrow in Fig. 1.9. The size ratio is defined as

q = 2Rg/D in the rod-polymer mixture. Similarly, the fraction of available volume for depletants,

α, can also be calculated by the free volume theory to obtain the reservoir volume fraction [174]:

α= (1−φR)exp
[
−A

(
φR

1−φR

)
−B

(
φR

1−φR

)2
−C

(
φR

1−φR

)3]
,

A = 6γ
3γ−1

q+ 3(γ+1)
3γ−1

q2 + 2
3γ−1

q3,

B = 1
2

(
6γ

3γ−1

)2
q2 +

(
6

3γ−1
+ 6(γ−1)2

(3γ−1)2

)
q3,

C = 2
3γ−1

(
12γ(2γ−1)

(3γ−1)2 + 12γ(γ−1)2

(3γ−1)2

)
q3.

(1.23)

The AO potential of rod-like colloids varies depending on the size ratio q. Full expressions

can be found from Lekkerkerker and Tuinier [174].

1.3.5 Possible explanations for hard sphere nucleation rate discrepancy

With the knowledge of colloidal interactions, we re-examine the experimental systems for the

possible reasons for the hard sphere nucleation rate discrepancy. Most previous experimental

work used sterically stabilised PMMA particles. Unlike perfect hard spheres in the simulations,

the properties of PMMA and the solvent may affect the nucleation rates. We propose three

potential explanations here. Firstly, the simulations of the homogeneous crystallisation do not

count the colloid sedimentation. The movement of particles is clearly affected by the gravity with

imperfect density matching, and this influence becomes stronger when using larger particles for

imaging purposes. Many experimental studies took PMMA particles of σ∼ 1−2 µm [124, 267, 285].

Russo et al. [263] performed Brownian dynamics simulations with the Weeks–Andersen–Chandler

(WCA) potential, which is a short-ranged repulsion model for nearly hard sphere cases. They

found that the density difference significantly increases the nucleation rates to the similar scale

of the experimental data, that is to say, the nucleation process accelerated by the sedimentation

can fully explain the discrepancy. This is due to the heterogeneous density distribution along the

gravity direction (density profile). For a sample with the average volume fraction φave = 0.52, the

final volume fraction at the bottom is more than 0.54, and the volume fraction difference between

the bottom and the top can exceed 0.1. Crystallisation then strongly prefers to occur in these high

concentrated regions, and the measured rate is approximately equivalent to that of φ= 0.55−0.56.

Moreover, Ketzetzi et al. [155] studied PMMA particles of a hydrodynamic radius r = 0.97 µm

through confocal microscopy. They supported the conclusion that sedimentation enhanced the

crystallisation rate, but contradicted the simulations of Russo et al. in that the enhancement

arose from the difference in local packing fraction. Instead. they found that the nucleation barrier

had little correlation with the local packing fraction, and the barriers are almost the same along
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the sample. Therefore, the role of sedimentation in the nucleation of hard sphere-like colloids

remains unclear.

In order to eliminate the sedimentation, density matching is necessary. The key point is that

the refractive index and density match are unable to be satisfied simultaneously in any known

solvent. Light scattering techniques allows small colloids, say < 500 nm, thus the mixture of

cis-decalin and tetralin is widely used which provides good refractive index matching with a final

density ∼ 0.93 g/cm3, calculated from He et al. [126] giving a mass fraction of mtetralin : mdecalin =
46 : 54, while the density of PMMA is 1.196 [252]. We therefore expect that a single particle

sediments less than 0.8 mm per day, and the effects of sedimentation can be safely neglected.

However, for long-term observations or larger colloids, i.e. σ> 1 µm for tracking purposes, this

density mismatching results in significant sedimentation which has been proved to remarkably

enhance the nucleation rates by Brownian dynamics simulations [263] and experiments [155]. On

the other hand, cycloheptyl bromide (CHB) is selected to prepare well density matched solvent

in accompany with cis-decalin. This change does not only ignore the refractive index matching,

but also results in high levels of electrostatic charging, giving the second possible reason: the

softness.

PMMA exhibit a degree of softness from two sources. They have intrinsic softness of steric

stabilisation arising from the grafted PHSA polymer chains, since the PHSA chains can be

compressed. As discussed in Sec. 1.3.3, larger particles become harder with a given thickness of

steric layer, yet for smaller ones it needs to be considered. Moreover, in the low dielectric constant

solvents (ϵr = 2.2 for cis-decalin [328] and ϵr = 7.9 for CHB [128]) induce a significant degree

of charging by the rule of thumb ZλB/σ ≈ 6 [258], as well as leading to an almost unscreened

Debye length as the ionic strength can be down to 10−10 M in the density matched mixture of

cis-decalin and CHB [339]. In order to suppress the electrostatics, tetrabutyl ammonium bromide

(TBAB) salt is added, though it has limited solubility in CHB. The maximum concentration of

the salt is around 260 nM [175, 257], leading to a Debye length of around 100 nm. Given the

length scales of the softness, the smaller particles seem to be affected more, as the ratio of the

effective to the core diameter is inversely proportional to particle size at a given thickness of

the soft layer. However, the experimental data in Fig. 1.3 shows that smaller ones agree better

with the simulation results. Auer et al. [18] numerically investigated the effect of the PHSA

stabilisation through comparing their freezing volume fraction with that reported by Pusey and

van Megen [241], and found that individual steric repulsion was not able to fully explain the shift

of the freezing packing fraction as they obtained a polymer length 2-3 times longer than that

experimentally measured before, thus a further longer ranged repulsion term was needed. They

then turned to weakly charged particles with the interaction represented by a Yukawa potential,

as given by Equ. 1.12. This additional electrostatic repulsion helped the system better agree with

the experimental φ f , but only gave an upward shift of the nucleation rate densities by less than

2 orders of magnitude.
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Finally, polydispersity δ also alters crystallisation, and has been studied as a possible reason

for the rate gap. Simulation work shows that polydispersity shifts the coexistence region, but

to an inverse direction. Fasolo et al. showed that the φ f increased by about 0.02 for a δ of

around 0.05, and the system might exhibit complex phase behaviours, such as fractionations into

different solid phases [90]. Pusey et al. found that higher polydispersity (δ> 10%) suppressed the

crystallization [240]. However, experimental data shows weak correlations between the δ and

the nucleation rates. The upper group in Fig. 1.3 contains the results of Sinn et al. with δ= 0.025

[285], Schatzel et al. [267] and He et al. [126] both with δ= 0.05. whilst the lower group consists

of Harland et al. with δ= 0.05 [124], He et al. with δ= 0.07 [126], Iacopini et al. with δ= 0.065

[139] and Franke with δ= 0.055 [102]. Given the polydispersity of the systems above, we find

that particles with larger δ actually agree with the simulation better. Thus this property fails to

resolve the discrepancy.

1.4 Proteins as colloids

One step up in complexity of the model systems, is from the nonfunctional colloids, e.g. silica

or PMMA particles which are commonly used in hard sphere models, to functional particles.

Hierarchically designed microstructures can be achieved by controlling the inter-particle inter-

actions. If the constituent particles have specific properties, including physical, chemical and

biological functions, the formed network may retain corresponding properties. With this in mind,

the assembly of novel materials and applications via careful manipulation of the interactions

has obtained significant progress in various fields [114], where proteins draw attention since

they present various functions and properties, e.g. fluorescence, conductivity and light-harvesting

[38, 43], giving promising prospects for constructing functional networks, and consequently

offering unprecedented opportunities for the development of innovative biomaterials [186, 320].

Proteins themselves perform an essential role in all the cellular activities. They are large

bio-macromolecules consisting of long chains of amino acids which are connected by peptide

bonds. Each protein has its unique sequence of amino acids. Once formed, polypeptides will fold

to a particular 3D configuration stabilised through several interactions, such as van der Waals

attractions, electrostatic interactions, hydrogen bonds, covalent bonds and hydro-philic/phobic

interactions. This spatial configuration determines the expressed properties of the protein [27].

Compared with isotropic colloids, protein molecules exhibit a much higher level of complexity

because of their 3D conformation and their amino acid constitution, as different amino acids

present various chemical properties and polarities, giving proteins shape, charge, and functional

anisotropy. They also have a pH-related heterogenous charge distribution over their surface.

Especially, each protein has a characteristic pH, named isoelectric point (pI), at which their

net charge becomes neutral. Proteins can become more positive or negative due to the gain or

loss of H+, at pHs lower or higher than their pI, respectively [85]. In general, a protein can be
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affected by the electrostatic interaction, the van der Waals attraction, the depletion interaction,

the counter-ion interaction, the hydrophobicity or hydrophilicity, and the hydrogen bonding in

a dispersion [136, 144, 347]. This complexity leads to challenges for a full understanding of

protein self-assembly. Therefore, a possible approach is to treat globular protein molecules as

coarse-grained models, in particular, “patchy particles”, for studying phase behaviour. This model

assumes a molecule is a hard sphere with attractive patches on its surface. Indeed, globular

proteins under experimental conditions present similar phase transitions compared with the

numerical estimation predicted by the patchy model [179, 193, 243]. An advantage of this method

is that the attractive force is controllable in the protein solutions. Firstly, the electrostatic

repulsion induced by the overlap of electric double layers can be tuned by pH and ionic strength,

which further affects the overall interactions. Secondly, the patches can be decorated by protein

surface modification, including cat-/an-ionisation and bonding other functional groups. Finally,

some trivalent salts have been proved to drive protein assembly and consequent formation of

crystals and gels [345].
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Figure 1.10: A schematic phase diagram of globular proteins. The proteins are treated as colloids
with short-ranged attractions. “G”, “L” and “F” mean gas, liquid and fluid. “N & G” denotes
nucleation and growth. The spinodal line is the dashes. The critical point is indicated by the
orange circle [194, 260].

If further simplifying the globular proteins, they can be treated as hard spherical colloids

with isotropic interactions. In recent years, further understanding of protein phase behaviour,

such as the mechanism of crystallisation, has been made on the basis of their phase diagrams.

It has been proved that the phase behaviour of colloids under an attraction highly depends on

the value and the range of the attractive force [5]. For example, a metastable liquid-liquid phase

separation appears with spherical colloids experiencing sufficiently short-ranged attraction, i.e.

within ∼ 1/4 of the hard core radius [341]. Likewise, one of the most important observations

is that a liquid-liquid thermodynamically metastable state occurs below the temperature cor-

responding to the fluid-solid coexistence phase boundary in the case of globular proteins with

18



1.5. ROD-LIKE COLLOIDS

short-ranged attractions [41, 174]. Fig. 1.10 presents a typical phase diagram of such globular

protein suspensions [79, 194]. Two important regions can be distinguished by the binodal and

spinodal curves. Between these two lines, the solution is supersaturated and metastable with

respect to small fluctuations, though the phase separation may occur by the formation of protein

nuclei, which continue to develop before the system achieve equilibrium. Meanwhile, inside the

spinodal curve, the spontaneous demixing occurs via through the spinodal decomposition in the

absence of nucleation. Due to the small size of the protein molecules (usually a few nanometres),

the phase separation is experimentally manifested as a liquid-liquid phase separation (LLPS)

between a denser and a more diluted region. In other words, LLPS can represent any phase

separation behaviour below the binodal curve in the biochemical field [80, 174, 194]. Note that

“gas-liquid coexistence” is more frequently used in physics, and it is equivalent to the LLPS, both

denoting the state in which two phases of different density, namely particle-poor and particle-rich

domains, coexist. In order to further compare with protein experiments, we use LLPS throughout

this work.

Moreover, the colloidal arrested states, such as gels and glasses, can occur inside the spinodal

line [341]. Similarly, gels are likely to form through spinodal decomposition in protein solutions,

as the same mechanism in colloidal systems [49]. The dynamically arrested phases, i.e. gels or

glasses, can be achieved with quenches into LLPS region and/or high protein concentrations. Thus,

manipulation of protein interactions around this metastable LLPS area becomes essential to

investigate protein crystallisation, or kinetically trapped (gel or glass) states [106, 231, 233, 330].

The pathways into different states can be tuned by altering the attractive interactions, for

example, depletion interactions induced by the addition of non-adsorbing polymers such as

polyethylene glycol (PEG), since an increase in the polymer volume fraction is equivalent to a

decrease in temperature in Fig. 1.10. The gelation driven by the depletion interactions is the

main topic of Chapter 4.

However, in real cases, protein molecules still present anisotropic surface conditions including

charge and amino acid groups as well as shape heterogeneity when compared with common col-

loidal particles. Considering the multi-involved interactions and the possible denaturation of the

proteins (the process that proteins lose their folding structure and thus their inherent biological

activities and functions) arising from pH, temperature and the additional salts, experimental

conditions need to be carefully examined for each species used.

1.5 Rod-like colloids

1.5.1 Phase diagram and optical properties of liquid crystal

Another step up in complexity of the model systems is to use non-spherical colloids. In-depth

investigations have been carried out on hard sphere suspensions. Meanwhile, anisometric parti-

cles have drawn increased attention in recent years [201, 206, 212]. A notable subset of these
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isotropic                        nematic                           smectic                          crystal

Figure 1.11: Schematic pictures of phases which may be obtained through concentrating a dilute
dispersion of hard rods.

materials comprises clay minerals, either naturally-occurring or synthetic. They are characterised

by their disc-like or rod-like shapes, and exhibit interesting phase behaviours in dispersions,

such as liquid crystals [212]. Liquid crystals are an interesting class of materials with properties

between isotropic liquid and solid crystal. For example, they are able to flow in a liquid style, but

also exhibit symmetries intermediate between those of ordinary liquids and crystalline solids.

The formation of liquid crystals requires anisometric constituent molecules or particles, such as a

rod-like shape [288]. There are mainly three types of liquid crystals: theromotropic, lyotropic and

metallotropic liquid crystals. The thermotropic type undergoes phase transitions as a function

of temperature. Lyotropic types involve dispersing components into a solvent, namely colloidal

liquid crystals. It exhibits different phase states in response to both temperature and particle

concentration. In this work we only studied one lyotropic liquid crystal, sepiolite clay B20, at

∼ 20◦C and thus the effects arising from the temperature change can be ignored. Finally, the

metallotropic liquid crystal refers to the material consisting of inorganic ions bound to long

chain surfactants [191]. There are several kinds of liquid crystal phases which possess different

symmetries. Fig. 1.11 shows the phase states as a function of hard rod volume fraction with the

aspect ratio > 3.5 [174]. The isotropic phase has the homogeneity in any direction, and has no

long-range order; the nematic phase exhibits the orientational order as it breaks the rotational

symmetry; the smectic phase further shows the translational periodicity, in which layers form

and can slide over another (rows in Fig. 1.11(c)); the crystal phase has both discrete translational

and rotational symmetries. In this work we only studied the first two types, namely isotropic and

nematic phases. The addition of non-absorbing polymers as depletants significantly alters the

isotropic–nematic phase transition, as will be discussed in chapter 5.

The isotropic phase and typical liquid crystals can be differentiated by the birefringence.

Birefringence is the optical property indicating different refractive indices determined by the

direction of the polarisation and propagation of incident light. In a nematic phase, the horizontal

refractive index (nh) and the vertical refractive index (nv) are different. Polarised incident light

will be split into two rays with the same frequency but distinct phases, and these two rays travel

at different velocities based on the thickness of the liquid crystal and the anisotropic refractive

indices. The birefringence provides an effective method to distinguish the isotropic and nematic

phases. When observed between a crossed polariser, the nematic phase alters the polarisation
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of the incident beam, then the beam can partially pass the second crossed polariser as it is no

more vertical to the second one. The flow and the retardation of the nematic phase generate

characteristic dark and bright regions, known as “Schlieren texture”, as shown in Fig. 1.12. In

contrast, the isotropic phase is unable to change the polarisation of the beams as it has identical

refractive indices in any directions, thus the beam is blocked and only dark regions show (see Sec.

2.1.4 for a detailed explanation of polariser).

Figure 1.12: The Schlieren textures of the nematic phase of sepiolite clay B20 suspensions in the
glass cuvettes through a crossed polariser. The rod volume fraction increases from left to right.

1.5.2 Rod-polymer mixtures

Various rod-like colloids have been used to explore lyotropic liquid crystals, starting from inorganic

particles V2O5 [353] and biological molecules tobacco mosaic virus [23], to mineral materials such

as smectite and sepiolite [91, 168], inspired by Onsager [214] who found that for hard rod systems,

the phase transition between the isotropic and the nematic phase is determined by entropy.

Moreover, the aim to separate and extract viruses has promoted rudimentary investigations into

the mixture of non-absorbing polymers and hard rod-like particles [56, 169]. Although it had

been demonstrated that the sediment of viruses could be induced by the addition of polymers,

no detailed studies of the model systems of rod plus polymer had been carried out until the

1990s. Hard rod-like particles, characterised by their diameter D and length L, exhibit distinct

phase behaviour from those of spherical particles at low concentrations with the polymers due to

their aspect ratio [174]. This phenomenon has been studied theoretically by treating rods and

polymers as spherocylinders and as penetrable hard spheres, respectively [36, 266]. Lekkerkerker

et al. [174] used free volume theory to obtain the phase diagrams for several aspect ratios (L/D)

and size ratios q = σ/D, where σ is the diameter of the penetrable hard spheres. Generally,

there are four kinds of phase states. Firstly, rods with small L/D plus relatively large polymers

(large q) generate a triple point where a nematic and two isotropic phases appear where the

latter two phases have different density, equivalent to “colloidal gas” and “colloidal liquid”.

Secondly, the isotropic-nematic phase coexistence appears at intermediate rod and polymer

concentrations. Thirdly, an isotropic and two nematic phases occur for relatively long rods and
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small size ratio. Finally, the coexistence of two nematic phases is observed for rod-like particles

and small depletants.

However, in real cases, not only isotropic or nematic phases are observed. At relatively high

polymer concentrations, which are equivalent to sufficiently strong depletion attractions, gel

phases are likely to form due to dynamic arrest. Many experimental results have reported the

gelation of a diverse range of particles. Wilkins et al. [324] studied an experimental mixture of rod-

like polyamides and polymers through atomic force microscopy (AFM) and confocal light scanning

microscopy (CLSM). The system used particles of an aspect ratio L/D = 54 and a size ratio q = 0.11

at low volume fractions φrods = 0.0005−0.01. The polymers effectively alter the structures of

rod clusters. The rods form a percolating network even at low polymer concentrations down to

c/c∗ = 0.014 where c∗ is the polymer overlap concentration. Increasing c leads to homogeneous

structural transitions of rods. At higher c/c∗, the rods prefer to form bundles in which multiple rod

molecules align. These bundle structures change a little with further increase of c/c∗. Buitenhuis

et al. [45] performed experiments on a mineral, boehmite, plus polystyrene (PS), with an aspect

ratio around 6.5 and a size ratio around 1.2. They found a coexistence between a very dilute

liquid phase and a gel phase which persisted for one hour, when the PS concentration exceeded

30 g/L with different boehmite volume fractions. Biological materials such as viruses or proteins

can also be used as rod-like particles. For example, Adams et al. [1] observed the gelation of the

tobacco mosaic virus (TMV) plus polyethylene oxide (PEG). TMV is a rigid spherocylinder protein

surrounded by double stranded RNA, giving an aspect ratio of ≈ 17. PEG of different molecular

weights up to 600000 was able to induce a gel phase from the dilute isotropic phase.

1.6 Predicting phase separation: the reduced second virial
coefficient

As discussed in Sec. 1.4, both colloids and proteins exhibit a metastable liquid-liquid phase

separation due to short-ranged attractions, which has been demonstrated by both simulations

and experiments [49, 194, 330]. The critical point of such LLPS can be well described by the

reduced second virial coefficient, B∗
2 . B∗

2 is defined as the ratio of B2 to BHS
2 , where B2 is the

second virial coefficient, and BHS
2 = 2

3πσ
3 is the second virial coefficient of a hard sphere of a

diameter σ. The second virial coefficient B2 with a known isotropic potential u(r) is given by

[319]:

(1.24) B2 = 2π
∫ ∞

0

[
1−exp

(
− u(r)

kBT

)]
r2 dr

A negative B2 indicates an attraction, and vice versa. For a given colloidal size, the consequent B∗
2

enables the prediction of the interaction strength needed for a phase separation. Vliegenthart et

al. [319] found that for distinct systems with short-ranged attractions, the values of the reduced

second virial coefficient, B∗
2 , at the critical point are highly similar, i.e., B∗

2 ≈−1.5.
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Furthermore, B∗
2 enables the measurement of the effective range of the attraction, which

enables a further prediction whether a system exhibits a stable LLPS, or only a fluid-solid

coexistence, as sufficiently short-ranged attraction results in the vanishing of this LLPS [118,

140, 198]. Noro and Frenkel [207] plotted the critical points of various systems, including the

square well potential, the Lennard-Jones potential and the Yukawa potential, in the (T∗ - R)

plane, where T∗ means the reduced temperature which can be obtained from B∗
2 , and R is a

dimensionless representation of the range of the attraction calculated by subtracting 1 from

the ratio of particle distance to particle diameter, R = r/σ−1. They found that, firstly, the T∗ is

linearly proportional to the R. Secondly, the minimum R required for a stable LLPS is around

0.13 - 0.15 in spite of different attractions. Although their analysis only focused on the phase

behaviour around the critical point, the findings might be generalised to out-of-critical regions as

they were inferred from the extended law of corresponding states. Moreover, Asherie et al. [11]

used a combined computational and analytic expression of some phenomenological characteristics

to investigate the colloidal phase diagram, and obtained a rough boundary of R ≈ 0.25. George

and Wilson found that B∗
2 values of protein crystallisation lie in a narrow range [111]. These

result suggest that B∗
2 can serve as a uniform criterion when comparing different systems.
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2
EXPERIMENTAL AND PROCESSING TECHNIQUES

Various characterisation, experimental and processing techniques were used in this work

to construct self-assembly systems composed of different constituent particles, namely

PMMA, sepiolite clays and protein molecules, as well as to investigate the formation

mechanisms and the microstructures. Scanning electron microscopy and transmission electron

microscopy determined the size and shape of PMMA and clays, respectively. The majority of

experimental work was imaged by the confocal microscopy. Then the preparation techniques for

each model system were separately described. Finally, the specific image processing methods for

PMMA systems were explained.

2.1 Imaging techniques

2.1.1 Scanning electron microscopy

The scanning electron microscopy (SEM) is a type of electron microscopy, which is a valuable

technique to achieve high-resolution images with the help of a focused beam of electrons. The

most important components of a typical SEM are shown in Fig. 2.1(a). An electron beam of

specific energy range is emitted from the thermionic electron gun, then it is focused by a series of

condenser lenses under vacuum. The focused beam passes through the deflection coils and the

final lens, which deflects the beam in (x, y) plane allowing a raster scanning over a rectangular

area. Once the primary electrons interact with the sample, the energy exchange generates

various types of signals depending on the interacted object, e.g. nucleus or electrons of the atom.

Those signals include the reflection of primary electrons, emission of secondary electrons and the

emission of X-rays and visible lights, each of which can be recognised by specialised detectors. In

SEM the secondary electrons are captured by an Everhart–Thornley detector based on their low
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Figure 2.1: Schematic representation of the standard scanning electron microscope and transmis-
sion electron microscope.

energy (< 50eV ) [87]. They are subsequently amplified and transformed to brightness intensities

to form an image on a monitor, in which each pixel corresponds to a position of the beam on the

sample. In addition, SEM enables the imaging of 3-dimensional information (topography), as

it tunes the generation of secondary by the combination of the shadow contrast by incomplete

detection of emitted electrons, the enhanced signal at sharp borders and the incidence angle of the

primary electrons. SEM is not an optical imaging technique, thus it can achieve an extremely high

resolution, i.e. falling to a few nanometres, since the wavelength and the consequent diffraction of

electrons is much smaller than optical lights [153]. It has a few slight disadvantages, for example,

the specimen needs to support the high vacuum environment, and be conductive and dry. Usually,

the conductivity is resolved by coating a thin golden layer [53, 66, 203].

2.1.2 Transmission electron microscopy

The transmission electron microscopy (TEM) also uses an electron beam to interact with the

specimen. A schematic diagram of a standard TEM is shown in Fig. 2.1(b). The electron beam

is emitted from the thermionic electron gun, with further being focused by the condenser lens

in vacuum to the desired size and location on the sample. Instead of another lens, they directly

reach and pass through the thin sample. The transmitted electron beam is then focused through

a set of functional lenses onto a fluorescent screen, to generate the final 2-dimenional image.

The image is determined by the different contrast due to the scattering of the incident beam.

The electrons pass through the empty region of the sample, creating fluorescent signals on the

screen. On the contrary, the materials scatter the electrons in different levels depends on their

inherent properties, which leads to a loss of the quantities of electrons reaching the screen, and
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consequently various spot intensities. Therefore, the image shown by the fluorescent screen is

a negative of the real specimen. TEM requires the similar conditions to SEM: a dry sample in

high vacuum environment, sometimes coated by metallic nanoparticles. In addition, it requires

the sample to be very thin, often less than 150 nm, to allow the transmission of the electrons.

Nevertheless, it accesses a higher resolution of around 0.2 nm than that of a typical SEM

[220, 245, 350].

2.1.3 Confocal microcopy
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Figure 2.2: Schematic diagram of the confocal microscope. Reprinted from Royall [253].

Confocal microscopy, most frequently confocal laser scanning microscopy (CLSM), is an

optical microscopy taking the advantage of the fluorescence. The initial concept of confocal

microscopy was proposed in 1957, attempting to remove the light of out-of-focus planes in

traditional fluorescent microscopy [199, 224]. A schematic representation of the modern confocal

microscope is shown in Fig. 2.2. This configuration is epi-illumination, indicating both the excited

and emitted light travelling through the same objective lens. A laser beam is reflected by a

dichroic mirror which splits and retains the specific wavelength to excite the fluorophores. Then

the beam is focused to the sample by the objective lens. The emitted fluorescent light from the

focal plane of the sample is then focused by the same objective lens, and passes through the

pinhole which is placed on a conjugated, or confocal, plane to the focal plane. Thus the light

generated from out-of-focus planes is eliminated by the pinhole, increasing the resolution of the

microscope. Finally, a photomultiplier tube (PMT) detector collects and amplifies the signal to

generate a corresponding pixel on the screen. A key advantage of confocal microscopy is, it enables

3D imaging, which is impossible in widefield microscopy due to the out-of-focus sources, as a

consequence of its raster scanning and the pinhole. The focused point is flooded with excitation
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light evenly, and the fluorophores are excited simultaneously to form a spatial response. If the

sample is scanned in z direction, a 3D image may be constructed. Even when scanning (x, y)

planes, 3D results can be achieved by imaging consecutive focal planes and stacking. Furthermore,

depending on the dyes in the sample, and the number of available detectors, multiple wavelengths

can be excited and imaged simultaneously. Maximum resolution of confocal microscopy is obtained

with the proper pinhole size which minimises the diffraction rings. A smaller pinhole aperture

improves the optical properties, but decreases the emitted photons collected in the unit time and

demands longer exposure which may cause bleaching. Theoretically, the optimal lateral and axial

resolutions that a confocal microscope can achieve, are around 180 nm and 500 nm, respectively

[100, 268].

2.1.4 Polariser

45°

Incident light

(unpolarised)

Polariser
permitted direction of light

Polarised light

Birefringent samples
indicates the primary optical axis

Analyser
permitted direction of light

Field of view

Figure 2.3: Schematic diagram of the working principle of the crossed polariser, in which the
primary optical axis of the three samples form increasing angle with the polarised light: (a) 0◦,
(b) 45 ◦, (c) 90 ◦. Replotted from Zhang [348].

A polariser is an effective optical technique to distinguish anisotropic and isotropic states,

providing the information about the composition and structure of the sample. The polariser filters

the light beam, only allowing the transmission of a specific polarisation. Isotropic materials, e.g.

liquids, exhibit uniform optical properties in any direction. They do not change the polarisation

state of passing light. On the other hand, anisotropic materials, have changing optical properties

depending both on the vibrational plane coordinates and the light propagation direction. In

particular, birefringent samples, such as liquid crystals, are defined as having only two different

refractive indices. If a material has the same refractive index along two axes, assuming to be x

and y axes, while the left axis, in this case is z direction, is distinct, then the z axis is determined

as the primary optic axis. Any light rays travel with equal velocity along this axis regardless of
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their polarisation level. A scheme of a typical crossed polariser is shown in Fig. 2.3. The most

important components are a pair of crossed optical filters placing above and below the specimen.

The incident light is polarised by the first filter, then the birefringent sample splits the light into

two beams whose amplitude and intensity depend on the orientation angle between the permitted

vibrational directions of the sample and the polariser. If any optical axis is out of alignment with

the polarised light, the split beams can partially pass through the second filter (analyser) which

is set being vertical to the first filter, and the passed light generates an image. Whereas, the light

retains the polarisation during transmission if one of the optical axes is parallel to the light, and

then it is blocked by the analyser, resulting in dark regions on the imaging plane.

2.2 PMMA system

In 1986, Pusey and van Megen [241] investigated a colloidal system of sterically stabilised

polymethylmethacrylate (PMMA) particles, which exhibited nearly-hard-sphere phase behaviours

in equilibrium. Their research became the benchmark for the hard sphere phase behaviour

taking PMMA colloids as models [7, 107, 234, 237]. Based on these works, we use a model

system of PMMA dispersed into the mixture of cis-decalin and cyclohexyl bromide (CHB) closely

approaching both the density and refractive index matching. The details of adjusting to density

matching will be described in the next section. In particular, the refractive index matching

minimise the Van der Waals attractions (see Sec. 1.3.1) [60, 149]. However, these low dielectric

constant solvents (ϵr = 2.2 for cis-decalin [328] and ϵr = 7.9 for CHB [128]) induce a noticeable

degree of charging [258]. The charge on the colloid is almost unscreened, but can be improved

by the addition of tetrabutyl ammonium bromide (TBAB) salt [339]. The reported solubility of

TBAB in this mixture is only around 260 nM [175, 257], leading to a Debye screening length of

around 100 nm. This is substantially less than that of unscreened conditions. Nevertheless, it

needs to be carefully considered when work with small PMMA particles, i.e. σ< 1 µm, as they

are in the same length scale. Even for larger colloids, which are essential for particle-resolved

imaging and particle tracking purposes, of the size σ≥ 1 µm, the effective diameters will increase

due to the electric double layer.

The PMMA performed nucleation barrier analysis in this work are of two sizes, σ = 392

nm, brought from Dr. A.B.Schofield in University of Edinburgh, and σ = 1.8 µm, previously

synthesised by my colleague Beatriz Ioatzin Ríos de Anda, Levke Ortlieb and Nicholas Wood,

for different purposes which will be detailed in the result sections in chapter 3. They are all

sterically stabilised through grafting poly(12- hydroxystearic acid) (PHSA) polymer chains onto

their surfaces in a length scale of around 10 - 20 nm [42]. Both steric stabilisation and charge

contribute to the softness of PMMA colloidal particles with respect to perfect hard spheres.
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2.2.1 Reaching density matching

PMMA particles were stored in pure cis-decalin. Meanwhile, A stock solution of CHB was

prepared by adding 1 mmol TBAB into 10mL CHB. This amount exceeds the solubility of TBAB.

In order to achieve a supersaturated solution, the solution was left in a water bath at 40◦C until

full dissolution of the salt, represented by no visible crystallite in the eppendorf.

Generally, the sample preparation was based on the fact that mono-disperse hard spheres

have a random close packing φ= 0.64 [20, 30, 165]. It consisted of two steps: density matching

and diluting to a given volume fraction. For the density matching, the particles dispersed in pure

cis-decalin were centrifuged at a relative centrifugal force ≈ 104 g using a centrifuge (5804 R)

for 6 minutes, to form a sediment with φ= 0.64. After discarding the supernatant, the weight

of the sediment was obtained by subtracting the weight of the container. The volume of PMMA

and cis-decalin was calculated by taking the density of 0.36ρcis−decalin + 0.64ρPMMA. CHB with

TBAB was added in a volume of twice the calculated cis-decalin volume to give a reasonable base

for the following density matching. The suspension was re-dispersed on a vortex stirrer (IKA,

Germany) at 3000 rpm for 5 min, and then centrifuged at 104 g RCF for 15 min. The density

of the solvent was characterised by the movement of PMMA. If the particles sedimented to the

bottom, this indicated that the solvent is lighter, and extra CHB was needed. On the contrary,

if the particles creamed on the top, the solvent was too dense in this case, and cis-decalin was

added. This centrifuging - examining the position of the particles - adding corresponding solvent

procedure repeated, until no noticeable sign of sedimentation or flotation were observed. The

density matching was further checked by running the centrifuging for 30 min, and the addition

of solvent followed the same rules as before if particle movement occurred.

The degree of matching was estimated by the sediment velocity v given in the equation

(2.1) v = 2
9
ρPMMA −ρsolvent

µ
rω2R2

PMMA

where µ is the dynamic viscosity of the solvent, ω= 2π×RPM/60 is the centrifuge rotor speed, r

is the distance from the centre of the rotor, and RPMMA is the radius of PMMA particles [247].

Taking the worst assumption that any colloidal movement less than 10 mm would not be visible,

this matching process led to a density error less than 0.00005 of ρPMMA for σ= 1.8 µm PMMA

and less than 0.001 for 392 nm PMMA, and the consequent volume fraction error < 0.000034 and

< 0.0007, respectively, at a desired volume fraction φdesired = 0.30.

2.2.2 Diluting samples to a given packing fraction

The suspension of PMMA was firstly performed the density matching described in Sec. 2.2.1,

then was centrifuged in a temperature-controlled centrifuge (5804 R) with a relative centrifugal

force ≈ 104 g at 40◦C. The rising temperature broke the matched density by decreasing the

solvent density, leading to a sediment at the bottom. The entire sedimentation took between

100 - 120 min according to the volume of the initial particles, and was identified through the
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colourless supernatant by eyes. The supernatant, density matching at experimental condition

(20◦C), was transferred and stored in another clean, empty container for the following process. The

sedimented pellet also had a random close packing of φ= 0.64. After removing the supernatant,

the weight of the pellet mpellet was obtained by subtracting the weight of the container. The

solvent had the same density as PMMA, so the volume of PMMA VPMMA was easily given by

VPMMA = mpellet ∗0.64/ρPMMA. With the known VPMMA, the previous stored supernatant was

re-introduced to dilute the pellet to the desired volume fraction. Our experiment requires high

accuracy of the diluting volume as the nucleation rate is extremely sensitive to the change of

colloidal volume fraction at less deeply supercooled region (See Fig. 1.3). However, the solvent has

a different viscosity and surface tension from water, so that the common air displacement pipettes

have errors when carrying the solvent, as they are calibrated by weighing water. Therefore, the

quantity of the required density matched solvent for a given volume fraction was calculated in

the form of weight

(2.2) maddSolvent =
mPMMA

φdesired
−mpellet

In practice this preparation process had a few sources of systematic and random errors. The

error from density mismatching has been discussed at the end of Sec. 2.2.1, and was neglected

considering its much smaller effect on the volume fraction. Another possible error came from the

residue particles dried to the wall or near the lid of the container due to the solvent evaporation,

especially with heating. Similarly, the solvent could remain clinging to the walls, which was

undermined by repeating centrifugation and removing the supernatant.

Apart from the preparation procedure, PMMA itself has various densities depending on the

synthesis process [162], which might affect the volume fraction. However, if the density was

well-matched, the calculation of additional solvent is based on the ratio of volume fraction. In

this process no density information was required as given in Equ. 2.2, since the ratio of volume

was equivalent to that of weight at the same density. This means we did not need to examine the

PMMA density for an accurate desired volume fraction.

2.2.3 Glass capillaries

The glass capillaries used in this work were bought from VitroCom. There were two types:

rectangle capillaries of a size 0.10×1.00×50.0 mm and wall thickness 0.070±10% mm; square

capillaries of a size 0.50×0.50×50.0 mm and wall thickness 0.10±10% mm. Either of them

were suitable for studies irrelevant to the crystallisation. However, it has been shown that the

presence of a smooth, hard wall (interface) significantly decreases the hard sphere nucleation

barrier height [15, 152], leading to heterogeneous nucleation and dramatic acceleration of the

whole nucleation rate. This is predicted by the Gibbs free energy of a nucleus near a wall. The

nucleus is able to grow along the wall without a spherical shape. According to the classical

nucleation theory, it has smaller surface area than the same volume nuclei spontaneously formed
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in the bulk fluid, and consequent surface tension and free energy barrier [128, 274]. In order to

explore the hard sphere homogeneous nucleation rate, we performed a sintering process which

has been well-studied to be an effective method to suppress heterogeneous crystallisation, by

coating a layer of polydispersed particles having a diameter 4 - 10 times larger than those of

the colloidal particles [107, 351]. Square capillaries were selected for sintering, as the height

of rectangle capillaries could not satisfy the demand of imaging a stack in a reasonably wide

range along z direction, as well as being far away from the walls (> 30 µm). We prepared sintered

capillaries coated by 1.2 µm (polydispersity 40.6%) particles for 392 nm PMMA and the mixture

of monodispersed 4 and 5 µm particles for 1.8 µm PMMA. Generally, the coating particles were

dispersed in hexane, which is an ideal solvent since it evaporates quickly. The capillaries were

fully filled with the dispersion, then left horizontal to dry for 1 h. A thin sheet of the particles

could be observed after drying. The capillaries were then placed into a constant temperature oven

at 120◦C for 90 min, with carefully remaining the bottom wall parallel to the ground all the time

when moving the capillaries. The heating melted the particles a little, enabling them to adhere to

their neighbours and the wall. This filling - drying - heating process repeated four times for each

wall, and more times when necessary until the entire inner surface was covered. The sintering

state was examined using an optical microscope (Leica DMI3000B), as shown in Fig. 2.4.

(a) 1 time sintering

(b) 3 times sintering

Figure 2.4: The photos of optical microscopy showing the sintering layers of polydispersed 1.2
µm PMMA particles. The brightness of the photo is inversely proportional to the thickness of the
layer. In particular, the lighter grey regions in the left of (a) are not covered by PMMA, and need
to perform sintering process for more times. Irregular patterns indicate the incomplete melting
of the particles. Scale bars denote 10 µm.

The preparation of samples in capillaries was simply performed by filling the corresponding

suspension into the capillaries, then sealing the ends using glues. Different glues were selected

depending on the purposes. If we needed to view the samples as soon as possible, commonly for
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eliminating the effect of gravity, we used a two-component epoxy glue which hardens within 1

min when two parts are mixed. Alternatively, a UV glue (Norland 63) was used, which cures upon

the exposure to ultraviolet light. Under our experimental UV light power it usually took 5 min.

The UV glue had a better sealing property, remaining the samples for a few months. Therefore,

we only used the epoxy glue when necessary.

2.3 Rod system

2.3.1 Sepiolite clay

Figure 2.5: Schematic diagram of the sepiolite mineral. Reprinted from Kuang et al. [164].

Sepiolite clay with a chemical formula Si12Mg8O30(OH)4(OH2)4 ·8H2O is a natural clay

mineral of a rod-like shape [104, 302]. They belong to the phyllosilicates [311]. The basic units of

the sepiolite are a 1:2 chain-layer structure consisted of one discontinuous magnesium oxygen

octahedra sheet and two continuous silicon oxygen tetrahedra sheets [28], as shown in Fig.

2.5. The oxygen atoms in the tetrahedra connect the octahedra, leading to large surface areas

and plenty of rectangular zeolitic channels of 1.06×0.37 nm elongated along c direction. These

channels contain two types of water: coordinated H2O located at the end of the octahedral

in b direction; weakly bound zeolitic H2O associated to oxygen atoms or coordinated H2O in

the channel structure via hydrogen bonding [284]. Due to the chain-layer morphology and the

discontinuity, silanol groups are allowed to present at the ends of the external channels [164, 261].

These Si–OH groups and structural OH2 molecules provides the possible hydrogen bondings to
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other functional groups.

Sepiolite clay particles can be used as separated colloids or bundles, In this work we took the

former. Sepiolite does not swell, remaining a stable structure even at high salt concentrations.

In addition, they can be modified with different organic groups via active sides to improve the

dispersion in various solvents. Another significant property is, guest molecules can be captured

into the channels of sepiolite. For our imaging purpose through confocal microscopy, we needed

to encapsulate dye molecules. Indigo dye has been found to be able to replace the zeolitic H2O

molecules by heating the mixture of clays and dyes [113, 244]. Moreover, Yasarawan and van

Duijneveldt designed the procedure to obtain fluorescent sepiolite particles via introducing

acridine orange dye into the sepiolite channels using a thermal treatment [337].

In this work, sepiolite particles clays, B20, were purchased from Tolsa (Spain), in a state of

loose light grey powder. They consist of sepiolite type clays with surfactants ion exchanged onto

the clay fibre surfaces. Although the manufacturer did not provide detailed information of the

surfactant, it is likely to be either a single or dichain quaternary ammonium surfactant [348].

The length of individual clay particles ranges from 0.1 - 5 µm. The rectangular cross section has

a size of 10 - 30 nm in width and 5 - 10 nm in height [264, 265]. The dye labelling process and the

size distribution after centrifugation (for a smaller polydispersity) will be detailed in rod results

chapter 5.

2.3.2 SAP polymer

Figure 2.6: The chemical formula of SAP230. Reprinted from Buining et al. [44].

Buining et al. [44] first reported a method to sterically stabilise bochmite rod-like particles in

the dispersion, by grafting a modified poly(isobutene) with the commercial name SAP230. In this

work, SAP230 polymer was purchased from Infineum UK limited. It is a viscous brown liquid.

The idealised chemical structure is shown in Fig. 2.6, extracted from references. SAP230 has

been used for steric stabilisation in engine oil to reduce the formation of deposits which damage

the petrol engines [348]. It also performs as a stabiliser in model systems of silica spherical

particles [222, 289] and boehmite rods [44]. Following the procedure developed by Zexin Zhang

[348], we used SAP230 for sterically stabilising the sepiolite B20 particles. Zhang demonstrated

that successful grafting of SAP led to a significant decrease in the suspension viscosity, which

was also observed in our preparation.
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2.4 Protein system

In this work, three proteins were used, in which enhanced green fluorescent protein (eGFP) and

mCherry are natural fluorescent proteins, while BSA is non-fluorescent. Both eGFP and mCherry

were produced through protein expression (meaning production in biochemistry), with significant

assistance from my colleague, Beatriz Ioatzin Ríos de Anda. Natural BSA was purchased from

Sigma-Aldrich, in a state of lyophilised powder. Here lyophilisation is a water removal technique

which is usually done by freezing the material, then increasing the temperature and/or reducing

the pressure to sublimate the water.

E.coli with corresponding plasmid 

pET45b(+)-eGFP

pBADmCherry

protein expression activated 

(incubation) by:

IPTG/arabinose

the large culture

inserting the small culture into
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1. lysis of sediment

2. centrifugation
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Figure 2.7: The preparation of eGFP and mCherry, involving expression and purification. Replot-
ted from Ríos [248].

2.4.1 Expression of eGFP and mCherry

Generally, the expressions of eGFP and mCherry followed a very similar protocol, while different

materials were used for each species. The expression performed was bacterial expression, by

the transformation of the corresponding plasmid to Escherichia coli (E.coli) BL21 (DE3) cells.

Plasmids are DNA molecules that can be artificially replicated. They act as delivery vehicles

(“vectors”) to introduce a foreign genetic sequence into a bacterium to produce specific proteins

[273]. We utilised pET45b(+)-eGFP for eGFP and pBADmCherry for mCherry, respectively.

pET45b(+)-eGFP contains the DNA for eGFP expression, a histidine tag and a T7lac operator

which function will be explained later, while pBADmCherry contains the DNA for mCherry

expression and a histidine tag, but an arabinose promoter instead of the operator.

First, a small culture was built by inoculating 20 mL of lysogeny broth (LB), the plasmid-
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inserted E.coli BL21 (DE3) and 10 µg/mL antibiotic carbenicillin. The culture was allowed to

develop for 16 h at 180 rpm and 37◦C. A large culture was prepared by injecting the small

culture into 1 L LB with 50 µg/mL carbenicillin under the same condition as before. The bacterial

density was quantified by the optical density (OD) which indicates the turbidity relevant to the

cell growth. For eGFP, the OD600nm was monitored until it entered the range of 0.5 - 0.6. The

expression of eGFP was activated by the addition of 1 mM Isopropyl β-D-1-thiogalactopyranoside

(IPTG) into the large culture. This material is more likely to connect to the lac repressor, an

enzyme preventing the transcription of the lac operon contained in the plasmid. Hence the generic

information in the lac operon is able to transcript eGFP with IPTG suppressing the lac repressor

[25, 208]. The introduction was waited for 1 h. Then the temperature was reduced to 30◦C, to both

facilitate eGFP expression and inhibit bacteria growth. After incubation for 16h, the culture was

centrifuged at 4500 g for 15 min at 4◦C. The supernatant was discarded, and the sediment was

re-dispersed into a lysis buffer of pH = 8.0 with 20 mM imidazole, 50mM potassium phosphate

and 300 mM NaCl, and stored at -20◦C [248].

As shown in Fig. 2.7, the expression of mCherry had very similar procedures as those of eGFP.

E. coli BL21 (DE3) cells transformed with pBADmCherry plasmid grew in the same culture. In

the intermediate step, the desired range of OD600nm was 0.6 - 0.8. The next distinction appeared

where mCherry expression was induced by adding arabinose with a final concentration of 0.2% in

the LB. The arabinose, intrinsically inactive, contains the arabinose promoter ara pBAD as well

as its regulatory protein AraC. However, when added into the culture, the AraC prefers to bind to

the sugar, consequently liberates the DNA, which facilitates the mCherry expression under pBAD

[270]. The rest of the protocol was the same as that of eGFP.

2.4.2 Purification of eGFP and mCherry

We used immobilised-metal affinity chromatography (IMAC) for protein purification, a technique

taking advantage of the affinity of transition metal (Ni2+ in our case) to the nitrogen atoms of the

histidine tags in the proteins [32]. The purification column is full of porous agarose structure, in

which Ni2+ (chelates) forms coordination bonds with the chelating agent, nitriloacetic acid (NTA),

still allowing another 2 ligands to bond to it. Here the –N– of the imidazole in the histidine

served as the ligands [32], as shown in Fig. 2.7 insert. Both two proteins employed the same

method for the purification. The stock suspension at -20◦C was defrosted, lysed by sonication of

30 s for 3 times (Fisherbrand Q500 Sonicator), and centrifuged (Pierce Protein Concentrator PES,

15K MWCO) for 30 min at 4◦C. The supernatant was kept and filtered through a 0.22 µm syringe

filter (Millipore) to the mentioned Ni-NTA column (filling materials: Pierce Ni-NTA magnetic

agarose beads, column: Qiagen). The column had been soaked with the same lysis buffer used

for stocking protein sediment. After the addition of the protein solution, the unbound protein

molecules were removed by washing the column with the lysis buffer. Then the bound proteins

were extracted with a linear gradient (0 - 100%) of a buffer at pH = 8.0 with 50 mM potassium
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phosphate, 300 mM NaCl and 500 mM imidazole, which contains excess imidazole to replace the

imidazole rings of the histidine tags from the Ni2+, thus releases the proteins. The free proteins

were then dialysed by the deionised water for 3 times with a 10K MWCo dialysis membrane

[248]. The dialysed proteins were further concentrated, as detailed in the next section.

2.4.3 Concentration of proteins

Before concentration, the dialysed proteins were filtered through a 0.22 µm round filter (Millipore)

to remove possible aggregations and bacteria. The solution was then moved to the concentrator

(Pierce Protein Concentrator PES) and centrifuged at 5000 rpm at 4◦C. The centrifugation time

depends on the initial and final volume. In our work the desired volume was around 1 mL.

The final concentration was obtained by measuring the absorbance. Fluorescent proteins were

measured at corresponding excitation wavelength (λeGFP = 488 nm and λmCherry = 587 nm), while

BSA was measured at λBSA = 280 nm. In order to achieve a more precise result, we performed the

measurement for several dilutions (1/50, 1/100, 1/200) of the original concentrated stock solution.

The concentration was calculated by the Beer-Lambert Law A = ϵlc, where A is the absorbance,

ϵ is the molar extinction coefficient, l is the length of light path in the unit of cm and c is the

protein concentration [24]. The values of the ϵ were taken as ϵeGFP = 56000/(M·cm) [150], ϵmCherry

= 72000/(M·cm) [177] and ϵBSA = 66296/(M·cm) [112].

2.4.4 Protein charge

A single protein molecule can exhibit an anisotropic charge, represented as heterogeneous charge

distribution and sign on the surface, due to the specific amino acid sequence and folding ways.

The net charge is affected by pH value of its surrounding environment. The pH at which their

net charge becomes electrically neutral is defined as the isoelectric point (pI). Above this pH,

the proteins show a negative net charge, and vice versa. Therefore, buffer solutions are widely

used to maintain a stable pH value and the consequently fixed protein net charge for convincing

experiments. A typical buffer solution contains a weak acid HA and its conjugate base A– in an

aqueous solution. It has a resistance to the addition of strong acid or alkali (in a small amount),

maintaining pH at a nearly constant value. When an acid is added to a buffer solution where

the chemical equilibrium (HA−−*)−−H+ + A– ) exists, the concentration of hydrogen ions (H+) rises,

pushing the equilibrium shifting towards the left. Because of this, the increase of H+ is less than

the amount that the acid dissociated. A similar process occurs when the alkali is added, where

the equilibrium will shift to the right [46, 287].

However, the surface charge of the proteins can not be directly measured even in a stable

environment. Instead, it is calculated from several measurable properties. In general, we follow

the procedure of the work of Roosen et al. [249]. Firstly, the electrophoretic mobility µe of 2

mg/mL protein, in solutions prepared under the same pH and temperature but a much lower

salt concentration (commonly 10 mM NaCl) as the experimental samples, is measured with an
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external electrical field by a Zetasizer (Nano ZS, Malvern, UK). The zeta potential, ζ, is related to

the particle mobility by:

(2.3) ζ=µe
3η

2ϵ f (κr)

where η is the solution viscosity, ϵ is the dielectric permittivity, κ is the inverse Debye screening

length, and r is the radius of proteins. The ionic strength used here has been updated to the value

of the experimental conditions. The Henry function f (κr) is approximated by Oshima’s relation

[70, 211]:

(2.4) f (κr)= 1+ 1
2

[
1+ 2.5

κr[1+2exp(−κr)]

]−3

and the surface charge density σ can be calculated from a reduced zeta potential ζ̃= (eζ)/(2kBT)

as:

(2.5) σ= 2ϵκkBT
e

[
sinh2

(
ζ̃

2

)
+ 2
κr

tanh2
(
ζ̃

4

)
+ 8

(κa)2 ln
(
cosh

(
ζ̃

4

))] 1
2

The total surface charge of the protein in specific conditions is then obtained by Q = Aσ, where A

is the protein surface area.

2.4.5 Cationisation and anionisation
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Figure 2.8: Schematic pictures of cationisation and anionisation process in this chapter. (a)
Cationisation. The original –COOH forms an amide bond. (b) Anionisation. The original –NH2
forms an amide bond.

Both cationisation and anionisation are effective ways to adapt the surface charges of the

proteins, without changing the protein spatial configuration. In the cationisation process, protein
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molecules obtain more positive charges by chemical reactions of either replacing negative groups

with cationic reactive agents, or linking positive groups, or both. A general scheme of the cationisa-

tion reaction activated by 1-ethyl-3-(-3-dimethylaminopropyl) carbodiimide hydrochloride (EDC)

is shown in Fig. 2.8(a). The exposed carboxylic acid groups ( –COOH) on the protein surfaces can

react with EDC, forming an intermediate product, O-acylisourea, which is an active ester and

easily replaced by nucleophilic attack by a primary amino group [105, 204]. Thus, an amide bond

forms, and the initial carboxylic group is substituted by the molecule linked with the primary

amine. The net charge can be more positive if the bonded molecule has exposed amino groups,

as indicated by the blue circle in Fig. 2.8(a). EDC is most efficient in an acidic environment

and must be in buffers exclusive of irrelevant carboxyls and amines, which is the reason for

choosing phosphate buffer solution. The phosphoric acid is a triprotic acid, indicating that it has

3 dissociation constants, thus it can provide a wide range of pH.

Meanwhile, as indicated by its name, anionisation involves the addition of negative charges.

In this work we used succinic anhydride (SAh), a type of dicarboxylic acid anhydride. Upon

nucleophilic attack in the alkaline conditions, the ring structure of the anhydride breaks, gener-

ating the acylated product with a newly formed carboxylate group replacing the original amino

group (See Fig. 2.8(c)) [61, 127]. 0.1 M Na2CO3 buffer solution at pH = 8.0 were selected for this

chemical reaction.

2.5 Image processing

2.5.1 Sampling density

In imaging processing, “sampling” refers to the process of switching a continuous signal into a

numeric (discrete) sequence. The sampling density means the number of recorded pixels in 2D or

voxels in 3D per unit distance, hence it is inversely proportional to the size of one pixel/voxel. This

value is tuned by the zoom factor in the confocal microscopy, building the connection between

the size in real space and the digital pixels/voxels. By increasing the sampling density, more

detailed can be acquired. Although this method has a limit determined by the diffraction on

the microscope lenses. Further increase beyond this limit does not provide more distinguishable

details, but the waste of imaging speed and computer storage space. The ideal sampling density

at which all the information is captured, can be calculated by the Nyquist–Shannon sampling

theorem.

2.5.1.1 Nyquist theorem

The Nyquist–Shannon sampling theorem, named after H. Nyquist and C. Shannon [209, 210, 280],

is an important theorem in signal processing. It builds the basic rule of allowing a discrete

sequence to achieve all the information of a continuous signal with finite bandwidth. The Nyquist

criterion states the following condition: A function y(t) can be fully recovered by giving its values
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at a series of points spaced 1/(2B) distance apart if the bandwidth of y(t) is B [280]. The ideal

sampling distance is therefore a distance less than 1/2B. Applying a sampling distance longer

than the Nyquist value, known as undersampling, gives rise to the lost of information as well as

the aliasing [329]. On the contrary, smaller sampling distance, oversampling, is harmless except

requiring longer imaging times and larger storage space. In the case of confocal microscopy, the

Nyquist sampling distance is determined by the point spread function.

2.5.1.2 Point Spread Function

In optical systems, the acquired image experiences a degree of degradation of the real object

due to the noise and the blurring. The noise is largely photon noise, an inherent property of the

incident photon flux, and can be weakened through the average function of microscopes, which

collects the sum of pixel intensities from multiple scans and uses the arithmetic mean as the final

intensity. Meanwhile, the blurring is mainly caused by the diffraction. This three-dimensional

diffraction response of an infinitely small point light source is known as the Point Spread Function

(PSF). When light is emitted from a point object, the objective lens fails to focus the light to a

same size point on the image plane. Instead, the concentric circles surrounding a bright central

disk forms in the (x, y) plane, due to the convergence and interference of the light waves at the

paraxial (perfect) focal point. While the image often exhibits an hourglass or ellipsoid shape when

scanned over the z direction by a confocal microscope [146, 268]. It has been demonstrated that

the PSF of the light microscopy can be well described by a three-dimensional Gaussian model

[145, 327]. In this work we used a commercial software, Huygens professional [292], to model the

PSF of our system with given parameters including the excitation and emission wavelength, the

numerical aperture and the lens immersion refractive. Alternatively, one can measure the image

of a fluorescent bead embedded in a homogeneous medium that approaches an essentially “point”

object for many times to achieve a convincing mean PSF [58].

The acquired image of the confocal microscope is the sum of all the PSFs. That is to say, the

observed object is cropped to smaller parts, and the final image is the collection of the generated

PSF results of each part. This formation process can be represented by a convolution, which will

be detailed in the next section.

2.5.2 Convolution and deconvolution

In optical systems, the convolution mathematically explains the degradation during the formation

process of an image due to the blurring, on the premise that the random noise has been largely

reduced by the average function of the microscope. The experimental point spread function is

used as the convolution matrix, known as “kernel”, to convolve the real object to generate the

final image. The output results can be described by

(2.6) h = f ∗ g.
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where the f refers to the original object, g is the PSF, and h stands for final image. The convolution

operator ∗ implies the integral of the accumulation of every interaction between f and g after

the kernel is flipped and shifted to the desired time:

(2.7) f ∗ g(a)=
∫ ∞

−∞
f (ϵ)g(a−ϵ)dϵ.

Since the images are discrete signals, the output volume of a point h(x, y, z) with the coordinate

(x, y, z) is calculated as

(2.8) h(x, y, z)l =
X∑

i=1

Y∑
j=1

Z∑
k=1

f l−1(x− i, y− j, z−k)× gl(i, j,k),

where gl is the 3D kernel in the lth layer with a size X ×Y ×Z, convolved with the input from

the previous layer f l−1 [242].

On the contrary, deconvolution represents the restoration of a convolved image with the

known result and the kernel. This indicates a simple way to achieve original object, f , by

re-arranging Equ. 2.6 into f = g/h. In the case that the noise derived from the photon is not

completely eliminated due to no or low average function applied, a correction, c, is added, as the

following equation:

(2.9) g = f ∗h+ c,

in which c is hard to estimate. Therefore, we used a line average of 4 - 8 to minimise the noise. In

this work we used Huygens Deconvolution Software instead of measuring our experimental PSF.

This software enables us to automatically compute a theoretical PSF based on known microscopic

parameters, and executes the deconvolution operation of confocal images.

2.6 Structural characterisation

2.6.1 Radial Distribution Function

The radial distribution function, g(r), is an effective method to quantify the particle distribution,

which describes the value of particle density as a function of distance from a central test particle.

Assuming a system without any external force field, containing N particles of which the position of

particle i is ri, and the potential is UN (r1, · · · ,rN ), the probability of an elementary conformation

P(n) is given by [93]

(2.10) P(n)(r1, · · · ,rn)= 1
ZN

∫
· · ·

∫
e−βUN drn+1 · · ·drN ,

where ZN = ∫ · · ·∫ e−βUN dr1 · · ·drN represents the normalising configurational integral. If the

particles are identical, the coordinate of any i can be exchanged with any other particle without

altering the P(N), thus the n-particle density function ρn is

(2.11) ρ(n)(r1, · · · ,rN )= N!
(N −n)!

P(n)(r1, · · · ,rN ).
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When n = 1, the density ρ(1) is explicitly calculated by ρ = N/V , since the other parts in P(N)

cancels except 1/
∫

dr1 = 1/V . For higher n, ρn is interpreted with different conditions. In the

case of the ideal gas, particles are independent of the coordinate without interacting with others,

giving the density ρ(2)(r1,r2)= ρ1(r1)ρ1(r2)= N(N −1)/V 2 ≈ ρ2 [52]. The second-order correlation

function g(2)(r1,r2) from g(2)(r1,r2)= ρ(2)(r1,r2)/ρ2 is of great interest as it is uniquely determined

by the inter-particle potential u(r), a measurable property through various techniques, e.g. optical

tweezers [63]. Since a fluid is isotropic, g(2)(r1,r2) depends only on the distance between r1

and r2, then the super- and subscript can be removed: g(r) = g(2)(r1,r2). Computing the g(r)

requires calculating Ornstein–Zernike equation [103]. In particular, Percus–Yevick approximation

provides an analytical solution under the hard sphere condition, and is used to acquire an

expression of g(r) [156, 322].

2.6.2 Topological cluster classification

5A 6A                7A                  8B                9B              10B

Figure 2.9: The minimum potential energy clusters captured by the topological cluster classifi-
cation, reprinted from Matins et al. [190]. The colours represent different particle types: grey
means a ring particle, yellow means a spindle particle, and red means an additional particle. The
numbers in the names denote the particle number in the cluster.

The radial correlation function only represents the probability of finding a particle at a

place, which is an averaged quantity with the identical value at the same distance from the

central reference particle. Moreover, with the given interactions between particles, the g(r) is also

determined. In order to explore the spatial structures with the known position of each particle,

many other measurements have been developed, for example, bond order parameters [84] and

common neighbour analysis [310]. In this work we used the topological cluster classification

(TCC) algorithm, established by Alex Malins and Stephen R. Williams [190], to capture the

clusters whose bond topologies are similar to isolated structures of a size n < 13 in a minimum

potential energy state. Several potentials are considered in TCC, including the variable range

Morse potential, Dzugutov potential and two binary Lennard-Jones glassformers (the Wahnström

and Kob-Andersen models). Instead of the standard Voronoi method, this algorithm identifies

the neighbour network through a modified Voronoi method, recognising a pair of neighbouring

particles only if their Voronoi cells share a face and the connecting line of their centres crosses

this face. Another modification is the smaller dimensionless four-membered ring parameter fc

which specify a threshold indicating the maximum asymmetry that a 4-particle ring can reach;

exceeding it leads to an identification of two rings of 3 particles. We also used the default cut-off
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length rc = 1.4σ, where σ is the diameter of the particles, as their comparison showed a weak

dependence of the detection results on the rc. [189, 190]

The process of the TCC is as follows: firstly, the neighbour network is constructed by the

modified Voronoi method. Second, this work is examined for the shortest path rings consisted

of 3, 4 or 5 particles, from those multiple elementary structures named as basic clusters are

labelled. A basic cluster may have more members than its ring if other particles being common

neighbours of all the ring members exist. Then, larger clusters are recognised through connecting

basic clusters. This step involves possible addition of 1 or 2 individual bonding particles based on

the preset parameters. This algorithm finally yields larger clusters of locally favoured structures.

The TCC is a useful tool for structural analysis. In particular, for hard sphere systems, it has

demonstrated the effect of local fivefold symmetry, including the suppression of crystallisation

[296] and the dynamical deceleration of the glass transition [121]. Wood et al. also found that the

less fivefold symmetry in the sedimentation contributes to a small fraction of the discrepancy in

the experimental and the simulation nucleation rates.
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3
MEASURING HARD SPHERE NUCLEATION RATES IN REAL SPACE

Despite being one of the simplest physical systems, hard spheres exhibit a huge discrepancy

in homogeneous crystal nucleation rates between experiments and simulations. In this

work, we attempted to resolve this discrepancy. A new method in real space by confocal

microscopy was used, decreasing the required colloid size as well as significantly increasing the

imaging volume. We used PMMA particles in two different sizes, σ= 392 nm and 1.8 µm, both

modelling the softness of both through a hard-core Yukawa potential. With the help of various

image processing techniques, we identified the crystal nuclei and calculated the corresponding

nucleation barriers. Unfortunately, these barriers basically agreed with previous experiments,

hence we concluded that this nucleation rate discrepancy remains unresolved.

3.1 Introduction

Hard sphere crystallisation is one of the most important phase transitions of first order, and has

been studied over the last 50 years. Simulation techniques have measured its rate, known as

the nucleation rate [12, 13, 94]. In the 1960s, convincing studies on colloidal particles, such as

latex [185] and opal [148] dispersed in a solvent, shown the promising systems to approach hard

sphere model in accessible experimental conditions. Since then, many investigations through

light scattering techniques have been carried out on the crystallisation of hard-sphere-like

colloids [107, 124–126, 267]. However, the nucleation rates of experiments strongly differed

from those of the simulations, by over 10 orders of magnitude near freezing volume fraction

(See Sec. 1.2.2 for a detailed comparison). This discrepancy is probably the second worst failure

between theoretical calculation and experiment in physics, with the first being cosmological

constant of which the astronomical measurements disagree with the theoretical prediction from
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the vacuum energy by 120 orders of magnitude [131]. In this chapter, we attempted to resolve

the discrepancy. Various systems have been developed to investigate the colloidal crystallisation,

including polystyrene (PS) microgel particles [22, 160], poly-N-Isopropylacrylamide (PnIPAM)

micro-gel particles [62, 151, 277] and silica particles [68, 69]. A colloid commonly employed,

and used in our work, was poly-methylmethacrylate (PMMA) particles, grafted with poly-12-

hydroxystearic acid (PHSA) [7, 230]. They were dispersed in the mixture of cis-decalin and

cyclohexyl bromide (CHB) reaching both the density matching and refractive index matching.

Previous experimental investigations of nucleation rates have predominantly employed light

scattering methods. While scattering allows the scanning of entire samples, highly effective

in obtaining information of billions of particles, they are also constrained by the averaged

results, such as the width and height of peaks, hindering the comprehensive understanding of

crystallisation mechanisms. In contrast, particle resolved imaging techniques, especially confocal

microscopy, can provide the positions of individual colloids and the consequent identification

of crystal nuclei themselves, illuminating aspects of nucleation that are not accessible through

scattering methods [107, 298]. However, no systematic studies on the nucleation rates have been

developed through the confocal measurements. A key issue with the confocal technique is the

resolution restricts the size of the colloids. For tracking purposes, a particle should have around

10 pixels in diameter. Considering the resolution of the confocal microscope is 50 - 100 nm, based

on the premise that a degree of undersampling is allowed due to the known shape of the colloids

[76, 146, 268], particles need to be at least 1 µm. Since the Brownian time τ is proportional to σ2,

larger colloids move more slowly than smaller ones, by around 1 - 2 orders of magnitude. This

means they require much longer time for nucleation process, from a few hours to days or even

months.

Another problem is the limited sampled volume. Traditional light scattering techniques

can examine large volumes up to the entire container, while the confocal studies typically only

measure a few image stacks on µm level. For example, Gasser et al. [107] examined a box of

58×55×20 µm, which is much smaller compared with the container of Sinn et al. [285] in a size of

10×5×20 mm, which was characterised by Bragg scattering and small-angle scattering and thus

allowed throughout observation of the whole sample. Gasser et al. did not explain exactly how

they obtained the nucleation rate densities, though it can be calculated by dividing the time taken

to full crystallisation multiplied by the volume. Considering the total volume of their sample was

≈ 50 µL, the observed volume 58×55×20 µm was too small to fully obtain the information of the

nucleation, as it is inherently a random behaviour, and the nuclei grow throughout the sample.

Especially, when entering the weakly supercooled region, the spontaneous formation of nuclei is

rare, indicating that it is very difficult to capture a complete nucleation process with such a small

observation volume.

Given the drawbacks listed above, we find the confocal microscopy is limited by the size

of the colloids and relatively small sampled volume. However, these issues only occur when
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the particle-resolved images are required. Particle-resolved information, and the consequent

particle tracking results, does enable a more detailed analysis of physical mechanisms, such as

the structure of clusters [107, 326] and crystallisation kinetic pathways [298]. Though, for our

purpose, we might not need the particle coordinates to determine the nucleation rates. Therefore,

we consider measuring the nucleation barrier instead, which is also the measured property in

biased Monte Carlo methods. From the critical nucleation barrier, the nucleation rate per unit

volume, I, can be calculated as

(3.1) I = A exp[−β∆G∗].

where A is a kinetic factor which can be experimentally measured. There are several advantages

of this method. Firstly, we can take images of nuclei smaller than the critical size — which

exist throughout the system — to get more data points for the nucleation barrier curve. These

measurable data allow us to estimate the barrier even in the less deeply supercooled fluid. In

the experimental conditions, this means the nuclei populations can be sampled from the period

prior to final equilibrium crystallisation, though the less waiting time gives rise to possible

incomplete nuclei distributions of larger sizes. Secondly, the method enables us to understand

whether the nucleation barrier height decreases slowly with increasing volume fraction of

particles (as in experiments) or steeply (as in simulations), without obtaining the barrier heights

themselves which may require long experimental times. Finally, as noted above, the Brownian

time characterising the diffusion speed of colloids is proportional to σ2, and thus the smaller

colloidal particles, typically down to hundreds of nanometres, significantly accelerate the full

crystallisation process by 1-2 orders of magnitudes when comparing with the particles of a few

microns for particle-resolved imaging, and may decrease the nucleation time to an experimentally

accessible timescale, especially around the freezing volume fraction, where the formation and

growth of nuclei are rare events.

The probability of the formation of a crystal nucleus contains n particles is P(n) = Nn/N,

where Nn represents the number of the nuclei of size n, and N is the total number of the particles

in the system [16, 246, 299]. The corresponding Gibbs free energy ∆G(n) then can be defined as

(3.2) ∆G(n)=−kBT ln
Nn

N
.

Inspired by this relationship proposed by Auer and Frenkel [16], we measured nucleation barriers

by counting the nuclei of different sizes in the system.

3.2 Experimental System

All the PMMA particles used in this work are sterically stabilised by grafting short poly(12-

hydroxystearic acid) (PHSA) chains to their surfaces. We consider them in three batches depend-

ing on their sizes. One is the smallest particles with a quoted diameter of 303 nm measured by the
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X-ray crystallography. They were obtained from Dr. A.B.Schofield at the University of Edinburgh.

These particles are fluorescently labelled with NBD-TMA dye, which has an excitation maximum

at 458 nm and an emission maximum at 530 nm [26]. My colleague Nicholas Wood, who was

the first person starting this project in our group before, checked the polydispersity and found

that the particles actually have a mean diameter of 392±12 nm as determined from the SEM

images, equal to a polydispersity of 3%. The second batch is intermediate size PMMA dyed by

Nile Red, of which the excitation and the emission are 500 nm and 530 nm, respectively [115].

They also obtained from Dr. A.B.Schofield at the University of Edinburgh. The size of these

PMMA is σ= 613 nm, with a slightly higher polydispersity of 5.7%. The final one is the largest

PMMA (hearafter L-PMMA) particles, synthesised by the dispersion polymerisation [37] by the

collaboration of my colleagues, Beatriz Ioatzin Ríos de Anda, Levke Ortlieb and Nicholas Wood.

They are fluorescently labelled with Rhodamine which is excited at 546 nm and emits at 568 nm.

L-PMMA particles are highly monodispersed, with a quoted diameter of σ= 1.8±0.07 µm.

All the PMMA particles in different sizes were stored at a low volume fraction (∼10%) in a

single component solvent, cis-Decahydronaphthalene (cis-decalin, 99%, Sigma-Aldrich). Details

of sample preparation can be found in Sec. 2.2. Briefly, to prepare a sample at a given volume

fraction, the particles of the first (σ = 392 nm) and the third (σ = 1.8 µm) batches were first

centrifuged to a sediment at random close packing φ= 0.64. Cis-decalin and cyclohexyl bromide

(CHB) with salt tetrabutyl ammonium bromide (TBAB) were then carefully added to obtain a

solvent of simultaneous refractive index matching and density matching. The suspension was

centrifuged at a higher temperature 40◦C to induce a density difference between the colloids and

the solvent. The sediment was further diluted with density matched solvent to obtain the desired

volume fraction.

Meanwhile, the samples of the second batch, particles of σ= 613 nm, were prepared in the

mixture of cis-decalin and tetralin in a good refractive index matching. This mixture is unable

to attain density match, as both components have a smaller density than PMMA. Therefore,

we followed the recipe of He et al. [126], giving a mass ratio of mtetralin : mdecalin = 46 : 54 and

the corresponding mixed density 0.93 g/cm3. The stock suspension was centrifuged at room

temperature 20◦C, then the sediment was diluted to reach the desired volume fraction, with the

adding amount

mtetralin =
(

msed

(0.64ρP +0.36ρd
/Vdesired −0.64

msed

0.64ρP +0.36ρd

)
×0.93×0.46,

mcis−dec =
54
46

mtetralin −0.36
msed

0.64ρP +0.36ρd
×ρd,

(3.3)

where ρP and ρd represent the density of PMMA and cis-decalin, respectively. This batch was an

attempt at better image quality, with the reason for density mismatching and results presented

in the Sec. 3.5.
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3.3 Identifying crystal nuclei through image processing

In order to calculate nucleation rate densities, we have to count crystal nuclei in the system.

Therefore, we need to design a procedure to detect the location of crystallites, as well as their

sizes and shapes. This section details the image processing algorithms used for nuclei detection

in this work, and can fall broadly into two categories. For the study of smaller PMMA (σ= 392

nm) where the identification of individual colloids is not essential, we selected the fast Fourier

transform method to directly detect nuclei, with the corresponding results being re-examined by

the cross-correlation (Sec. 3.3.2 - 3.3.3). Meanwhile, L-PMMA allows particle-resolved imaging

techniques and the consequent particle tracking method, which is detailed in Sec. 3.3.4. The

nuclei are characterised by the Topological cluster classification (TCC), as mentioned in Sec. 2.6.2

and will be discussed in Sec. 3.6.4. The corresponding python codes come from my colleagues, with

private communication and permission from them: (i) the fast Fourier transform was developed

by Nicholas Wood, with great help of Francesco Turci and minor modifications by myself (Sec.

3.3.2), (ii) the cross-correlation was developed by Francesco Turci, with Yushi Yang designed the

simulation kernels (Sec. 3.3.3), (iii) the particle tracking method is the combination of Trackpy [3]

and nplocate [336] packages, in which the latter was developed by Yushi Yang (Sec. 3.3.4).

3.3.1 Image parameters

A typical (x, y) plane image from an experimental stack of the smaller PMMA is shown in Fig.

3.1(a). The degree of zooming out was determined by eyes to ensure the individual particles could

be recognised over the intrinsic noise. The size of this image is 43.4× 43.4 µm, containing around

7000 particles in the (x, y) plane. We therefore access a much more comprehensive observation

of nucleation, especially fairly rare events such as spontaneous formation of nuclei in weakly

supercooled region, by confocal microscopy than studied previously. This mainly comes from two

improvements: first, as mentioned before, the use of smaller colloids accelerate the crystallisation

process by 1-2 orders of magnitude, since the Brownian time is proportional to σ2. Second, the

confocal microscope allows us to take stacks up to 140 µm along z direction. We can further take

multiple stacks of several samples at the same volume fraction, which enable us to achieve an

imaging volume containing 2 - 3 orders of magnitude when compared with previous work of

around 6×104 using larger particles (1 - 2 µm) [48, 76].

Theoretically, the optimal lateral and axial resolutions that a confocal microscope can achieve

are around 180 nm and 500 nm, respectively [100, 268], and the pixel size should be around half

these lengths. Though the known shape of the particles allows a degree of undersampling, and the

pixel size can reduce to 50 nm in (x, y) planes [76, 146]. A possible approach further improving the

resolution is stimulated emission depletion (STED) microscopy, depleting the fluorescence around

the central focal spot by de-exciting the corresponding fluorophores via the stimulated emission,

which requires the flux of stimulating photons to be high enough to suppress the spontaneous
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Figure 3.1: Typical (x, y) plane images of the σ = 392 nm particles used in this work. (a) An
original confocal image. (b) The corresponding deconvolved image. These images show the fluid-
crystal phase boundary: left: fluid; right: crystal.

fluorescence emission [318]. However, we found that the effective quenching led to dye bleaching,

especially when recording z-stacks with long-term exposure to STED light. We thus performed

deconvolution method instead of the STED technique to reduce the effect of diffraction. This

processing was completed by the Huygens professional software [292]. The software calculates

a theoretical point spread function (PSF) with the given parameters, including excitation and

emission wavelength, the refractive index of glass slides, immersion oil and solvent, and the

numerical aperture of the imaging lens. Then this PSF is applied to experimental images. Fig.

3.1(b) shows the deconvolved result of the original confocal image, with a more distinguishable

edge of each particle. By the Nyquist rate calculator (see Sec. 2.5.1.1), a voxel size was chosen as

40×40×120 nm, equal to around 10 pixels per particle in (x, y) plane, and 4 pixels in z direction.

This promises the maximum gap between a nucleus and an image plane is ≤ 1/8σ as a nucleus

will not be captured only if the plane intersects with its constituent particles.

3.3.2 Fourier transform

A fast Fourier Transform (FFT) is an ideal method for characterising specific states, as the ones

of full fluids will look very different to those which contain crystals after processing — the fluid

will have a ring pattern in which the most intense points located at a distance of the reciprocal of

the particle diameter, 1/σ, from the centre which is the most intense point of the image. This ring

corresponds to the first peak of the pair correlation function in real space. Whereas the region

containing crystals will exhibit noticeable peaks representing the lattice spacing of the crystal.

We can therefore identify the state of a region according to their Fourier transform results. Here

we only carry out the 2-dimentional FFT in (x, y) planes of the experimental stacks, which will be

explained at the end of the next section.

However, simply performing the Fourier transform and checking peaks might still produce
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Figure 3.2: Schematic pictures of the fast Fourier transform processing on large images. The pro-
cessing is performed in the (x, y) planes. (a) The initial image is divided into smaller overlapping
sub-regions. This is repeated across the whole region where the sub-image advances the same
pixels until the edge. These overlaps reduce the effects on the location of the grid, and improve
the resolution. (b) A FFT is executed on the sub-image. The hexagonal crystal structure gives
6 peaks with the central brightest peak removed. These peaks are captured and the amount of
peaks is recorded into a result array which stores the peak number of all the sub-images. (c)
The full result array is generated after all the sub-images have performed Fourier transform.
(d) The array is processed, including binarisation which identifies the sub-regions to crystal or
non-crystal state, linking the connected crystal regions and labelling them as one nucleus. (e) A
full list of all the nuclei with the size n in the initial large image is generated. Replotted from
Wood [331].

large errors. The error appears when we analyse large images in order to improve the sampled

volume, in which many separate nuclei may exist. These nuclei are in various sizes, and form

different angles with the focal plane of the microscope due to random orientation, resulting in

lower intensity crystal peaks in different places, which in turn disturbs the overall detection.

Alternatively, we divide the images into smaller sections and carried out the fast Fourier trans-

form on all the sub-images. Fig. 3.2 shows the schematic pictures of this method. It allows us to

identify the location of crystal nuclei in the whole image, and obtain their size and shape, without

running the time and computational costly particle tracking on much larger datasets.

3.3.2.1 Identifying peaks of Fourier transform

The peaks indicating the existence of crystals need to be identified after Fourier transform.

To focus on identification, we first shift all the zero-frequency components to the centre of the

spectrum, which removes the information of phase position representing the difference between

the centre of most central particle and the centre of sub-image in the Fourier transform, when

these two centres do not overlap due to the movement of sub-image across the whole image. There

are many existing algorithms for finding peaks of image intensities, in which we selected the
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(a) (b)
1                                2                                          1                                2

Figure 3.3: Samples of the identification of the peaks. “1” are initial sub-images, and “2” present
corresponding FFT results. (a) A fluid region and the ring pattern. (b) A crystal region of hexagonal
structures and the corresponding peaks. The centre point with the highest intensity will not be
counted. This sub-image is therefore recorded as 6 peaks into the result array.

peak_local_max from the scikit-image library [312]. This algorithm asks for two input parameters:

the minimum separation distance of detected peaks, which only keeps the brightest peak in

multiple peaks closer than the given distance; the intensity threshold, which discards all the

peaks less bright than the intensity threshold. We chose 2 pixels slightly shorter than σ in

reciprocal space for the distance threshold, and half the average intensity of the image for the

intensity threshold, which further effectively recognised peaks of clear crystal regions.

However, peaks may still appear in a clear full fluid region as a result of thermal noise in the

image. In order to better capture the genuine peaks of crystal, another ring threshold is needed.

The fluid ring exists at a fixed distance from the centre of the sub-image. By calculating the ratio

of the average intensity at the ring distance to a peak intensity, and then comparing it with

the ring threshold, we can decide whether this peak belongs to a fluid ring. Fig. 3.4 shows the

relationship between the ring threshold value and the ratio of detected crystal regions in the

whole image. The data are the average of 20 frames. We expected a sharp increase in the ratio of

the crystal region, where the corresponding value could be taken as the ring threshold. However,

in the real case, a smooth change of the ratio of crystal showed. This happened since a sub-image

located at the boundary of fluid and crystal had peaks and a ring at the same time. The average

intensity at the ring distance would increase continuously along with the increasing ratio of fluid

area in the sub-image. Furthermore, the particles were in a non-equilibrium state when imaged,

contributed to possible defects in crystal nuclei, which also promoted the generation of ring-like

pattern. We therefore chose the ring threshold at 0.9, which theoretically only removed the most

obvious fluid regions while kept almost everything else as the crystal. This threshold value did

the best job when its results are compared with the identification results by eyes.

Given the details of peak detection, we do not perform 3D Fourier transform for several

reasons. Firstly, due to the relatively weak axial resolution with such small colloids, although

the minimum experimental pixel size of z direction is used (120 nm), there are only 3-4 axial

pixels of one particle, which cannot provide reliable information. Secondly, the PSF of the

confocal microscope has an ellipsoid or hourglass shape along its axial axis [58], indicating
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that the periodical patterns of crystals are anisotropic in (x, z) or (y, z) planes. This affects the

determination of the ring threshold, as well as the accuracy of the peak identification. Finally,

the well-developed algorithms, such as peak_local_max used in our work, are mostly designed

for 2D images. Therefore, we only run 2D fast Fourier transforms, then convert the 2D nuclei list

to the distribution of real nuclei by merging the connected crystal planes along z axis, as detailed

in the next section.

0.5                                            0.75                                               1.0

Figure 3.4: The dependence of the percentage of characterised crystal and fluid regions on the
ring threshold. A lower threshold indicates a larger intensity difference between the peak and
the ring pattern average, which consequently reduces the amount of crystal.

3.3.2.2 Counting nuclei

An image where all sub-images are labelled as “crystal” or “fluid” can be obtained after the

Fourier analysis, which can be written as a mapping from the fluorescent image I i j to a labelled

image Ci j,

Ci j =
{

0 if I i j belongs to the fluid

1 if I i j belongs to the crystal

where i and j are the row and column number of a sub-image. To get the size distribution of

individual nucleus, which is directly linked to the nucleation barriers, the image Ci j needs to be

further labelled by their corresponding nucleus indices, leading to another image L i j,

L i j =
{

0 if Ci j = 0

k if Ci j belongs to the kth nucleus

For the mapping from Ci j to L i j, there is an efficient algorithm, scipy.ndimage.measurements.label,
from the scipy library [147]. This algorithm only requires one parameter, the structuring element

that defines feature connections. We used the default structuring element, treating the two

regions horizontally or vertically adjacent as belonging to the same nucleus, while two regions

with only diagonal adjacency are not connected. Since we work with the binarised image Ci j,
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we discarded the crystallographic details. For example, we can recover the crystal class of each

nucleus from its corresponding Fourier transformation, where 6 peaks mean hexagonal structure

(HCP or FCC), 4 peaks mean BCC (which is unlikely to occur in homogeneous crystallisation of

hard spheres) or the HCP/FCC defect areas, and 2 peaks mean a possible boundary between fluid

and crystal. These crystallographic details might help us better understanding the nucleation

mechanism with further investigations. Nevertheless, such information loss will not affect the

nuclei size distribution.

When we carried out this labelling procedure (Ci j → L i j), we sometimes found nuclei which

were smaller than the size of a single particle. This might result from imaging artifacts or

inaccurate peak identification. To remedy the situation, we discarded the nuclei whose size n < 7

when calculating the nucleation barriers, since seven is the smallest crystal structure, with a

central particle plus six neighbours ordered hexagonally.

3.3.2.3 Possible errors

Fig. 3.5 shows the Fourier transform results. The top row of this figure is the original confocal

image, and the bottom row is the corresponding identification result. The colours indicate the

number of peaks found in the sub-image. As expected, it shows less accuracy when attempting to

capture small nuclei in the image. The yellow lines circle several hexagons recognised by eye.

Some of these crystallites were undetected, or assigned a smaller volume after processing. In

contrast a good identification of the large crystal regions in Fig. 3.5(b) bottom was achieved using

a wide range of the ring threshold (0.8-1.0). When the confocal images were analysed, we observed

that the large crystal nuclei (diameter > 10 particles on the focal plane) only had hexagonal

structures, in which individual particles exhibited deformation through confocal imaging, as

shown in Fig. 3.5(b) bottom middle and bottom right: they extend in three directions to connect

with their nearest neighbours, so that the line-like pattern forms. This is due to the linearity

property of the PSF, giving a sum intensity which affects the imaging of the particle edges, while

in fluid or smaller crystal regions the particles are more dilute with less effect from the PSF.

Although they are more heavily deformed in the large crystal region, the universe pattern enables

a better interpretation of Fourier transform results, as the Fourier transform actually reflects

the periodicity of the intensity. In the crystallite region, however, the particle imaging receives a

varying PSF overlapping value that depends on the distance from their neighbours. Another issue

of the small crystal nuclei is that they are not always “perfect”, especially in a non-equilibrium

state. Their constituent particles keep moving in the dispersion medium, leading to fluctuations

and various defects. This also causes difficulties in identification methods. Improved Fourier

transform results of small nuclei can be achieved by carefully adjusting the ring threshold for

each image.
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(a)                                                (b)

Figure 3.5: The identification results of the Fourier transform on various size of nuclei. The top
row is the initial confocal image, and the bottom row is the corresponding FT result. The colours
represent the number of peaks found in the sub-image, as mentioned in Sec. 3.3.2.2. (a) Small,
separated nuclei, as circled by yellow solid lines. (b) Large continuous crystals.

3.3.3 Cross-correlation

Cross-correlation processing is another method we used as a comparison to review the Fourier

transform results. It measures the similarity between two signals. Therefore, if a proper template,

“kernel”, is selected, i.e. the typical crystal structure (hexagonal structure), we expect to enhance

the intensity of crystal regions and weaken the intensity of fluid regions simultaneously through

applying the kernel. The relevant information of the cross-correlation is shown in Fig. 3.6. A

simulation kernel is generated with the same particle diameter and crystal lattice parameters

of the experiments (Fig. 3.6(a1)). Meanwhile, as mentioned before, experimental crystal nuclei

have defects. Therefore, 30 sub-images of the hexagon pattern are averaged to reduce the random

defects for a better experimental kernel (Fig. 3.6(a1)). Since the nuclei have different orientations

in an image, 90 rotations of the kernel are made, which is equal to rotating 4◦ each time. Then, for

every rotation, a cross-correlation is applied to the image with the simulation or the experimental

kernel, stacking the intensity results into a 3D array. In this step, a border as thick as half the
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Figure 3.6: Relevant information of the cross-correlation processing method in the (x, y) plane.
(a) 1,2 Two types of kernels used in this work. 3 Ideal intensity distribution for deciding a
threshold for crystal identification. (b) Results of an image containing small nuclei. (c) Results of
an image containing large nuclei. Column numbers 1-4 in (b) and (c) indicate the initial image,
cross-correlated image, intensity distribution and visualised labelling in which 1.0 means crystal
while 0.0 means fluid.

kernel is created with non-physical information, which is removed when all the kernels has

been applied. Finally, the image is reconstructed by extracting the max value along the stacked

dimension, which obtains enhanced intensity of crystal regions as the kernel with crystalline

hexagon patterns has performed. We had expected a clear threshold of intensity to distinguish

non-crystalline and crystal regions, as shown in Fig. 3.6(a3). The cross-correlated images (Fig.

3.6(b2) and (c2)) exhibited a higher contrast comparing with the original images. However, when

calculated the intensity distribution (Fig. 3.6(b3) and (c3)), this proved unfeasible. A smooth

change with only one peak was obtained in images containing either crystallite or large crystals,

which prevented us from deciding threshold values of different states. In addition, the cross-

correlation processing exhibited a weak detection ability of finding small nuclei, as indicated in

visualised labelling (Fig. 3.6(b4) and (c4)). It also returned irregular, ramified structures which

seems impossible in a spontaneous nucleation process of hard spheres.

We can conclude that, both image processing techniques we used (Fourier transform and

cross-correlation) have a degree of inaccuracy in finding small crystal nuclei. This is due to the

image quality arising from limited resolution and various defects of crystallites, which blur the
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clear criterion for identifying a “crystal”. In particular, by carefully adjusting the ring threshold

parameter in the Fourier transforms, better detection of nuclei can be obtained. Therefore, for

the particles of σ= 392 nm, we only identified the nuclei through Fourier transform method.

3.3.4 Particle tracking

As explained in Sec. 3.3.1, the pixel size of the confocal microscope can reduce to 50 nm. Consid-

ering this resolution still restricted the imaging quality of the small PMMA particles (average

diameter ≈ 400 nm), and further affected the nuclei identification, we also used another larger

PMMA particles σ≈ 2 µm, which are suitable for the particle tracking algorithm that can extract

the positions of all particles from the image. In this work, we used a combination of the Trackpy
[3] and nplocate [336] python packages. Trackpy requires several arguments, of which two of

the most important parameters are the “feature diameter”, and the “separation”. The “feature

diameter” can be a number or a tuple specifying the diameters of colloids in the (z, y, x) dimensions

sequentially. We chose the number of pixels as 11 as it needs to be an odd integer, and 11 gave the

best tracking results among the range 9 - 13. The other key parameter is the “separation”. The

algorithm has a tendency to find false overlapped colloids, e.g. if noise generates another local

maximum besides the real centre maximum in a single particle. Hence, the separation parameter

helps to remove the lower intensity particle (false particle) in a pair having centre distance closer

than the given separation value. Trackpy worked will for dilute samples (φ< 0.3). However, for

larger particles, we increased the pixel size to about triple the Nyquist distance (See Sec. 2.5.1.1)

to ensure the acceptable imaging volume. This contributed to undersampling, which biased the

edges of close particles.

In order to improve the quality of tracking, we further used the python algorithm nplocate,

developed by my colleague Yushi Yang and based on Trackpy. A scheme for this algorithm is

shown in Fig. 3.7. Generally, it is easy to find some particles by Trackpy, even in a highly distorted

image. The nplocade calculates the average shape (S) of the detected colloids (Fig. 3.7(a) middle

column), considering the contribution of nearby neighbours. A simulation model is then created to

mimic the observed shape S through tuning the diameter and separate Gaussian blur parameters

in (x, y) and (x, z) planes, as shown in Fig. 3.7(a), where the left column shows the simulated

shape Ssim, the central column shows the observed shape S, and the right column shows their

differences. The algorithm then generates a “simulated image” Isim by drawing the simulated

shape Ssim on each location that Trackpy finds. The difference between the original image I and

Isim is then calculated as

D= I−Isim

and then the cross–correlation between D and Ssim is calculated to get a new image P:

P=D∗Ssim
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Figure 3.7: A schematic diagram of the nplocate algorithm. The black and white lines mean the
particles captured by Trackpy, while the red lines are those of nplocate.
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For all the pixels, P encodes their probability1 values of being a particle centre. We then execute

Trackpy again for P to find previously uncaptured particles. As more particles are discovered, we

update our estimations of Ssim, D, and P so that they are more accurate. Repeatedly, we detect

more particles and update Ssim, D, and P, until no new particle can be found in P. Finally, a list

recording the coordinates of tracked particles is obtained. Fig. 3.7(c) shows a slice of (x, y) and

(x, z) plane, respectively, in which black and white lines circle the particles found by Trackpy,

whilst red lines are particles found by nplocate. Additionally, black lines mean the particles

whose centres are in the later slices,while white outlines indicate the particle centres being in

the previous slices.

We performed the particle tracking algorithms to obtain the coordinates of L-PMMA for

further analysis. However, not all the particles, with the exact total number of particles being

calculated from the known stack volume, φprep and the volume of a single particle, can be tracked,

due to the uncompleted shapes along the edges of the image and the high volume fraction which

causes distorted particle boundaries when the particles have close neighbours. We will discuss

the tracking quality in the Sec. 3.6.2.

3.4 Small PMMA — particles of σ= 392 nm

3.4.1 Understanding the volume fraction

The results started with the investigations of small PMMA particles. In order to compare with

the literature, we need to first understand the relationship between the prepared and the core

diameter of the colloids in our system. This is done by examining our preparation procedure. The

PMMA particles were centrifuged to a sediment which was regarded as being a random close

packing (RCP) structure with φ = 0.64. The sediment was later diluted to a targeted volume

fraction. However, the exact volume fraction value of this sediment is debatable. There are mainly

two sources of the softness in our experiment: charge and steric stabilisation.

It is now generally thought that some degree of charge is always induced by the dispersion of

the particles into a solvent, due to the dissociation of charged groups on the colloidal surfaces,

or attachment of charged groups from the solvent, or both. For a charged colloid, the electrical

double layer gives rise to a larger effective diameter. We can model the electrostatic interactions

by a Yukawa potential uY (r), as explained in Sec. 1.3.2. The key question is then if the centrifugal

force acting in the centrifuging process can overcome this Yukawa potential to compress the

particles. In our system, the composition of the solvent is fixed to obtain a final density equal

to ρPMMA = 1.196, for which the Bjerrum length λB is also fixed. Leunissen [175] measured the

dielectric constant of the density matching solvent as ηr = 5.6, giving λB = 1.0×10−8. This then

changes the Debye screening length 1/κ. Another parameter to consider is the colloid charge,

1The raw values of P can take any value in R, therefore it is a value of likelihood (alternatively we can think of it
as the “energy”). Nevertheless it is easy to normalise this image to convert the values into probabilities.
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which can be described by a rule of thumb ZλB/σ≈ 6 [258, 278]. Taking the particle diameter

σ= 392 nm, we calculated the relevant parameters of Yukawa potential as listed in Table 3.1.

εr λB 1/κ βϵY

5.6 1.0×10−8 5.05×10−8 58.9

Table 3.1: The parameters of Yukawa potential for PMMA particles at σ= 392 nm.

Thus, the contact Yukawa force is 1.24×10−18N, calculated by the negative derivative of the

potential. Meanwhile, the centrifugal force can be calculated as F =∆mω2r, where ∆m is the

mass difference between the particles and the solvent, ω= 2π×RPM/60 is the rotor speed, and r is

the distance from the centre of the rotor [57]. The solvent has the same density at 20 ◦C, though

the higher temperature breaks the density matching, enabling the particles to precipitate to the

bottom. Data reflecting the dependence of the CHB density on the temperature is hard to find, but

that of cis-decalin reveals a density decrease of 1.5% from 20 to 30 ◦C [343]. This contributes to a

final centrifugal force on each particle ≈ 9.32×10−18N. We therefore expected that the exerted

centrifugal force overcame the Yukawa repulsion, and compressed the particles to a diameter of

the steric diameter (core diameter + length of PHSA chain). Although the compression degree was

difficult to measure, based on the calculations that the centrifugal force is almost 8 times stronger

than the Yukawa contact force and the time used for centrifugation (120 min), we approximated

the particles in the sediment packed without the presence of electric double layers.

We then considered if the PHSA layers were further compressed under such a centrifugal force.

The PMMA itself is grafted with PHSA polymer chains for steric stabilisation. The manufacturer

did not provide the relevant information, but it is likely to be a few nanometres [42]. In this

reference, Bryant et al. measured the interaction induced by PHSA chains for various particle

core diameters, and described the steric stabilisation by an inverse power law potential usteric(r)≈
ϵ(σh/r)n, where ϵ is the strength of the repulsion, σh is the diameter at which the hard-core

potential becomes infinite, in other words, the separation at which the PHSA chains are fully

interdigitated, r is the colloidal distance, and n is the repulsive index. We took the data for the

core diameter of 400 nm, which give the βϵ= 329. Similarly, by calculating the negative derivative

of the potential, the steric force obtained was 7.04×10−18N with a steric layer of 9 nm, comparable

to the centrifugal force, but steeply increased to 1.00×10−16N when the layer is compressed

to 8 nm. Therefore, the PMMA particles in the centrifuged sediment were approximated to be

separated by just the steric stabilisation layer of ≈ 8 nm, giving a steric diameter σsteric = 400

nm, and the random close packing was reached by the steric diameter. In this case, for a given

desired volume fraction (prepared volume fraction), φprep, it was equivalent to the steric volume

fraction φs, and we actually obtained a sample at φcore = 0.941φs. We took this relationship for

further comparisons.
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3.4.2 Phase diagram

Previous experimental work involving small particles commonly used light scattering techniques

to achieve the final equilibrium crystallinity (X ) at a given volume fraction [89, 126, 223, 267]

(except Hallett et al. who measured X of σ = 540 nm PMMA particles by STED [121]). This

required previous embedding of tiny paramagnetic wire into the samples. In our experiment, we

used capillaries to measure the final X as well as the nucleation rate without the paramagnetic

wire. Briefly, the non-sintered capillaries were used to measure the final X and sintered capillaries

were used to measure the nucleation rates. For each measurement, we performed three replicas to

get the mean values and indication of the experimental uncertainties. We selected the rectangular

non-sintered capillaries for several reasons. Firstly, the nucleation process will not affect the

final X as it is uniquely determined by the volume fraction of hard spheres. Secondly, the

sample reaches X much faster than in sintered ones, as the nucleation barrier on the interfaces

between the suspension and glass walls is much lower. Thirdly, the preparation of sintered

capillaries is difficult, so it is better to retain them for nucleation experiments only. Finally, the

confocal microscope can scan the whole depth and length of rectangular capillaries, enables a full

understanding of X .

My colleague, Nicholas Wood, who developed this method, discovered a faster experimental

procedure that is worth mentioning. When a capillary is not fully filled, leaving an air bubble

at one side, the crystal strongly prefers to grow from the air-dispersion interface rather than

wall-dispersion interface. Thus a continuous crystal forms, generating a clear phase boundary

between the fluid and crystal, and the X is simplified to the length ratio of the crystal region to

the whole sample. The measurement was done by the coordinate record function of the confocal

microscope. We calculated the length ratio from the position of the air-dispersion interface,

fluid-crystal separation boundary, and the end of the capillary. The end of the capillary was

characterised by the dynamics of particles, since the particles at the end of the capillary were

arrested by the glue and could not be counted. A typical fluid-crystal phase separation of an

air-bubble-sealed sample is shown in Fig. 3.1, where the right part is crystal state. The updated

measurement is quite accurate: if we assume an error of 100 colloidal diameters in the sum of

phase boundary and the end of the capillary, since the entire capillary is several centimetres long,

the final error is 0.15% on the X , which is, to our knowledge, the most accurate method to date of

measuring the X in confocal experiments.

Fig. 3.8 shows the measured crystallinity of the PMMA particles with increasing prepared

volume fractions φprep in several separate experimental runs. Here the φprep are quoted from

the experimental preparation as stated in Sec. 2.2. As expected, a phase transition from a

fluid to crystal state appeared, in which the ratio of crystal was linearly dependent on the

prepared volume fraction. The freezing started at different volume fractions, though for most

of the experimental runs it located around φ
f
prep = 0.24. Additionally, the coexistence region

was observed to be slight wider when examined after a longer time since sample preparation
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Figure 3.8: The crystallinities of PMMA of σcore = 392 nm at different prepared volume fractions.
Colours represent individual experimental runs with the preparation date. “d” and “m” in the
legend mean day and month of waiting after preparation, respectively.

(See enclosed points in Fig. 3.8). It is obvious that the coexistence region in our system is lower

than similar systems with PMMA particles dispersed in a density and refractive index matched

solvent [107, 241, 285], even if the uncertainty from the measurement of X is excluded, as it only

contributes a maximum error of 0.15%.

3.4.3 Discussion on the change of conexistence region

With the above relationship between the core and prepared volume fraction, our results were

not in a good agreement with those of the hard sphere systems. For example, Pusey et al.

[241] achieved the freezing and melting core volume fraction φ
f
core = 0.407 and φm

core = 0.442,

respectively. Gasser et al. [107] reported the freezing at φ f
core = 0.38 and melting at φm

core = 0.42.

There are two possible reasons to explain our results: polydispersity and charge. Polydispersity

shifts the phase transition region, but to the opposite direction. The transition region can increase

by about 0.02 for a polydispersity of 0.05 [90], while higher polydispersity (> 10%) suppresses the

crystallisation [240]. Therefore, we believed that the main reason should be the charge.

With the same parameters of Yukawa potential shown in Table 3.1, the effective hard-sphere

diameter was then calculated using the Barker-Henderson method [21]

(3.4) σeff =
∫ ∞

0

[
1−exp(−βu(r))

]
dr.

This gave a final effective diameter of 605 nm, leading to a dramatic increase of volume fraction,

as the volume is proportional to σ3. For instance, our core freezing volume fraction of 0.226
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(calculated from prepared freezing volume fraction of 0.24, the same calculation hereafter)

corresponds to an effective freezing volume fraction of 0.57, even more than the hard sphere

melting line. This is clearly unphysical. Therefore, we needed to consider the electrostatic

properties in more details.

The electrostatic parameters listed in Table 3.1 might be inaccurate. Yethiraj et al., who first

constructed this model system of cis-decalin and CHB mixture with TBAB salt, demonstrated

the existence of significant charging can cause a shift in phase transition from φfreezing = 0.494

to φfreezing = 0.2 [339]. Sedgwick obtained a value of around 100e [275], whereas Campbell et

al. measured the surface charge of the particles as 140e, giving a Yukawa contact potential

of 30kBT [47]. Relative studies have reported the instability in the ionic strength of CHB in

different batches and over time [175, 251, 257]. This affects the electrostatic interactions, and

the dissociation of TBAB salt. For example, Yethiraj et al. found a TBAB dissociation of 0.5%,

while Leunissen measured 2% [175], which causes a huge difference in the calculated effective

diameter. In our case, if we assume that the particles follow hard sphere behaviours, freezing

at an effective volume fraction of 0.494, then the ratio of effective to core diameter is equal to

the cube root of the freezing volume fraction ratio, and the Debye screening length 1/κ is around

54 nm, which is quite similar to the value listed in Table. 3.1. A further assumption that the

ions mainly comes from the dissociation of TBAB, gives a salt dissociation of 3.5%, more than 2%

measured by Leunissen. Therefore, the reason for shorter effective diameter may be considered as

the combination of the inconsistent ionic strength of CHB, the uncertainty of the level of surface

charging given by the rule of thumb ZλB/σ= 6, and the change of the electrostatic interactions

with increasing volume fraction [33, 306, 307].

Another possible explanation is that the large Bjerrum length, e.g. λB ≈ 10 nm occurred due

to the low dielectric constant in our case, is long enough to enable the ions on colloidal surfaces to

interact with multiple counter-ions on neighbour colloids in an aggregate, and thus the ions prefer

to condense around contact regions among particles, leading to an anisotropic charge distribution.

This asymmetry of colloidal charge breaks the Yukawa interpretation of electrostatic repulsion

[161, 254]. This suggestion is consistent with the study of the same system, PMMA particles

(σ= 2.16 µm) dispersed in the mixture of cis-decalin and CHB, which reveals a notable decrease of

colloidal charges upon increasing particle volume fraction [257]. Therefore, consequently weaker

electrostatic interactions actually present in the system, although the degree of that is difficult to

measure or estimate.

Given the discussions above, we present the phase diagrams by quoting the prepared (steric)

volume fractions rather than the effective volume fractions, as it is difficult to determine the

electrostatic conditions in our experiments. This does not affect the comparison to other systems,

as we actually explore the dependence of the height of nucleation barriers on the changing

volume fraction in the coexistence region. Additionally, we can still compare the height values

corresponding to the distance from the freezing volume faction, which is the method Auer and
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Frenkel used for nucleation of weakly charged colloidal spheres [14].

3.4.4 Nucleation barriers

Figure 3.9: The size distribution of tested volume fractions of PMMA at σcore = 392 nm. The sizes
are represented by the number of particles in one nucleus.

We run the nuclei size detection methods on multiple samples which spread across the

coexistence region. They are the results of φs = 0.240, 0.244, 0.249, 0.254, 0.260 on 16th December

2019, and φs = 0.243, 0.248, 0.251, 0.257 on 13th December 2019. Fig. 3.9 shows the size

distributions of the detected nuclei using the Fourier transform method, as described in Sec.

3.3.2. It was observed that, for large sizes, e.g. size > 100 of φs = 0.260, only one nucleus was

found, represented as the data points in the bottom line of the figure. These were incomplete

distribution information due to the limited sampled volumes, and were further discarded in the

fitting procedures.

We then used classical nucleation theory (CNT) to fit the experimental nucleation size

distributions, to estimate the nucleation barrier heights. The Gibbs free energy of a spherical

nucleus of radius R has the following form:

(3.5) ∆G = 4
3
πR3ρs∆µ+4πR2γ,

where ρs is the number density of the bulk crystal, ∆µ is the chemical potential difference between

the crystal and the fluid, and γ is the fluid-crystal surface tension. The value of ρs is fixed as we

only observed hexagonal structures (FCC and HCP) in the experiments, and both FCC and HCP
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Figure 3.10: The nucleation barriers calculated from the size distribution in Fig. 3.9. The solid
lines are barrier curves fitting to the CNT expression, with the colour the same as the correspond-
ing data points.

have the same ρs value. The value of ∆µ was taken from Auer et al. [17], with the approximation

that the ∆µ is nearly linearly dependent on φ−φfreezing reflected by the crystallinity [16, 120].

The variable γ was treated as a fitting parameter. As mentioned above, large nuclei that were only

observed once were discarded. Our results for γ were around 0.5kBT/σ2, consistent with other

experimental and simulation studies of hard spheres which range between 0.11−0.751kBT/σ2

[12, 64, 107, 125, 129, 166]. In particular, Palberg [217] fitted the data from Harland et al. [125],

finding the value of γ= 0.5kBT/σ2, and the result from Heymann et al. [129] gave γ= 0.54kBT/σ2.

Our fitted γ was in a good agreement with these experimental data, so we are confident about

the accuracy of our methodology. The values of the nucleation barrier heights, encoded in the

value of ∆G for the critical nucleus, were inferred from our fitting procedure, as listed in Table

3.2. It is worth mentioning that, the values of ∆φ were calculated after all the prepared volume

fractions had been scaled to hard sphere freezing volume fraction. e.g. a sample of φs = 0.249 was

scaled to φ= 0.494/0.240∗0.251= 0.517.

∆φcore 0.001 0.006 0.009 0.016 0.019 0.023 0.030 0.036 0.041

β∆Gcritical 13.9 12.6 12.7 12.4 13.2 12.3 13.1 12.1 12.7

Table 3.2: The nucleation barrier heights from the fitting curves of CNT form. ∆φ means the
distance from the freezing volume fraction after scaling.

A comparison is shown in Fig. 3.11. The weak dependence of the nucleation barrier height
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Figure 3.11: The comparison of our experimental critical nucleation free energy with those of
Nicholas Wood [331], and Auer and Frenkel with similar parameters βϵ= 20, κ= 5 [14].

on the packing fraction is observed in both our results and those of my colleague, Nick Wood.

In contrast the simulation data from Auer and Frenkel [14] exhibit strong dependence on ∆φ.

Our results once again confirmed the discrepancy between the experimental observations and

the simulation results. It is possible that advanced imaging techniques might lead to better

agreement between the simulation and the experiment due to better identification of nuclei.

However, simply adding more data obtained by the same confocal microscopy and imaging

processing methods to the analysis is unlikely to resolve the discrepancy, as we achieved similar

results even when the imaging volume has improved by two orders of magnitudes. We have

therefore failed to explain it with the small PMMA particles of σcore = 392 nm.

3.5 Intermediate PMMA particles in the mixture of cis-decalin
and tetralin

Given the fact that the resolution of confocal microscopy (around 50 nm in (x, y) planes) limits

the image quality for further imaging processing with such a small size (σ< 400 nm), along with

the exhaustion of these particles, we considered taking another slightly larger size. Therefore,

the intermediate PMMA particles with a diameter of 613 nm were used. Rather than the mixture

of cis-decalin and CHB, we attempted the mixture of cis-decalin and tetralin, of which the mass

fraction of two components can be carefully adjusted for a good refractive index matching. As

discussed in Sec. 1.3.5, the refractive index and density match are unable to reach simultaneously

in either mixture: refractive index matched cis-decalin and tetralin solvent leads to a final density

of ∼ 0.93 g/cm3 with a mass fraction of mtetralin : mdecalin = 46 : 54 from He et al. [126], while the
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Figure 3.12: The crystallinities of PMMA of σcore = 613 nm at different prepared volume fractions.
Colours represent individual experimental runs with the preparation date.

density of PMMA is 1.196 [252]. For larger particles, i.e. σ > 1 µm for tracking purposes, this

density mismatch results in significant sedimentation which may influence the nucleation rates

[155, 263]. On the contrary, a heavier component, CHB is selected to prepare well density matched

solvent in accompany with cis-decalin, although this ignores the refractive index matching, and

thus causes attenuation of intensities along z axis and degradation of PSF. Yet, in this case, the

size of σ= 613 nm is rather small that a single particle sediments < 0.8 mm per 24 hours in the

mixture of cis-decalin and tetralin, which is acceptable for investigating homogeneous nucleation

rates.

Apart from better refractive index matching, tetralin has a much lower dielectric constant,

ε = 2.77 [4], which leads to an increased λB ≈ 22.7 nm in the mixed solvent of cis-decalin and

tetralin. We then suppose strong coupling between ions of opposite signs, and consequently weak

dissociation of charged groups on colloid surfaces. With the rule of thumb ZλB/σ= 6 [258, 278],

the intermediate PMMA particles gain a charge of ∼ 100. Although they are charged to some

extent, the Yukawa contact potential decreases to around 5.2 kBT with the Debye length of ≈ 45

nm. We therefore expect that the electrostatic interaction has much less effect on phase behaviour

than the case of σ= 392 nm PMMA. Fig. 3.12 shows the crystallinity of these intermedia PMMA

as a function of φprep. They exhibit a rather high level of hardness, with the phase transition

located between φprep = 0.487 ∼ 0.543. It should be noted that the Yukawa parameters of this

system are quite similar to those of Pusey and van Megen [241], who studied PHSA stabilised

PMMA dispersed in cis-decalin and carbon disulphide with the total ε= 2.64 and λB ≈ 22 nm.

Their model system mimicked the hard spheres by mapping an effective volume fraction. In

fact, our particles are “harder” as freezing starts at φprep = 0.483, which is equivalent to a

φcore ∼ 0.46 as discussed in Sec. 3.4.1, while they observed freezing occurred at φcore = 0.407.
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Moreover, tetralin has a more stable ionic strength than CHB [88], providing a consistent size of

the electrostatics, such as λB and κ, which facilitates the comparison with other model systems

of cis-decalin and tetralin.

However, it is reported that tetralin may cause PMMA particles to swell and crack upon

contact [88]. The fluorescent labelling process of these particles involved a swelling to allow free

dye molecules to enter then be captured by particle shrinking through changing the solvent after

the synthesis, which is different from the common procedure that the dyed monomers participate

in the dispersion polymerisation process [37]. Unfortunately, the swelling induced by the tetralin

released the dye molecules, and resulted in significant fading of the particles in our experiments.

Although we attempted to reduce the dispersion time in the mixture by only remaining them for

sample preparation and washing them as soon as the experiments ended, they became colourless

to the eye and invisible by confocal microscope just after we explored the phase diagram.

3.6 Large PMMA — L-PMMA

As mentioned in Sec. 3.3.4, the resolution of the confocal microscope restricted the imaging quality

of the small PMMA particles (average diameter 392 nm). This affected the nuclei identification

even with careful adjustment of the relevant parameters. Furthermore, the freezing line quoted

by prepared volume fraction φ
f
s in our system was not consistent, as shown in Fig. 3.8, which

implied the unstable electrostatic properties of CHB. The electrostatics reflects the degree of

“hardness” of the colloids in the case that its range is longer than that of pure steric repulsion.

For example, we observed a freezing volume fraction φ
f
s at 0.24. If we assume the colloids start to

freeze at an effective volume fraction φ
f
eff = 0.494, the ratio of effective to steric diameter is the

cube root that of volume, ≈ 1.27, thus a thick electrical double layer around quarter the length

of colloidal core radius is obtained. Simulation results [138] with similar Yukawa parameters

1/κσ= 0.43,βϵ= 20 show a calculated value of φ f
core ≈ 0.44, almost 80% more than ours. In fact, it

is debatable that the particles affected by such long-range and strong interactions can still be

considered as “hard”. Therefore, we decided to use another larger PMMA particles, L-PMMA, as

detailed in Sec. 2.2.

3.6.1 Phase diagram of L-PMMA

Fig. 3.13 shows the experimental crystallinities of samples with their prepared volume fractions.

Three individual experimental runs were performed to examine the consistency of the electrostat-

ics in our system. It was observed that they exhibited a very similar phase coexistence region,

from a freezing volume fraction φ
f
prep = 0.320 to a melting volume fraction φm

prep = 0.352, over our

experimental timescales.

Similarly, we examined the difference between the prepared and core volume fraction derived

from the PHSA coating. Although Bryant et al. [42] only studied the colloids in the diameter
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Figure 3.13: The phase diagram of L-PMMA particles at σcore = 1800 nm. Colours represents
separate experimental runs, labelled by the preparation date.

range 50 - 800 nm, the values of ϵ and n in the expression usteric(r) = ϵ(σh/r)n (See Sec. 1.3.3)

showed a nearly linear dependence on the core diameter. Therefore, we approximated these

values for L-PMMA as ϵ ≈ 6000 and n ≈ 1500, leading to a steric layer of 11 nm where the

centrifugal force we used was almost equal to steric repulsive force. In this case, for a given

prepared volume fraction equivalent to the steric volume fraction φs, we actually obtained a

sample at φcore = 0.964φs.

In order to estimate the electrostatic properties, we used two methods which returned different

Debye screening lengths 1/κ. The first was to map the φ f
s to hard sphere freezing line φ= 0.494,

which resulted in a ratio of the effective to the core radius equal to 1.16, indicating the Debye

screening length 1/κ= 144 nm. This is around 1.5 times longer than that in an oversaturated

TBAB solution (≈ 260 nM) [175, 257]. Although this value is reasonable considering the influence

from various ionic strength of CHB of different batches, and is substantially less than the radius

of L-PMMA particles, it is not trivial and likely to induce a noticeable degree of softness to the

particles. Continuing with the Bjerrum length λB ≈ 10 nm and the rule of thumb ZλB/σ≈ 6, as

discussed in Sec. 3.4.1, we obtain a contact potential Yukawa βϵY of around 38.6 kBT. Computer

simulations of similar parameters (βϵY = 39) [138] predicted that such a high contact potential

results in a triple point when 1/κσ≳ 0.2. In other words, two phase coexistence regions generate,

namely, the fluid-BCC and BCC-FCC, as the range of the interactions and the softness are strong

enough to cause the preference for forming a BCC structure than an FCC structure at lower core

volume fractions. It should be noted that we did not observe any BCC crystal in confocal images.

As an alternative, we took advantage of the simulations presenting the phase diagram in the

form of core volume fraction. As discussed in Sec. 3.4.3, the volume fraction in phase diagrams

was actually closer to the φs, since the centrifugal force overcame the Yukawa contact force,
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(a) (b)

Figure 3.14: (a) Simulation phase diagram of hard-core Yukawa particles at different βϵY . The
blue dashes indicate our mapping based on the experimental coexistence region, and the cor-
responding value of 1/κσ. Reprinted from Hynninen and Dijkstra [138]. (b) The estimation of
electrostatic interaction of L-PMMA. Blue line: Yukawa parameters are calculated based on
ZλB/σ= 6. Orange line: κ and βϵY are obtained by mapping our φcore of freezing and melting on
(a).

and was likely to compress the particles to the steric length scale. Based on the experimental

result that our phase transition located from φs = 0.320 to 0.352, we first switched the φs to

φcore by the relationship φcore = 0.964φs. then mapped the experimental φcore to Hynninen and

Dijkstra’s work [138]. As shown by the blue dashed lines in Fig. 3.14(a), with a given 1/κσ, the

phase coexistence for different βϵ is also fixed. We thus mapped our experimental freezing and

melting φcore onto coexistence regions (yellow areas) by shifting the 1/κσ line up and down to

find the proximate βϵ. We observed that our case was in a better agreement with the data at

Yukawa contact value βϵY = 81, corresponds to a Debye length 1/κ≈ 72 nm. This was possible to

be obtained as we dissolved the TBAB in a 40◦C warm water bath, in which the supersaturation

might occur. In this case the phase diagram also predicts a single phase coexistence region of fluid

and FCC, consistent with our experimental observation. Given these comparisons, we expected

the Yukawa parameters of the L-PMMA as listed in Table 3.3, and the effective diameter σeff

equal to 1944 nm. The electrostatic interactions of these two methods are plotted in Fig. 3.14(b). It

is clear that the particles with mapped Yukawa parameters are harder than these with calculated

Yukawa parameters.
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εr λB 1/κ Z βϵY

5.6 1.0×10−8 7.2×10−8 281 81

Table 3.3: The Yukawa parameters for the L-PMMA particles based on mapping in Fig. 3.14(a).

Figure 3.15: A typical (x, y) plane confocal image of L-PMMA for particle tracking methods. The
bottom left region is further characterised as crystal by topological cluster classification, which
will be detailed in Sec. 3.6.4.

3.6.2 Tracking quality

With good particle tracking results, we can use algorithms like the bond order parameters (BOO)

[171] to classify particles into different structures, such as FCC, HCP or fluid. In this work we

used the Topological Cluster Classification (TCC) algorithm [190] to identifying the structures

with the tracked coordinates. A detailed description of the detection is given in Sec. 2.6.2. Briefly,

the algorithm performs a modified Voronoi method to identify the neighbours of each particle,

then searches the network formed by the particles and their neighbouring connections for the

shortest path rings of 3, 4 and 5 members. From these rings the “basic clusters” are distinguished

for further identification of larger clusters. Therefore, we can make a very crude estimation of

the effect of the particle loss: if 5% particles which belong to separate shortest path rings of 5,

respectively, are not tracked during tracking step, the left ones might fail to be recognised as a

new ring with one less member. That is to say, up to 20% of found particles might be labelled

as no connections with their neighbours, and substantial potential clusters are missed in this

process. Therefore, we attempt to achieve a good particle tracking quality, i.e. ≥ 98% particles are

detected by the algorithm.

A visual picture of the tracking result is given in Fig. 3.7(c). In order to quantify this efficiency,

we calculated the total volume fraction of the particles, by multiplying the tracked number N

and the core volume of a single particle VL−PMMA. The confocal stacks capture the images of

a finite volume in a much larger container, so it is more than likely that the boundary cuts

some particles across the stack edges. These incomplete spherical shapes cannot be tracked

by the algorithm, leading to an underestimation of the efficiency. Therefore, we remove an
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outer layer of a thickness equal to L-PMMA core diameter from all six faces of the cuboid

(image stack), and count only the number of the particles, Nedge, whose centre are within the

L-PMMA core radius of the new boundary. These particles only contribute half of the VL−PMMA in

average due to the symmetry in a density matching background: the possibilities of a centre in or

outside the stack in any directions are the same. While the rest of the particles are completely

in the updated smaller cuboid. Accordingly, the total volume fraction of the particles can be

calculated as Vp = NedgeVL−PMMA/2+ (N −Nedge)VL−PMMA, and the consequently tracking quality

ηtrack =Vp/Vtrack.

We preformed the tracking process by the combination of Trackpy and nplocate (See Sec. 3.3.4)

on both original and deconvolved stacks. Unfortunately, the values of ηtrack were significantly

varied, from 85.5% to 99.2%, even in very close stacks, e.g. two image stacks of the same sample,

taken successively with 3 seconds time difference and 0.5 mm movement in (x, y) plane. There

are three possible reasons for this, on the premise that the conditions are very similar. Firstly, we

used the “line average” function to obtain the average intensities of multiple scans of the same

scanning line. Although we ensured that the Brownian time is much longer than the imaging

time, the Brownian motion may still cause an imperfect spherical intensity distribution, and the

consequently wrong identification. Secondly, we used a voxel size around 4 times in (x, y) and 1.2

times in z of the maximum sampling density (See Nyquist rate in Sec. 2.5.1.1), which indicates a

degree of undersampling. When this happens, the original signal cannot be uniquely recovered

from the sampled signal, as well as increasing aliasing artefacts. These all affect the tracking

algorithm. However, we were unlikely to modify the voxel size, as the maximum image pixel

size that the confocal microscope supports is 1024 × 1024. If we followed the proper sampling

density, say 49×49×146 nm in our system, each (x, y) image would shrink to ≈ 50×50 µm,

which meant imaging less than 800 particles, significantly decreasing the sample volume, and

increasing the possibility of cutting large nuclei around the edges. Finally, even if we used the

proper sampling density, in such a higher density with the electric double layer 1/κ ≈ 68 nm

(discussed in Sec. 3.6.1), the particles were close to each other, as the double layer is only around

1/12 of the L-PMMA core radius. The particle edges could still be distorted.

To sum up, the operational parameters for the confocal imaging and the image processing for

a good tracking quality were either unchangeable or difficult to optimise due to the experiment

requirements. We thus only retained the stacks with ηtrack > 98% for further analysis. This

operation, however, filtered out about 3/4 - 5/6 the stacks for different volume fractions, and

significantly reduced the available imaging volume. For the good tracking results where more

than 98% particles are located, we examined the structure of the system via the radial distribution

function, g(r), and the topological cluster classification.
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Figure 3.16: The radial distribution function of tracked particles, and Percus–Yevick approxima-
tion at different volume fractions with the same size (in pixel) as L-PMMA.

3.6.3 Radial distribution function

The radial distribution function, g(r), indicates the probability of a particle occurring at a given

distance, r, from a given reference particle located at the centre. In particular, the Percus-Yevick

(PY) approximation of hard sphere conditions can generate hard sphere g(r) curves of different

volume fractions [226, 322]. In our experiments, we could determine the prepared and the

core volume fraction. However, the effective volume fraction remained unknown. We lacked

the direct measurements, and only estimated the electric double layer through mapping our

transition region onto simulations of hard-core repulsive Yukawa particles. In order to gain a

better knowledge of the effective diameter of the L-PMMA particles, we attempted to compare our

experimental g(r) with PY hard sphere results. We plot the g(r) of a sample of φs = 0.34, which

corresponds to φ= 0.525 in the hard sphere case. However, the g(r) curve computed by PY hard

sphere conditions exhibits the best fitting of φ= 0.4. There are three possible reasons for this. The

primary one is, our particles are weakly charged colloids, which fit well to the simulation data of

a Yukawa contact potential βϵ= 81 and an average surface charge Z = 281, as discussed in Sec.

3.6.1. Accordingly, it might show better agreement if we simulate the g(r) of charged particles of

similar electrostatic properties instead of the hard spheres. Second, we observe that the computed

Percus-Yevick curves are insensitive to a small change of volume fraction, i.e. ∆φ < 0.03. Fig.

3.16 plots several curves, among which few differences can be distinguished by eyes. Finally,

the second and third peak sometimes can not simultaneously get a good fitting, which actually

provides a small adjustable range of φ. Therefore, we expect an error of ≈ 0.05 in φ when we

compare the experimental g(r) with Percus-Yevick results.
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Figure 3.17: The comparison of TCC analysis. (a) TCC results of our experimental data. (b) Net
TCC results of the data same as (a). The volume fractions in (a) and (b) are mapped onto the
effective hard sphere volume fractions. (c) Net TCC results of Monte Carlo simulation data, with
private discussion and permission from Yushi Yang. (d) TCC results of experiments (2 µm PMMA
in cis-decalin and cyclohexyl bromide) and simulations (Brownian dynamics), reprinted from
Taffs et al. [297]. Two vertical dashed lines represent their freezing and melting volume fractions
of simulations.

3.6.4 Topological cluster classification

To analyse the structure of the experimental system, we constructed the bond network through

a modified Voronoi method with a maximum bond length of 1.4σ [326], and then performed

topological cluster classification (TCC) to find the clusters in a topological energy minima [78],

which were previously studied in the hard sphere systems [297]. Before running the TCC, we

mapped the volume fraction φprep onto the effective volume fraction, by φeff = 0.494/0.320×φprep,

where 0.320 is the freezing φprep of L-PMMA. The experimental populations are shown in two

ways. Fig. 3.17(a) shows the direct identification, in which repeated counting2 is retained. As

2For example, if a 6A cluster is in an FCC crystal, the particles in the 6A cluster will be labelled as 6A and FCC
simultaneously. In other words, one particle can be counted into multiple kinds of clusters. As a result, the sum of the
possibilities, for a particle belonging to different clusters, can be larger than 1.
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expected, the TCC analysis exhibits a clear tendency for the cluster population to increase

with a growing volume fraction. To better compare with the literatures, we consider the “net

population” of different clusters, where particles are labelled as the largest cluster they belong

to3. As a result, the net population for 6A cluster decreases, since a 6A cluster is often the

component of an FCC or HCP cluster, as shown in Fig. 3.17(b). For other small clusters based on

icosahedral packing, i.e. 7A, 8B, 9B, 10B, their net populations remain the same (see Fig. 2.9 for

an illustration of basic TCC clusters). My colleague, Yushi Yang, developed an algorithm using

hard particle Monte Carlo simulations to generate the trajectories of N = 40000 particles. He

shared his code with me, then I performed net TCC on different volume fractions. The results

are shown in Fig. 3.17(c). Furthermore, Taffs investigated a PMMA dispersed system with a

similar colloidal diameter of σ= 2 µm and Debye screening length 1/κ= 67 nm, but lower Yukawa

contact potential βϵ = 1.0±0.25. They found that 10B is the dominant cluster in the fluid for

φ≳ 0.54, indicating that at the bulk level, crystallisation can be interpreted as the conversion of

10B into FCC environments [297]. The rise of 10B clusters in our results is consistent with both

simulations of Fig. 3.17(c) and (d). Additionally, the distribution of most types of clusters is also of

the same order of magnitude, for instance, 10−2 in ours and ∼ 0.85×10−2 in experiments of Taffs

et al. for 10B at φ= 0.502. We also observed the low amount of 7A clusters. However, simulations

of Taffs et al. reveal a slight decrease in 7A and 8B as a function of volume fraction. The decrease

of 8B is supported by the results of Monte Carlo simulations, while 7A shows a downward trend

but not monotonic. We consider two possible reasons that give rise to this inverse dependence.

Firstly, there is a large difference in the Yukawa contact potential, from βϵ= 81 in our case, to

βϵ = 1.0±0.25 in theirs, which may change the structural configurations. Secondly, they only

plotted the simulation 7A and 8B distribution without showing their experimental data, for

which a discrepancy may exist. In general, our results are in a good agreement with the work on

weakly charged colloids. Since our experimental samples are all recorded at the same time point

(3 hours after preparation) in a nonequilibrium state, further research can be carried out on the

cluster population analysis of the crystallisation process.

3.6.5 Nucleation barriers of L-PMMA

Since the tracking quality filter removed some of the image stacks, not all the volume fractions

have a reasonable total imaging volume to perform the nuclei distribution and consequent

nucleation barrier analysis. We present the results in Fig. 3.18 of φcore = 0.33,0.34 which are the

only two volume fractions that still have the order of 105 particles after filtering. Interestingly,

the samples at φcore = 0.33 contain more smaller nuclei of a size n = 8 - 30, but fewer larger nuclei.

Furthermore, the nuclei with a size of n > 40 are only found once, which fails to indicate the true

3For example, if a 6A cluster is in an FCC crystal, the particles in the 6A cluster will be labelled as FCC only, and
they will not be labelled as 6A, because FCC is a larger cluster (N=13) compared to the 6A cluster. In other words,
one particle can only be counted once in the largest cluster it occurs in. As a result, the sum of the possibilities, for a
particle belonging to different clusters, will be ≤ 1 (There may be some particles not belonging to any clusters).
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(a) (b)

Figure 3.18: The analysis of L-PMMA particles. (a) The size distributions of the captured nuclei
of φcore = 0.33,0.34. (b) The measured nucleation barriers for these two volume fractions, and the
corresponding CNT form fit.

distribution due to the limited imaging volume. Hence we discard these data when calculating

the nucleation barriers. We also remove the nuclei of n < 7 as such small clusters can not be

regarded as a crystal structure. The fitting method, in a CNT form, is the same as that done on

small PMMA particles in Sec. 3.4.4. Figure 3.18(b) shows the measured nucleation barriers and

the corresponding fitted lines. We obtain the value of γ in a range of 0.35−0.39kBT/σ2, which is

slightly lower than that for small PMMA particles (0.5kBT/σ2), but still lies in the range of that

from literature results for hard spheres (See Sec. 3.4.4 for references).
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Figure 3.19: The barrier heights of experiments and simulation. Auer and Frenkel’s data are
extracted from [14].

To better compare the experimental results with other work, we scale the steric volume
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fraction to the hard sphere case, and plot the critical nucleation barriers as a function of the

distance from the freezing volume fraction, as what we previously did in Fig. 3.11. However, the

result of L-PMMA is very similar to that of small PMMA, where the nucleation barrier heights

are unlikely to depend on the particle packing fractions. Ketzetzi et al. also found the same result

that there is no clear dependence of the nucleation barrier on the local volume fraction [155],

which can further extend to the global volume fraction. In these experiments of both small and

big PMMA particles, we have not been able to reproduce the simulation nucleation rates.

3.7 Conclusion

In this chapter, an advanced real space technique for imaging and analysing confocal results of

nucleation is investigated. This method enables the image processing and analysis of smaller

colloids than the typical size scale required for particle-resolved imaging, as well as much larger

imaging volume [107, 155], and hence allows much rarer events during crystallisation to be

observed, giving a more comprehensive knowledge of homogeneous nucleation. In addition, this

method provides a more accurate measurement of the final crystallinity than previous work

[218, 237], with an error down to around 0.15%.

Unfortunately, we only observed similar results to previous scattering experimental studies,

with a weak dependence of the nucleation barrier height on the volume fraction. This is contra-

dictory to simulation results of pure hard sphere systems. A possible explanation is, the particles

in our system are not hard spheres. They bring noticeable charge and polydispersity, which alter

both the phase behaviour and the crystal nucleation rate. By comparison to simulations, we found

our particles fit better to weakly charged colloids instead of hard spheres. To test this conclusion,

further work should be designed to repeat this work with less polydispersed and more weakly

charged particles which are closer to the hard spheres of the simulations, through the same

processing algorithm and analysis.
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BINARY PROTEIN GELATION VIA DEPLETION INTERACTION

Author Contributions: Part of this chapter is based on a published work: Rui Cheng, Jingwen

Li, Ioatzin Ríos de Anda, Thomas W. C. Taylor, Malcolm A. Faers, J. L. Ross Anderson, Annela

M. Seddon, C. Patrick Royall,“Protein–polymer mixtures in the colloid limit: Aggregation, sed-

imentation, and crystallization.” The Journal of Chemical Physics. 155.11 (2021): 114901. Rui

Cheng performed the experimental data and analysis, and drafted the manuscript. Jingwen Li

developed the experimental system, carried out some data for phase diagram and assisted in

the analysis. Ioatzin Ríos de Anda provided great help with biochemistry knowledge, including

protein expression and characterisation, and engaged in the discussion and draft. Thomas W.

C. Taylor did some data. All other authors supervised the work and participated in manuscript

writing.

Proteins offer unprecedented opportunities to create new materials due to their various

inherent properties. In this chapter, we present a new method of developing a protein

binary gel through depletion interactions, where the initial characteristics of the proteins

are preserved, and the domains of each component are distinguishable. Based on the literature

and characterisation of our experimental systems, we treated our model proteins as spherical

(mCherry and bovine serum albumin, BSA) and non-spherical (enhanced green fluorescent

protein, eGFP) colloidal particles. We first determined the individual protein-protein interactions

in the presence of the non-absorbing polymer, polyethylene glycol (PEG), then compared the

theoretical and simulation predictions [174] for colloid-polymer systems with our experimental

results, and found the phase behaviour of proteins were in good agreement with that of hard-

sphere (mCherry and BSA) or hard-spherocylinder (eGFP) and ideal polymers. We continued

with the attempt to obtain binary gels through either two-step (add another species after the gel

structure of one component has formed) or simultaneous mixing strategy. The mixture of eGFP
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and mCherry only formed well mixed structures, while bi-continuous gel networks with distinct

domains of each component were successfully obtained by eGFP and BSA. To our knowledge,

this type of binary protein gel obtained via depletion interactions has not been reported before.

Although further investigations of the type and strength of the interactions between protein are

needed, our research shows a promising methodology to construct functional biomaterials using

functional proteins as building blocks.

4.1 Introduction

4.1.1 Binary gel networks

Colloidal gels are complex states consisting of two or more phases, typically composed of an

elastic disordered arrested network dispersed in a liquid medium, where the gel components

are connected with each other though physical attractions or chemical bonds [72, 276, 314]. The

density of the gel is similar to that of the liquid, yet it presents solid properties, such as non-zero

yield stress, which can be attributed to the formation of percolating networks and the interactions

between this structure. Generally there are two routes to colloidal gelation: the non-equilibrium

route involves an effective quench into the spinodal curve (the dynamical arrest occurs after

crossing spinodal lines) and the spontaneous demixing into two long-lived metastable states

with distinct dynamical properties and colloidal concentrations (colloid-poor and colloid-rich

regions), namely, “arrested spinodal decomposition”. Whilst the equilibrium route requires the

formation of gels through a continuous series of equilibrium phases which usually means a

much longer waiting time than the bond life time for the structure to re-assemble, and thus

may be inaccessible in experimental conditions [40, 260, 341]. In this work we only studied the

non-equilibrium gelation via the depletion interaction where the attraction was induced by the

addition of non-absorbing polymers, and the range of the interaction was determined by the

polymer-protein size ratio q = 2Rg/D, where Rg is the polymer radius of gyration and D is the

protein diameter.

Gel networks are of academic interest and have commercial potential due to their unique

structures represented as percolated networks or space spannings [174, 281, 315]. Gel struc-

tures may be constructed by more than one species of particles and through different types

of intermolecular interactions, such as depletion attractions, covalent bonds or cross-linkers.

In particular, binary gels have been widely studied in various areas, such as biological, phar-

maceutical and food industry [180, 271, 279, 291, 335]. Several approaches have been used to

prepare binary gel structures, usually require two steps: the separated gels of each constituent

particle are prepared, then mixed to obtain the binary network, sometimes with stress or heating

[187, 205, 216]. For example, my colleague, Dr. Beatriz Ioatzin Ríos de Anda, built bicontinous gel

networks by two fluorescent proteins, enhanced green fluorescent protein (eGFP) and mCherry,

through the sequential addition of specific salts and proteins plus surface modification techniques
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a b

Figure 4.1: Various binary gel systems with increasing size of constituent particles. (a) Confocal
microscope image of a binary gel formed via a two-step addition procedure of enhanced green
fluorescent protein and cationised mCherry in the presence of salts [248]. Both protein species
have the diameter of around 4 nm. (b) Confocal microscope image of a bi-continuous gel produced
via instantaneous heating (which is equivalent to the fastest quench possible in rheology) of
pNIPAm (σH = 620 nm at 20◦C) and pNIPMAm polymers (σH = 573 nm at 20◦C) [141]. (c)
Confocal microscope image of a binary gel formed through depletion interaction of PMMA
particles in two sizes, 1.04 and 1.84 µm, respectively [346]. All scale bars denote 10 µm.

(cationisation of mCherry), as shown in Fig. 4.1(a) [248].

Recently, a new method has been developed, where all the components are added into the

medium at the same time. In this case, the bi-network with distinct domains of each component

is generated when the interactions between the same particles are much stronger than that

between the different ones, allowing individually undisturbed gel formation, or one species is

able to firstly form a backbone to promote further association. For example, Immink et al. [141]

investigated the reversible binary gel structures formed by the cross-linked microgel particles,

poly-N-isopropylacrylamide (pNIPAm) and poly-N-isopropylmethacrylamide (pNIPMAm), of

which the diameters have different sensitivities to the temperature, and thus the pair interactions

are tuned by heating or cooling, as shown in Fig. 4.1(b). Zhang et al. [346] studied the phase

behaviour induced by depletion interaction of a simple mixture of two sizes of PMMA particles

plus polystyrene, in which the effective depletion attraction is determined by the polymer-particle

size ratio q at a given polymer concentration. They found that the criticality and phase separation

is dominated by the larger colloids, though the criticality is a joint phenomenon of the bi-system.

With the known sizes of PMMA particles, they successfully obtained binary gels for the deepest

quench they tested, as exemplified in Fig. 4.1(c).

Inspired by these results that proteins may serve as building blocks of gels, and the depletion

interactions can be well controlled by the size ratio, we will explore the conditions to yield protein

binary gels in which the domains of either protein are distinguishable to present their native

properties. A brief interpretation of the desired structure is illustrated as in Fig. 4.2(b). Since the

binary network possesses the biological, physical and chemical characteristics of each component,
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it is promising to produce multi- or hierarchical microstructures with a higher complexity than

single-component.

a                                             b

Figure 4.2: The different mixing states of binary gels through depletion interaction. Proteins with
different sizes are represented as blue and orange spheres, while polymers are grey spheres. (a)
Proteins are well mixed in gel networks, where interactions between different species dominate
the gelation. Inherent properties of the particles may not present in the macroscopic scale due to
the too small domains. (b) Proteins assemble into gels with distinct domains of each component.
The latter is the structure we expect.

4.1.2 Treating proteins as colloids

As discussed in Sec. 1.4, globular proteins exhibit a metastable liquid-liquid phase separation

(LLPS) with sufficiently short-ranged attractions. This phenomenon, with respect to crystallisa-

tion [99] and dynamically arrested phases within the spinodal lines [49] such as gels or glasses, is

analogous to the gas-liquid coexistence of colloids, and thus can be described by treating globular

proteins as spherical colloids with isotropic attractions [5]. Furthermore, colloids of anisotropy

shapes, i.e. spherocylinder, are well-known to undergo different liquid crystalline phases as a

function of the concentration. Actually, experimental works were started on biological rod-like

particles (tobacco mosaic virus [56]) to explore these liquid crystals. Given the analogy between

the proteins and the colloids of the same shape, we treated protein molecules as colloidal particles

in our work, as well as comparing with both biochemistry and colloidal results.

The control of protein phase behaviour around this metastable LLPS is thus crucial to

investigate protein crystallisation, or kinetically trapped (gel or glass) states [106, 231, 233, 330].

Different phase states can be obtained by tuning the attractions, such as depletion interactions

through the addition of non-adsorbing polymers. Especially, we consider the gelation more akin

to typical collid-polymer mixture in which the protein radius is lager than polymer radius of

gyration Rg, rather than common “protein limit” with a reverse size ratio (Rg/Rprotein ≫ 1) [35].

In our case, if we carefully select the protein species as well as preparing solutions at specific

conditions, for example, an adequate electric double layer arising from proper salt concentration

to render the van der Waals attraction negligible, we can minimise the contribution from some of

the interactions mentioned above, then evaluate the total potential in the form of centre-to-centre
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distance r:

(4.1) U(r)=UHS(r)+UE(r)+UAO(r),

where UHS(r) is the hard sphere potential, UE(r) is the electrostatic potential, and UAO(r) is

the depletion interaction induced by the addition of non-absorbing polymers. The electrostatic

repulsion can be manipulated by the addition of salt, which will be discussed in the further

results section. Thus we finally model proteins to hard colloids in spite of their complex shape,

surface conditions and functional groups, to further compare with typical isotropic colloid-polymer

systems.

4.2 Experimental System

4.2.1 Characteristics of proteins

Two natural fluorescent proteins, enhanced green fluorescent protein (eGFP) and mCherry, were

selected as the components in our model systems at the beginning, as their fluorescence can be

used as an indicative of the preservation of their native structures. The green fluorescent protein

(GFP) was first extracted from the jellyfish Aequorea victoria in the 1960s [283]. It exhibits bright

green fluorescence when excited by blue to ultraviolet light [238]. Nowadays, the protein has

been enhanced (enhanced green fluorescent protein, eGFP) to give stronger fluorescence. It has

excitation and emission wavelengths at 488 nm and 511 nm, respectively [8]. eGFP is known to

homo-dimerise with a binding affinity of 100 µM, implying that dimers may be more favoured

in the solution [202]. In order to examine this, the shape and size of the batches of eGFP used

in our work were characterised by small-angle X-ray scattering (SAXS) by my colleague, Dr.

Beatriz Ioatzin Ríos de Anda [65]. The results revealed that two eGFP molecules form a stable

head-to-head dimer in solution, with a final diameter of 4.0±0.02 nm and length of 8.2±0.08

nm. The illustration of the eGFP dimer is shown in Fig. 4.3(a). This measurement is consistent

with previous work that eGFP forms a dimer structure. On the other hand, although the size,

length, diameter, shape and molecular weight of mCherrys are similar to monomeric eGFPs, as

also measured by Ríos [65], they exist as monomers after purification, and thus serve as building

blocks half the size of eGFP dimers in the system. Moreover, mCherry processes the excitation

and emission wavelengths at 587 nm and 610 nm, respectively, ideally to distinguish these two

fluorescent proteins under the confocal microscope.

In the process of experiments, we found that eGFP and mCherry only formed well mixed

domains, as shown in Fig. 4.2(a). Thus, we took another protein, bovine serum albumin (BSA),

as we attempted another type of proteins with a more distinguishable shape, either a much

larger/smaller size or a different shape, or both, to better manipulate the polymer-protein

interactions which are essential for the distinct regions of each component. However, turning

for a good size ratio ignores the intrinsic fluorescent property. In other words, BSA proteins
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are not naturally fluorescent. We dyed BSA with the process explained later in Sec. 4.2.3 for

observations of confocal microscopy. As a well-studied protein, BSA has an approximate shape

of an elongated ellipsoid of dimensions 4.5×3.2×2.7 nm in aqueous solution at pH 7.0 [228]. It

remains as monomers unless they are under certain conditions, such as an acidic environment

(pH < 4) [39], or when receiving an energy transfer [176]. In our experimental conditions, BSA

was all treated as monomers.

eGFP dimer                     mCherry monomer                  BSA monomer 

L = 8.2 nm

D = 4.0 nm

D = 4.0 nm D = 6.4 nm

Figure 4.3: Illustration of the equivalent structures of proteins used in this chapter (not to scale).
From left to right: the spherocylinder shape of eGFP dimers, the sphere shapes of mCherry and
BSA, where L means the length, and D means the diameter. The 3D schematic representations
(spiral strips and lines), known as Ribbon representations, of eGFP, mCherry and BSA molecules
are all from protein data bank [29].

4.2.2 Protein Expression and Purification

The expression, purification and concentration of eGFP and mCherry are detailed in Sec. 2.4.

Briefly, Escherichia coli cells transformed with the respective protein DNA plasmid were left

in a nutrient solution until they cultured to a desired concentration, then activated to express

proteins. A following centrifugation and lysis then extracted proteins from broken cells. Further

purification was done by the affinity chromatography. Finally, the purified eGFP and mCherry

were dialysed and concentrated to 1-2 mL as the stock solutions in a 25 mM HEPES buffer

solution at pH = 7.0. The concentrations were 62.5 mg/mL for eGFP and 11.7 mg/mL for mCherry.

The transparent green and purple colours of the protein stock solutions indicate the preservation

of natural properties of eGFP and mCherry, respectively [248].

Originally, we stored the proteins in deionised water, whose pH was further found to be

unstable, which might lead to aggregation. Thus, we used buffer solutions. A zwitterionic sulfonic

acid, HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid), was selected to be the buffer

solution, as it has a natural pH in the range of 6.8-8.2, suitable for our expected experimental

conditions, and it will not attend or disturb any protein structures or phase behaviour.
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BSA proteins in this work were brought from Sigma-Aldrich (lyophilised powder, essentially

globulin free, low endotoxin, ≥ 98%). Natural BSA is non-fluorescent. Thus, in order for us to

be able to characterise its behaviour and draw a phase diagram after polymer addition and its

structures under the confocal microscope, we were required to label it with a fluorescent dye. The

fluorescent labelling process will be explained in the next section 4.2.3. Fluorescently modified

BSA was also dialysed to the 25 mM HEPES buffer at pH = 7.0 after labelling.

Finally, the different protein stock solutions were filtered by 0.22 µm syringe filters and kept

at 4◦C in the fridge to avoid the growth of any bacteria.

4.2.3 Cationisation and anionisation of Proteins

The detailed mechanisms for ionisation process are explained in Sec. 2.4.5. All of them re-

quire specific conditions. In our experiments, the cationisation and anionisation were performed

in 0.1 M phosphate buffer at pH = 6.0 and 0.1 M Na2CO3 buffer solution at pH = 8.0, res-

pectively. The phospate buffer was prepared by dissolving sodium phosphate dibasic heptahy-

drate (Na2HPO4 ·7H2O) and sodium phosphate monobasic monohydrate (NaH2PO4 ·H2O), then

carefully adjusting to desired pH. In order to cationise natural eGFP, hexamethylenediamine

(H2N(CH2)6NH2) was added in excess to ensure that all carboxylic acids on the surfaces reacted.

50 mg EDC was added at the beginning and again after 4 hours to improve the efficiency of the

reaction. The solution was put on a tube roller with a speed 10 rpm for a total time of 8 hours. Fi-

nally, the cationised eGFPs were dialysed to 25 mM HEPES buffer at pH = 7.0, and concentrated.

We did not run any tests to quantify the amount of proteins retaining the native conformation.

Instead, considering the chromophore is in the centre of protein molecules, we assumed that any

changes in the conformation might lead to the chromophore being exposed to the solvent and

thus losing its fluorescence. Therefore, we identified the preservation of original structures by

comparing the colour of cationised eGFP solution with that of natural eGFP solutions by eye at

the same concentration.

On the other hand, natural BSA is non-fluorescent. In order to allow the characterisation of its

phase diagram and structures formed, we added the dye, Texas Red cadaverine with an absorption

and emission wavelength of 596 and 615 nm, respectively [304]. The emission wavelength enables

the observation of binary structures without any overlap between two fluorescent signals from

eGFP and Texas Red. This dye contains the functional group cadaverine (H2N(CH2)5NH2), which

reacts with the carboxylic groups on the surface of BSA. For a better fluorescent labelling, BSA

was first anionised. This guarantees the availability of said carboxylic groups on its surface,

which can then be bonded to the dye.

10 mg of BSA were dissolved into 0.1 M Na2CO3 buffer solution at pH = 8.0, and put on a

tube roller for 1 hour. Then 10 times the amount of succinic anhydride in molar quantity was

added to the solution. The mixture was left on the roller for 2 hours. After anionisation, the

crosslinking of the modified BSA and the dye followed the same rules as the cationisation. For
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fluorescent labelling, Texas red cadaverine had been previously dispersed in dimethyl sulfoxide

(DMSO) to obtain a stock solution at a concentration of 2 mg/mL. The modified BSA was firstly

dialysed to 0.1 M phosphate buffer at pH = 6.0, then mixed with the dye stock solution at a

volume ratio Vdye/VBSA = 0.8. The next steps of EDC addition were followed as described above.

After dialysis which removed excess dye molecules, the final purple colour indicated effective

fluorescent labelling. All the protein batches subjected to ion modification were characterised by

zeta potential measurements, to obtain the surface charge values, which will be detailed in the

next section.

4.2.4 Protein-Protein Interactions

Polymers were employed as the depleting agents while proteins were treated as colloids with

homogeneous surface charge distribution for further analysis and comparison of phase behaviour.

In this case, we expect depletion interactions to be dominant. However, protein particles always

carry a net charge when away from their isoelectric point (pI). Charges are needed to remain

stable dispersions as proteins may form aggregates without repulsion, as well as rendering

short-ranged attractions, such as van der Waals and other hydrophobic/hydrophylic interactions

by a longer-range electric double layer, though screening the charges to a proper degree (usually

to the scale of depletion interactions) is desirable since it simplifies the system. Furthermore, in

our binary solution, different proteins have different pIs, which means the net charge of all the

protein species cannot be eliminated simultaneously by adjusting pH. Therefore, we tuned the

protein particles to have the charge with the same sign, rather than the similar magnitude, as

opposite charges would cause them to stick to each other. In deionised water, the lack of free ions

and the relatively strong charge on the proteins leads to an unscreened, long-range electrostatic

repulsion, which prevents the aggregation of molecules. Salts are generally used to manipulate

the ionic strength, though the concentration of salts needs to be carefully controlled: the charged

regions on the surfaces of proteins are neutralised by opposite ions at low salt concentration,

while the protein surfaces can become more charged with higher salt concentration, leading to

a loss of neutrality and then sedimentation [81]. The classification of the ions used to stabilise

or precipitate proteins is ranked by what is known as the Hofmeister Series [133], which was

first proposed by Franz Hofmeister in 1888. From the up-to-date version of the Hofmeister

Series, sodium chloride (NaCl) was chosen as the salt used in our experimental systems, as the

corresponding dissociated ions Na+ and Cl– not only have a weak effect on proteins, but also

maintain the initial pH.

Previous work by Dr. Beatriz Ioatzin Ríos de Anda in our group shows that a concentration of

500 mM NaCl will lead to irregular, small aggregates of both eGFP and mCherry [248]. Thus, we

chose the NaCl concentration to be 100 mM. As calculated by Equ. 1.11, even the Debye length

can be down to a few nanometres with a mild salt concentration (The Debye length of different

experimental systems will be given in the results section), that is still comparable to the size
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of protein molecules. As the depletion attraction is also on this length scale, the electrostatic

interaction needs to be measured to check its effect on phase behaviour. We calculated the surface

charge of the proteins through the size of protein molecules and several measurable values,

including the electrophoretic mobility µe and the zeta potential ζ, as detailed in Sec. 2.4.4.

4.2.5 Sample Preparation

Protein stock solutions were in a 25mM HEPES buffer at pH = 7.0. Two more buffer solutions at

the same condition with 0 or 1.0 M NaCl were also prepared to adjust both the salt and protein

concentrations of the samples. Polyethylene glycol (PEG, Polymer Laboratories) was chosen as

the depletant polymer for two main advantages: firstly, the repeat unit (ethylene glycol) is small,

and a wide range of molecular weights from 200 are available, which satisfies the demand of

colloid limit. Secondly, it is neutral and does not change the pH of the suspension, to which the

proteins are sensitive, nor will it cause protein denaturation. The Rg of PEG is calculated from

an empirical expression Rg = 0.0215M0.583
w [111]. PEG in different sizes was used in this work to

obtain the proper size ratio q. The corresponding q values are given in the following sections.

For each example, different volumes of protein stock solution were diluted with deionised

water, or HEPES solution with and without salt to attain the desired protein and NaCl concentra-

tion at a fixed volume of 20 µL. Then PEG was added by weight. All the samples were mixed for

5 s on a vortex stirrer (IKA, German) at 3,000 rpm, then immediately filled into 50×1.00×0.100

mm rectangular capillaries (VitroCom Inc., 5010-050). The capillaries were glued to a glass slide

by optical adhesive (Norland Optical 81) with the horizontal longest axis. The phase states were

characterised by a confocal laser scanning microscope (Leica DCIM 8000) within 5 minutes.

4.3 Results

In this chapter, we investigated the phase behaviour of eGFP, mCherry and BSA plus PEG in

different sizes. The results and discussions are presented following the sequence in Table 4.1. The

work started from phase diagrams of individual protein species, and extended to binary mixtures

to explore the potential for the formation of binary gels with expected structures, as shown in Fig.

4.2(b).

It is worth noting that, we only studied and presented samples with the protein concentration

less than 10 mg/mL for several reasons. Firstly, biochemistry experiments have proved that the

optimal protein concentration for crystallisation typically lies in the range between 8-20 mg/mL,

while larger ones (kDa > 50) tend to require lower concentration [196]. Although crystallisation

usually involves additional conditions, including pH, temperature and precipitating agents such

as salts and polymers, we stuck at testing low concentrations to avoid unexpected aggregation

analogous to possible crystallites with the known kDa of the proteins used in our work (eGFP

26.9, mCherry 28, and BSA 66.5). Secondly, Dr. Beatriz Ioatzin Ríos de Anda in our group has
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Protein species Polymer species Solution Size ratio

eGFP PEG620 deionised water qG = 0.591

eGFP PEG620 25 mM HEPES qG = 0.59

eGFP PEG620 25 mM HEPES + 100 mM NaCl qG = 0.59

cationised eGFP PEG620 25 mM HEPES + 100 mM NaCl qG = 0.59

mCherry PEG620 25 mM HEPES + 100 mM NaCl qC = 0.59

eGFP + mCherry PEG620 25 mM HEPES + 100 mM NaCl qG = qC = 0.59

BSA PEG620 25 mM HEPES + 100 mM NaCl qG = 0.59

eGFP + BSA PEG620 25 mM HEPES + 100 mM NaCl qG = 0.59, qB = 0.44

eGFP PEG2000 25 mM HEPES + 100 mM NaCl qG = 0.82

eGFP + BSA PEG2000 25 mM HEPES + 100 mM NaCl qG = 0.82, qB = 0.61

Table 4.1: The protein-polmyer systems we studied in this chapter. All the solutions were at pH =
7.0. qG , qC and qB mean the size ratio of polymer to eGFP, mCherry and BSA, respectively. See
the footnote for the polymer radius of gyration.

successfully yielded binary gels of eGFP and cationised mCherry with a total concentration of 8

mg/mL, as shown in Fig. 4.1(a). Therefore, we believed that similar gel structures might still be

accessible at φprotein < 10 mg/mL through depletion interactions. However, these concentrations

lead to rather low protein volume fractions, e.g. an eGFP concentration of 10 mg/mL is equivalent

to an eGFP volume fraction of ∼ 0.0075. When comparing with colloidal systems, such volume

fractions are out of the range of the critical region, and thus critical fluctuations are negligible

here. For example, in a depletion system consisting of hard spheres plus polymers with a size

ratio of q = 0.4, the critical point is predicted to be at φcolloid ∼ 0.25 [174].

4.3.1 Phase diagram of eGFP plus PEG620 in deionised water

The work began with the phase behaviour of each species of proteins plus polymers. The phase

diagram of eGFP and PEG620 in deionised water at pH = 7.0 is shown in Fig. 4.4, in the plane of

PEG reservoir volume fraction φR
P (for conversion from experimental to reservoir volume fractions,

see Sec. 1.3.4.3 for spheres and Sec. 5.2.3 for spherocylinders) and protein volume fraction φeGFP.

1For such small PEGs with the molecular weight Mw = 620, there are uncertainties in determining the radius of
gyration, arising from the inaccuracy of the prefactor and the index in the empirical equation Rg = 0.0215M0.583

w [111],
and a few assumptions including rigidity and ideality of polymers. Therefore, a degree of adjustment is acceptable.
The mentioned equation gives Rg = 0.80 nm (q = 0.40), whereas the fitting [55], which will be discussed in the result
section 4.3.2, leads to Rg = 1.18 nm and the consequent size ratio q = 0.59. In this table we take the latter throughout,
consistent with the published work related to the experiments in this chapter, while the results are presented with
using q = 0.40 at the beginning, then switching to q = 0.59 when further discussing the difference of theoretical and
experimental phase separation.
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The PEG molecular weight leads to a size ratio q ≈ 0.4. There are only two phases appearing

throughout all the explored volume fractions: a fluid phase and aggregates in coexistence with

a fluid phase. The phase boundary is drawn in the middle of the fluid and aggregation state

points. Although the coexistence is non-equilibrium state, it is still informative to compare them

with the equilibrium phase diagram, as the aggregation and gelation are characterised with the

liquid-liquid phase separation in depletion systems [184, 256]. For low φeGFP we did not prepare

samples in the left region of phase diagram, the boundary (denoted by dashes) was plotted based

on the predictions from the literature studying phase diagrams of colloid-polymer mixtures with

similar size ratio [174, 234].
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Figure 4.4: Experimental phase diagram of eGFP + PEG620 with q = 0.40 in deionised water.
Scale bars denote 20 µm. For lower φeGFP which we did not prepare, dashed phase boundary line
was plotted based on the intuition from the literature [174].

As a function of polymer reservoir volume fraction φR
P , eGFP presents a homogeneous intensity

without any observable microstructure [Fig. 4.4(c)] in the fluid phase, since the resolution of

the confocal microscope (pixel size 90×90 nm) is much larger than a single eGFP molecule.

Aggregation is observed upon the increase of φR
P , in which the phase separation first occurs at

φR
P = 0.22. As shown in Fig. 4.4(b), a dim (compared with the intensity of the fluid state) but not

fully black background indicates coexistence of free eGFP dimers. With more PEG, the size of

aggregation extends, until all the dimers are arrested into clusters [Fig. 4.4(a)]. The aggregation

in this state is found to precipitate to the bottom of the container in an accessible experimental

timescale, usually 3-5 days, which reminds us of the aggregation and sedimentation phenomenon

in other colloidal systems [232]. At a relative high protein concentration, the φR
P required for

aggregation increases, which follows the free volume theory predictions for spherical colloids

with a size ratio q = 0.40 [174]. The experimental phase boundary we obtained is around 0.22,
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while it is theoretically predicted to occur at φR
P higher than ≳ 0.4 [174]. Therefore, to resolve

this difference, we need to consider other interactions that may be present. It is worth to note

that further identification of the gel network is made on (x, y) planes only, as the minimum pixel

size along the z direction is 180 nm under the experimental conditions (see Sec. 2.5.1 for proper

voxel size) which results in a significant loss of structural information.

4.3.2 Investigating phase behaviour in different conditions

It was observed that the pH of the deionised water without buffer or added salt is extremely

unstable. This may come from incomplete purification or bacterial growth. Considering that the

pH changes the net charge of proteins, we therefore transfer the solution from deionised water to

25 mM HEPES buffer solution to maintain the pH = 7.0. To quantify the strength of electrostatic

interaction as described in Sec. 1.3.2, we first calculated the corresponding parameters with or

without salt (NaCl) as listed in Table. 4.2. Here, the ions in the solvent consist of the weakly

dissociated HEPES (pKa = 7.66), and the completely dissociated NaCl (if added). The Debye

screening length decreases significantly from 963 nm (H2O) to 124 nm (25 mM HEPES without

NaCl), and continues diminishing to the protein size scale, 0.961 nm, with the addition of NaCl

(100 mM), as well as reducing the contact potential ϵY /kBT by about one fourth. Further increase

of the NaCl concentration, from 100 mM to 500 mM, only leads to a small drop in Debye screening

length when compared with the change of 2 orders of magnitude before. However, ϵY /kBT rises

again, which is consisting with the prediction of previous work that protein surfaces gain stronger

electrostatic interactions with higher salt concentration, leading to uncontrollable sedimentation

[81]. Therefore, we fixed the NaCl concentration at cNaCl = 100 mM.

NaCl concentration (mM) κ−1(nm) Z ϵY /kBT

0 (in deionised water) 963 0.42 0.0415

0 (in 25 mM HEPES) 124 0.42 0.0403

100 (in 25 mM HEPES) 0.961 1.5 0.0304

500 (in 25 mM HEPES) 0.0431 3.07 0.0351

Table 4.2: Calculations of Yukawa potential for eGFP at different ionic strength, where Z is the
protein net charge, and ϵY /kBT is the scaled contact potential.

The phase diagram of eGFP plus PEG620 in 25mM HEPES, pH = 7.0 is shown in Fig. 4.5(a).

The polymer reservoir volume fraction needed for phase separation decreased a little to around

0.2, but is almost indistinguishable from the system in deionised water at the same pH. Further

addition of NaCl, though, results in a lower polymer reservoir volume fraction required for phase

separation, as shown in Fig. 4.5(b). We can calculate the AO potential ϵAO/kBT following the

Equ. 1.22, where the well depth is proportional to polymer concentration. We therefore choose
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φR
P = 0.25, a volume fraction that is a little bit higher than the phase boundary φR

P observed

in each system, giving the value u(AO)/kBT = −2.84. Meanwhile, as listed in Table. 4.2, the

electrostatic contact potential ϵY /kBT is around 0.04. Hence we conclude that the electrostatic

interaction is effectively screened and can be neglected in the solutions with 100 mM NaCl,

and our system can be regarded as a simple depletion system composed of colloids plus non-

adsorbing polymers, where the only additional complexity is an approximate estimation of the

shape anisotropy of the eGFP dimers.
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Figure 4.5: Experimental phase diagrams of fluorescent proteins (updated q = 0.59) dispersed
in 25 mM HEPES at pH = 7.0 under various conditions. (a) Natural eGFP + PEG620 without
salt. (b) Natural eGFP + PEG620 with 100 mM NaCl. (c) Cationised eGFP + PEG620 with 100
mM NaCl. (d) Natural mCherry + PEG620 with 100 mM NaCl. Blue points indicate that the
corresponding sample forms aggregates, while black points indicate fluids. The purple lines in
each figure (dashed and solid) are the phase boundary of eGFP + PEG620 in deionised water,
the same as that in Fig. 4.4, as a comparison. The total volume fraction used for eGFP-mCherry
binary gel is equal to that of the point circled by the blue line in (d).

We thus assumed that the difference between theoretical and experimental phase separation
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boundary, may come from the inaccuracy of determining the polymer radius of gyration, Rg, which

sequentially affects the size ratio q, since the calculation of Rg from the empirical expression

Rg = 0.0215M0.583
w may not be accurate for such small PEGs. In the published work collaborating

with Rui Cheng in our group investigating eGFP phase behaviour in the same buffer solution but

a lower salt concentration (cNaCl = 10 mM), a power law Zpol = a−bφc
eGFP at low protein volume

fractions φeGFP ≈ 10−2 in terms of q was used, where Zpol is equal to the polymer number density

ρres
p in a reservoir in thermodynamic equilibrium with the system, a, b and c are constants, to fit

the theoretical and simulation predictions for spheres [316] and spherocylinders [266] of a larger

aspect ratio than eGFP dimers here (L/D = 6). An adjustment of Rg of PEG620 was made after

fitting, increasing the value from 0.80 nm to 1.18 nm as well as the size ratio from 0.40 to 0.59

[55]. Further discussion on the comparison between experimental results and theoretical colloid-

polymer mixture phase diagrams will be detailed in the following section, when BSA-polymer

phase behaviour is also discussed.

Unmodified eGFP has an isoelectric point of 5.58 [109], which means it has a negative net

charge at pH 7.0. Fig. 4.5(c) shows another attempt to eliminate the effect of charge. We tried

to achieve neutral eGFP dimers at pH 7.0, by cationising eGFP by hexamethylendiamine as

mentioned in Sec. 4.2.3, and then checking with the zeta potential measurements. It is expected

that through cationisation, extra positive charged groups are linked to the surface, enabling the

protein molecules to neutralise more OH– with increasing pH. Unfortunately, this failed due to

the complex distribution of the carboxylic groups on the protein surface, and the randomness

in which hexamethylendiamine can react with any carboxylic group. A charge reversion to +1.9

of cationised eGFP was obtained in comparison with their native negative charge of -0.66 (both

in 25 mM HEPES with 100 mM NaCl). Actually, the charge value of +1.9 was the lowest net

charge we obtained among all the cationised batches at pH 7.0. Furthermore, the zeta potential

measurements detected a mixture of different charged particles rather than a uniform charge

distribution observed with unmodified eGFP dimers. The phase behaviour of the cationised batch

with the lowest net charge was determined as plotted in Fig. 4.5(c). No aggregation appeared at

any experimentally tested φR
P . We infer that the main reason for this is the cationised molecules,

hexamethylendiamine, have long carbon chains, which may be regarded as polymer chains to

produce steric stabilisation and thus increase the steric repulsion (see Sec. 1.3.3). The effect from

electrostatic interactions, although increases with the absolute net charge value from -0.66 to

+1.9, is still negligible, as can be deduced from Table. 4.2. Since the aim of neutralising eGFP

dimers at pH 7.0 could not be achieved, the unmodified dimers were used in further experiments.

When investigating the phase behaviour, we found that PEG is labelled as a ligand to eGFP

in the Protein Data Bank website. Previous work reveals that for the formation of a covalent

bond between eGFP and PEG, the hydroxyl groups of the polymer need to be activated first,

to link to an appropriate surface group which can be replaced by the epsilon-amino terminal

of nucleophilic groups (for example, lysine residues) through nucleophilic attack on protein
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surfaces [71]. In most cases, one eGFP molecule can be linked with several PEG molecules, and

the activating chemicals (agent) are bonds between proteins and PEG [197]. Other eGFP-PEG

coupling approaches include coating on nanoparticles (PEGylated NPs) to optimise its binding

properties [215], or using derivatives of PEG [6]. To our knowledge, no literature has reported the

experimental observation of a direct covalent bond between eGFP and PEG without activating

methods. We were unable to detect the formation of this type of covalent bond, neither. Therefore,

we are confident that PEG performs the same way as non-absorbing polymers in a typical

depletion system. A further investigation was carried out on mCherry, a protein which has a very

similar size, shape and surface charge to a eGFP monomer, but does not take PEG as ligands.

The phase diagram of mCherry plus PEG620 in 25 mM HEPES with 100 mM NaCl at pH 7.0 is

shown in Fig. 4.5(d). Unlike eGFP, mCherry remains in its monomer state in solution, whereas

the systems of eGFP dimers or mCherry monomer possess the same size ratio, q ≈ 0.4, as the

calculations both use the diameter of the spherocylinders or the spheres. It is less informative

to contrast the phase behaviour of distinct particle shape, even with the same q, though the

results of mCherry are comparable to those of spheres from literatures. It is worth noticing that,

at q = 0.4, both a critical point (CP) and a triple point (TP) are theoretically predicted to appear

in the phase diagram (polymer reservoir concentration versus particle concentration) of hard

spheres [108]. Between the CP and TP, a concentrated fluid (“colloidal liquid”) coexists with a

dilute fluid (“colloidal gas”). However, this phase state was not observed in our mCherry-PEG

mixture. A possible explanation is, as mentioned before, the confocal resolution (pixel size 90×90

nm) is much larger than a single protein molecule (diameter ≈ 4 nm), thus the details of the

microstructures will be lost during imaging.

4.3.3 Binary Gel of eGFP and mCherry

After we had characterised the phase behaviour of two individual proteins, eGFP and mCherry,

we attempted to construct binary gel networks. The start point was chosen to be the point

when both proteins form aggregates, as indicated by the blue circle in Fig. 4.5(d). This gives the

corresponding total protein volume fraction, φprotein =φeGFP +φmCherry = 0.00162. Each protein

species contributes half of the total volume fraction. The first sample was prepared by adding

eGFP and mCherry at the same time. The ideal binary structure as illustrated in Fig. 4.2(b) did

not form however; the two proteins were well mixed, with no clear separate large domains of

either of them. The networks almost fully overlapped. This may be due to the high similarity

between eGFP and mCherry molecules that leads to a non-specific interaction. In other words,

PEG treats them as similar colloids, even if eGFPs have formed dimers so that they have a

non-spherical shape, and are twice the size of mCherry monomers.

In particular, only small aggregates of individual mCherry were observed, as circled by the

white line in Fig. 4.6(c), which indicates a potential process that mCherry may first form a

“backbone structure”, that allows eGFP to further precipitate on top of it when more polymers are
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added. This sequential formation is similar to the results of Ioatzin Ríos de Anda’s, who developed

a two-step procedure producing binary gels through first assemble eGFP network by the addition

of YCl3, and then bond cationised mCherry by the addition of (NH4)2SO4 [65]. We therefore tried

to add the mCherry and eGFP sequentially, to hopefully achieve a more distinguishable mCherry

bone network before mixing with eGFP. However, the results are very similar. We concluded

that, the mixing step — 3000 rpm on a vortex for 1 minute — fully breaks the aggregation,

and the network re-construction process is the same as the case when two proteins are added

simultaneously, even if there may be a coexistence of a mCherry backbone and eGFP fluids in the

intermediate step.

eGFP mCherry Combined

Figure 4.6: Confocal images of the binary structure of eGFP and mCherry in separate and
combined channels. This state point is circled in Fig. 4.5(d), with the protein volume fraction
φeGFP =φmCherry = 0.00081 and φR

p = 0.25. The white circle in (c) shows an individual mCherry
domain. Scale bars denote 25 µm.

4.3.4 Phase Behaviour of BSA in the presence of non-adsorbing PEG

As mentioned above, eGFP and mCherry could not be distinguished by the polymer to form the

desired gel networks. Thus, we considered optimising the system to generate distinct interactions

between the two types of proteins by choosing a protein with a different size and shape to

eGFP. The depletion interaction, as introduced in Sec. 1.3.4.3, is determined by the total overlap

volume of the depletion layers, which is regulated by the size and shape of the colloids at a

given concentration of polymers. Based on both Zhang’s work that the different characteristics

and responses of two colloidal particles are determined by their large difference in size plus

non-absorbing polymers [346], and the observation that eGFPs behave like spherocylinders in

our systems, a well-studied protein, BSA, with a higher size and shape difference to eGFP, was

chosen to be the second component along with eGFP. The BSA has an oblate shape with ellipsoid

radii of 4.0×3.2×2.7 nm at pH 7.0 [333]. This is larger than eGFP dimers by volume, also leads

to a polymer-protein size ratio q ≈ 0.44 (calculated with the updated Rg = 1.2 nm in Sec. 4.3.2).

Zhang et al. studied the effect of ionic strengths (I) on natural BSA through light scattering

techniques. They demonstrated that, at a low ionic strength, I < 0.3 M, the total interaction

is dominated by electrostatic repulsion, which is less than that in salt-free solution, since the
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surface charge is screened. In this case the data fits well to a screened Coulomb potential model.

Yet, upon the increase of salt (0.3 - 0.5 M), the surface charges become fully screened, leading to

a hard sphere-like model. Finally, when I > 1.0 M, the total interaction exhibits an additional

attraction, and can be described as a square-well potential model [344]. We were especially

interested in the intermediate ionic strength environment of 0.3 - 0.5M, at which point natural

BSA behaves like hard spheres. In our experiments, we first anionised BSA to achieve better

fluorescent labelling, as detailed in Sec. 4.2.3. However, they were extremely unstable when mixed

with succinic anhydride, even with slight mixing (10 rpm on the tube roller). The aggregates were

inferred by the observation of a turbid solution from a transparent state. Thus, we directly linked

the dye to natural BSA molecules. From here on, “BSA” refers to fluorescently labelled BSA with

Texas Red cadaverine. Through zeta potential measurements, we found that the average amount

of elementary charge Z associated with BSA exhibited a negligible change during dye labelling

process, from 0.73 (natural) to 0.68 (dyed), which is quite similar to ZeGFP = 0.66 (See Table.

4.2). We therefore assumed that, firstly, dyed BSA has a very similar shape and net charge to

natural BSA, and can be modelled as hard spheres at moderate salt concentrations. Moreover, the

conditions we used in our experiments (25 mM HEPES plus 100 mM NaCl at pH 7.0) effectively

screen the surface charge of both protein species due to the similar Z values, and our binary

protein mixture can be simplified to a binary system, in which the asymmetry uniquely arises

from the size, and protein attractions depend only on the polymer volume fraction.

The phase diagram of BSA in 25 mM HEPES with 100 mM NaCl at pH 7.0 is plotted in

Fig. 4.7. As a function of polymer reservoir volume fraction, BSA first exhibits homogeneous

intensities under confocal microscope, representing a stable fluid state. Upon increasing φR
P , small

and individual clusters appear, while the brightness in the background indicates the presence of

a coexisting fluid phase. Further increase of φR
P leads to a clear gel structure. Here we observed

two main differences between BSA and eGFP: first, BSA clusters generated at intermediate

φR
P are mostly separated even with higher protein concentration, as shown in Fig. 4.7(b) and

(c). eGFP aggregation, meanwhile, has more extended, ramified shapes, and the preference for

connecting neighbours (see Fig. 4.3.1(b)). Second, BSA shows three phase states: at low depletant

concentrations, only a fluid phase is present. An intermediate φR
P (see the region in the middle of

two black lines in Fig. 4.7) leads to a phase separation between the protein-rich regions coexist

with a dilute protein fluid. At higher φR
P , a metastable gel coexists with a very dilute protein fluid.

These phase transitions, are highly consistent with the simulations [108] and the predictions of

free volume theory [173] for colloid-polymer mixtures at a size ratio q = 0.4. It is worth noticing

that, although confocal images captured dense regions, we actually can not investigate the density

or microstructure of those aggregates due to our resolution, nor do we have a clear intensity

threshold for distinguishing between fluid and aggregation. The phase separation could only

characterised by the emergence of distinct intensity difference.
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Figure 4.7: Phase diagram of fluorescent labelled BSA with q = 0.44 in 25 mM HEPES plus 100
mM NaCl at pH 7.0. (b) and (d) indicate that BSA clusters prefer un-ramified shape before final
connection and formation of gel networks. Scale bars denote 20 µm.

4.3.5 Comparison with colloid–polymer mixtures

So far, we have only compared the φR
P required for experimental phase separation with the

equilibrium theoretical and computer simulation predictions. The phase separation of BSA fits

well to the predictions of colloid-polymer mixture that the colloids undergo three phase states

upon increasing polymer volume fraction at q = 0.4, as mentioned at the end of previous section.

However, the equilibrium phase states are not always achieved experimentally. Due to the ability

to adjust the size and concentration of the polymer, the systems are seen to exhibit complex phase

states such as metastable liquid-liquid phase separation. The mixtures of colloidal particles and

polymers often undergo dynamical arrest into metastable non-equilibrium gel or glass phases. For

instance, in our experiments, eGFP only has one fluid — aggregation transition, which is closer

to the case of size ratio q < 0.2 in equilibrium. This condition might be satisfied by decreasing Rg

to obtain a smaller q = 2Rg/DeGFP, as we have discussed that the uncertainty of determining Rg

of such small PEG molecules (see Sec. 4.3.2) allows a degree of adjustment of Rg. However, this

simultaneously affects the comparison of mCherry and BSA results between simulations and our

experiments. Alternatively, if we consider non-equilibrium states, especially gels, more consistent

results can be found in the literature. As plotted in Fig. 4.8(a), the dynamically trapped state, gel

is observed at a rather high polymer volume fraction. To make a comparison under different size

ratios q, we calculated the well depth of depletion interaction (σ= r) as Equ. 1.22. In Fig. 4.8(a),
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a potential of ≈−3kBT is required for the appearance of the gel, which is in good agreement with

our result uAO =−2.84kBT calculated in Sec. 4.3.2. Further comparison was drawn by inspecting

the phase behaviour with Lennard-Jones (LJ) interaction, which is chosen because both LJ and

AO potential can be approximated by a Morse potential [2]. The attraction of ≈−3kBT leads to

an unstable region via a rather deep quench in the LJ simulation phase diagram [123]. In fact,

such a strong interaction corresponds to the deep undercooling in molecular systems, and the

system is expected to be arrested into long-lived metastable gel structure [174]. The emergence

of gels has been investigated extensively at q < 0.3 [50, 67, 236, 250, 352], while few studies have

been done when q > 0.3.

Figure 4.8: Comparison of theoretical and experimental phase states at two size ratios. (a)
Theoretical phase diagram predicted by generalised free volume theory at q = 0.57, comparing
with eGFP and mCherry of q = 0.59. The experimental φpolymer for phase separation in our
work are indicated by green (eGFP) and pink (mCherry) lines. Reprinted from Lerkerkerker and
Tuinier [174] coming with the experiment data (denoted by symbols) of PMMA plus polystyrene
dispersed in cis-decalin [140, 309]. (b) Theoretical phase diagram calculated by free volume
theory at q = 0.4, comparing with BSA of q = 0.44. Thick lines indicate triple lines. The critical
point is denoted by the grey star. The experimental φpolymer for different phase states of BSA are
presented following the results in Fig. 4.7. Reprinted from Lekkerkerker and Tuinier [174].

Previous work, as referred to above, also reveals that there are intermediate states between

the fluid and metastable gel phases, such as gas-liquid coexistence and gas-liquid-crystal triple-

existence, as a function of the attraction range. Though our experimental measurement, confocal

microscope, has the highest resolution of around 50×50×180 nm [146, 268], it can not capture

the inner structures of different phases, nor do give the threshold for a specific state, resulting in

an uncertainty between the gas and the liquid in our observations: only the phase coexistence

can be identified through distinct intensity distribution of the confocal images. Rather than gels,

the crystal nucleation process was more widely investigated in protein-related systems. It has

been proposed that a two-step crystallisation will occur in the metastable liquid-liquid phase

separation (LLPS) region: first, small droplets of a high protein concentration, either associated

with the LLPS [117], or attributed to critical fluctuations of concentration [330], forms. Second,

the crystallite forms inside the liquid-like droplets. In order to compare our results with the
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literature, we make the bold assumption that the mentioned crystallisation and the gelation

occur inside the spinodal curve through the LLPS: a slow increase of polymer (equivalent to a

slow decrease of temperature) allows the sufficient diffusion of the proteins for the growth of

crystallites, while a quench results to the spinodal decomposition where the protein-rich regions

form gels as a consequence of dynamical arrest. This assumption is supported by previous work

[98, 174, 184, 314] and our observations — once a phase separation occurs, a gel state would

always be achieved upon further increase of the polymer concentration. Thus, we investigated

the φR
P required for the phase separation, in terms of the reduced second virial coefficient,

B∗
2 (T), which was further simplified to B∗

2 since all our experiments were carried out at 20◦C. As

explained in Sec. 1.6, B∗
2 is a convenient scale of the strength of the interaction. Besides common

colloidal systems, it has been used as a predictor for the protein solubility in aqueous solution

[116, 117] and protein crystallisation [110, 111]. Vliegenthart and Lekkerkerker observed that

the value of B∗
2 at the critical point lies around −1.5 for different attractions [319]. We plotted

the phase boundaries for all our experimental systems, as shown in Fig. 4.9(a). The B∗
2 values

are located in −0.5∼−1.5. As noted in Sec. 4.3, our tested φprotein are all out of the critical region,

though the spinodal lines can be flat in a large range of φcolloid for short-ranged attractions (see

[260] for a flat phase boundary obtained by molecular dynamics simulations with a square well

potential of width 0.03D in the case of spheres, and see [256] for a review of colloidal gels with

phase diagrams for spinodal decomposition), indicating that B∗
2 can also remain the value of

∼−1.5 at the protein volume fractions we measured. Therefore, we conclude that our results are

in a quite good agreement with the literature. We also compared the values to Haas et al. [116]

who measured B∗
2 for a number of proteins including natural BSA which has a value of B∗

2 =−3.1.

We inferred that the difference may come from the fluorescent label and the consequent slightly

smaller q. This possibility is left for further investigation.

Another positive aspect of examining the B∗
2 is that, as also mentioned in Sec. 1.6, it enables

the measurement of the effective range of the attractive potentials, which allows the further

prediction whether a system exhibit a stable LLPS, analogous to those of a simple mono-atomic

system, or only a fluid-solid coexistence indicating this transition is substituted by freezing

[108, 173, 207]. In particular, the former type, namely, phase states of fluid - LLPS - [gas-crystal

coexistence (G-C)] upon increasing the polymer concentration, is consistent with the observations

of BSA where the denser regions in both G-L and G-C states are dynamically arrested to form a

gel, while the latter with single phase separation fits the case of eGFP well. It is well accepted

that sufficiently short-ranged attraction prevents the LLPS [118, 140, 198]. Noro and Frenkel

[207] presented the critical points of various attractions in the (T∗ - R) plane, where T∗ = kBT/ϵ

means the reduced temperature scaled by the energy parameter ϵ (The value of ϵ depends on the

specific potential, e.g. the depth in the square well / the Lennard-Jones potential, and the contact

potential in the Yukawa form), and R is the range of the attraction calculated by subtracting 1

from the ratio of particle distance to particle diameter, R = r/σ−1, as shown in Fig. 4.9(b). They
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Figure 4.9: (a) Phase diagram of measured proteins in the (B∗
2 - φprotein) plane. The solid lines

denote the phase boundary obtained from Fig. 4.5 and 4.7. The open symbols indicate fluids
while the closed symbols indicate the appearance of phase separation, as identified by confocal
microscope images. (b) Critical points of different attractions in the (T∗ - R) plane. Reprinted from
Noro and Frenkel [207]. The grey region indicates the boundary between stable and metastable
LLPS. Our experimental results are represented by closed stars with the same colours used in
(a), in which the ones denoting eGFP and mCherry overlap as they have the same R, and on the
extended line of the fitting result. The blue region is the estimated boundary from our results.

observed a linear relationship between R and T∗, and the boundary for stable LLPS locating

around 0.13 - 0.15 for various attractive potentials. They emphasised that their conclusion should

be extended to out-of-critical regions despite restricting their simulation around the critical point.

Therefore, we plotted the results of three proteins onto the T∗ - R fitting line in Fig. 4.9(b) by

taking R = q. Clearly, the data are sorted in two groups. One consists of eGFP and mCherry with

q = 0.59, and the other is that of BSA with q = 0.44. The boundary between stable and metastable

gas-liquid transition thus locates within 0.44 - 0.59, acceptable when compared with mentioned

work. Therefore, given that the phase behaviour we observed is similar to that of experimental,

theoretical and simulation results from previous work, we conclude that our system is more likely

to behave in a way akin to a depletion system with hard colloids plus non-absorbing polymers.

4.3.6 Phase behaviour of eGFP + BSA

So far, we have studied the phase behaviour of individual eGFP and BSA, and now we switch

to binary mixtures of the two. As attempted at eGFP and mCherry binary gels, we designed a

two-step formation protocol: from the phase diagrams, eGFP forms a gel structure at a lower

polymer concentration than that of BSA. So, we first form a eGFP gel at φR
P = 0.2, then added BSA

with the same volume as eGFP, which leads to a concentration ratio cBSA/ceGFP = 0.91 inversely

proportional to the ratio of their individual volume VBSA/VeGFPdimer = 1.1. Subsequently, PEG

was added to precipitate BSA onto the existing gel. However, this protocol did not work. The
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channel:    eGFP BSA                 Combined

(a) Two-step addition.

(b) Co-precipitation
of eGFP+BSA+PEG620.

The top row: 𝜙𝑃
𝑅 = 0.2

The bottom row: 𝜙𝑃
𝑅 = 0.4

(c) Independent gel formation
of eGFP+BSA+PEG2000

with increasing 𝜙𝑃
𝑅 . 

The top row: 𝜙𝑃
𝑅 = 0.2

The bottom row: 𝜙𝑃
𝑅 = 0.4

Figure 4.10: Attempts at eGFP-BSA binary gels. (a) A photo of separate layers of top BSA
fluid (transparent purple solution) and bottom eGFP gel (opaque green), taken three days after
addition of BSA solution. (b) eGFP+BSA+PEG620: only full fluid or co-precipitation occurs. (c)
eGFP+BSA+PEG2000: binary gel networks form. Scale bars denote 20 µm.

BSA solution failed to mix with the eGFP solution, and the clear layer boundary between them

persisted for several days, as shown in Fig. 4.10(a). It is worth highlighting that the aggregated

states of proteins in aqueous solution, including separated clusters and gels, can be characterised

by the solution turbidity, as the protein aggregates scatter light in the visible wavelength region,

and the turbidity reflects the relative loss of scattered light [119, 188]. Thus, Fig. 4.10(a) also

reveals that the BSA was in the fluid state, implied by the transparency. This was later verified
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Figure 4.11: Experimental phase diagram of eGFP + PEG2000 with q = 0.82 in 25 mM HEPES
plus 100 mM NaCl at pH 7.0.

through confocal microscope images. We infer that, for the subsequent formation of BSA gel

structures around eGFP, the BSA molecules need to diffuse effectively from the top layer to

the bottom, whereas the existing eGFP gel implies a strong attraction, which can suppress the

diffusion of BSA over experimental timescales. Local small gelation of BSA may occur around the

layer boundary, but we did not attempt to investigate this. Furthermore, we could not control

the mixing force to get a proper/threshold potential which is unable to break eGFP gels while

promote the diffusion of BSA in our experimental conditions, as there are only two types of mixer:

the tube roller with maximum speed at 100 rpm, and the vortex with a minimum speed at 2500

rpm. Thus, we decided to mix all the components at the same time and then stir the sample on

the vortex mixer. At this point, the sample was considered as fully re-mixed, and all the initial

configuration before mixing was broken in this process.

Although eGFP and BSA did exhibit a difference in phase behaviour, their mixture co-

precipitated: As shown in Fig. 4.10(b), at a low polymer volume fraction of φR
P = 0.2, BSA first

forms gel structures, while eGFP remains fluid. There are eGFP regions of heterogeneous

intensity which may imply possible aggregation states, but when examining with the combined

channel, this proves illusory, as these regions always overlap with BSA gels, and are more likely

to be eGFP heterogeneous distribution around the occupied space by BSA. With higher polymer

volume fraction, i.e. φR
P = 0.4 as the second row in Fig. 4.10(b), eGFP exhibits gel networks,

yet they completely overlay BSA gels. We thus conclude that in this mixture, eGFP cannot

individually form gels, though the existing BSA backbone structure and higher φR
P facilitate its

settling, and then the simultaneous precipitation, namely co-precipitation, occurs. In this case,

no obvious domain of either component emerged. The distinct phase behaviour between separate

and mixed protein species may come from the net charge and many-body interactions, which we

left for further investigation.

We then switched to a larger polymer, PEG2000. According to the relationship Rg = 0.0215M0.583
w

[111], PEG2000 has a Rg = 1.64 nm, roughly twice that of PEG620. This size leads to a size

ratio of qG = 0.82 for eGFP, and qB = 0.61 for BSA, respectively. The phase diagram of eGFP +
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PEG2000 in 25 mM HEPES plus 100 mM NaCl at pH 7.0 is shown in Fig. 4.11. As expected,

larger size ratio leads to a higher polymer volume fraction required for phase separation. It

should be noted that we did not examine separate phase behaviour of BSA plus PEG2000. The

main reason is, it was extremely difficult to produce dyed BSA with mono-dispersed net charges.

Firstly, the whole preparation usually took a week as it involved dialysis. Secondly, the fluo-

rescent labelling process is equivalent to the cationisation, where a single BSA molecule has

more than 40 active sites (carboxylic group) throughout the surface to be linked, indicating the

uncertainty of the amount of dye molecules attached to a BSA monomer. Moreover, natural BSA

is readily to form aggregation even with slight shake or larger container at a low concentration,

compelling us to prepare independent batches. When characterising the net charge via zeta

potential measurements, we usually found polydispersed net charges in one batch, and among

different batches. Considering the modelling which treats BSA as spherical colloids, these dyed

BSA monomers of heterogeneous charge distribution may fail to reflect the phase behaviour of

isotropic colloids. Given the information above, we only obtained a small amount of dyed BSA

with monodispersed net charge. Therefore, we decided not to perform the phase diagram of BSA

+ PEG2000.

We attempted the mixture of eGFP and BSA plus PEG2000, and successfully achieved binary

gels with desired structure in this system. At low polymer concentrations, BSA first forms gel

structures, while eGFP remains fluid, as shown by the split channels in the first row of Fig. 4.10(c).

The darker regions in the eGFP channel indicate the space occupied the BSA gels rather than

possible eGFP aggregation, as discussed above. Upon increase of the polymer volume fraction,

independent gels of both proteins formed. This independence was so good that they looked like

two fully separate systems. In particular, eGFP presented a cotton-like, rather than common

ramified, network structure under bi-gelation conditions. This has been little studied before and

deserve further investigations.

4.4 Conclusion

In this chapter, several experimental methods were used to study binary protein gels with distinct

domains of each component via the depletion interaction. Here, we exploited the fact that said

interactions are dominated by the size ratio between the proteins and the polymers as studied

for other colloidal systems before. Therefore, we chose proteins with different sizes, investigated

their behaviour at different polymer concentrations and identified the conditions that yielded

a different behaviour in order to gain control over the gelation and the formation of binary

structures. Instead of the commonly used “protein limit” [35], we considered the case more akin to

colloid–polymer mixtures, where the polymer radius of gyration Rg is smaller than or comparable

to the protein radius. It also meant to coarse grain the surface charge and shape complexity of

proteins and treat them as isotropic systems to facilitate the calculation of their interactions.
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We studied the proteins eGFP, mCherry and fluorescently labelled BSA as our model systems.

PEG in different sizes was used as the depletant. The size ratios obtained were 0.59 for eGFP

and mCherry and 0.44 for BSA using PEG620, while 0.82 for eGFP and 0.61 for BSA using

PEG2000. Unstable pH, anisotropic protein surface charges and uncontrollable electrostatic

interactions were found when the proteins were kept in deionised water. Thus, we changed the

proteins to a buffer solution of 25 mM HEPES plus 100 mM NaCl. The electrostatic repulsion was

then calculated and we found it to be negligible under these conditions. Therefore, the depletion

interaction dominates the phase behaviour in our experimental systems.

The phase diagram of eGFP, its cationised version, and mCherry were obtained. This helped

us to identify polymer concentration regions where the phase separation happened so we could

produce a binary gel with distinctive domains. However, unexpected well-mixed domains occurred

as a result of the high similarity between eGFP and mCherry molecules, and we were unable to

achieve the desired structures. Fluorescently labelled BSA was then tested. This protein has an

approximately spherical shape different to eGFP, and gives a slightly larger size ratio. As such, we

were expecting the behaviour to be sufficiently different in the presence of polymers. Compared

with existing colloid-polymer work, we found that BSA phase states were in good agreement

with theoretical and simulation predictions for equilibrium at size ratio q = 0.4 [75, 173, 174],

while eGFP is more complex as it forms dimers in aqueous solution, resulting in a spherocylinder

shape rather than spheres. Moreover, our experimental data showed the emergence of gels, which

corresponds to metastable nonequilibrium states, in the case of eGFP, which is consistent with

the observations from the studies with similar q [140, 308]. Further studies were carried on by

the analysis of the reduced second virial coefficient B∗
2 , which exhibited a quite good agreement

with previous literature

The phase behaviour of individual proteins fits the previous work on isotropic colloid-polymer

mixtures well. However, our experiments are rather more complex in reality. Due to the limitation

of our imaging resolution, the detailed information behind microstructure was lost, leading to a

poor characterisation of phase states, especially the protein-rich regions. Indeed, the possibility

of other interactions, due to functional groups, hydrophobic and hydrophilic effects, cannot be

excluded. Nevertheless, the achievement of distinct binary gel networks gives us some optimism

that the depletion interaction does dominate the behaviour of proteins in a controlled environment,

and may further predict the phase behaviour of other protein species under similar conditions,

which sets a precedent to develop a novel class of functional biomaterials. To our knowledge, our

binary gels are the first binary structure consisting of functional proteins formed via depletion

interaction.
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5
GELATION OF COLLOIDAL ROD-POLYMER MIXTURES:

MEAN-FIELD-LIKE ARREST IN 3D

Rod-like colloids are of great interest due to their anisotropic properties. We examine

the influence of depletion interactions on a model system consisting of rigid rod-like

particles, sepiolite clay B20, with a rather high aspect ratio (L/D ≈ 30) plus polystyrene

as depletants. Since the sedimentation arising from density mismatching between the solvent

and the particles occurs during the timescale of experiments, we sort our results into phase

behaviour in the presence/absence of gravity. The former type, with phase states identified by

the percolating analysis of the 3D renderings of confocal images, successfully achieved gels at an

extremely low volume fraction of rods φR = 0.00122, of which the network can remain for more

than three months. Meanwhile, by comparing structural and dynamical properties of the latter

when crossing the phase boundary with those of high-dimensional hard sphere glass transitions

[54], we prove that if the phase behaviour is dominated by the number of interactions, our system

is analogous to the case of hard sphere vitrification in high dimensions, and thus is able to

reconstruct it in simple experimental conditions.

5.1 Introduction

Although amorphous materials, such as glasses and grains, are common, the theoretical under-

standing of their behaviour remains poor. The dynamic arrest during the glass transition, the

emergence of rigidity without freezing, is still an extremely challenging problem despite decades

of work [31, 54]. However, a potential approach developed in recent years is to solve the problem

in a high — especially infinite-dimensional — mean-field limit, d →∞, setting 1/d as a small

parameter, in which the phase behaviour is in accordance with the case of d = 3 [157–159, 221].
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The physical properties of particles in higher dimensions are different to those in d = 3. Especially,

each sphere interacts with many other spheres, compared with the maximum of 12 neighbours

in d = 3, giving rise to a noticeable decline of the short-range ordering, such as the structure

factor S(q) and the pair correlation function g(r). Furthermore, the unconstrained correlations

completely vanish in infinite-dimensional case, d → ∞, as predicted by the recently claimed

“decorrelation principle” [54, 286, 305].

In this work, we explore the possibility of recovering some features of such higher-dimensional

hard sphere dynamical arrest via experimental rod-polymer mixture. Rather than vitrification,

we investigate the gelation process, in which the phase transition behaviour of rods is actually

better explained than in the case of vitrification [36, 174]. We choose a model system of colloidal

hard rod particles in a high aspect ratio (length(L) / diameter(D) ≈ 30) plus polymers. The arrest,

gelation, is controlled by depletion interaction induced by the addition of non-absorbing polymer

[9, 181, 321] in our system. Due to the high aspect ratio, every rod particle is allowed to interact

with many others, like spheres in higher dimensions. Therefore, we hypothesise that if the

phase behaviour of the system is dominated by the number of interactions, the colloidal rods can

recover high-dimensional hard sphere dynamical arrest process in reality. For example, the pair

correlation function g(r) is expected to exhibit very few changes during the process of the phase

separation [259, 286].

Although hard rod particles undergo an isotropic-nematic phase transition in the absence of

polymers which is distinct from hard spheres, the rod-polymer system follows the same general

rules as sphere-polymer systems. For example, at similar size parameters (polymer-rod size ratio

q = 2Rg/D ≈ 0.3 and rod aspect ratio L/D ≈ 20), a nematic-nematic phase coexistence is predicted

to occur by the free volume theory [174]. Such demixing is the equivalent of the colloidal liquid-

liquid phase separation in the case of sphere-polymer systems, where colloid-poor and colloid-rich

regions coexist [173]. However, only a few works have been done with such a high aspect ratio

as ours. Lekkerkerker and Tuinier [174] plotted computed phase diagrams for hard rods plus

polymers using Gaussian approximation for the orientational distribution function. They revealed

that for a given aspect ratio ranging from 5 to 200, the appearance of the triple point is a function

of the size ratio, q. Small polymers, implying short-range attractions, lead to an equilibrium

isotropic-nematic(dilute)-nematic(dense) (I-N1-N2) triple-existence. Intermediate q ceases both

the mentioned N1-N2 and isotropic(dilute)-isotropic(dense) (I1-I2) critical points. Yet further

increase of q recovers the (I1-I2) critical point. These relatively long-ranged attractions result in

the triple-existence of I1 + I2 +N. Experimental systems of rod-like particles and polymers, such

as rigid tobacco mosaic virus (TMV, L/D ≈ 20) [101] and semi-rigid feline distemper (L/D ≈ 130)

[77], show similar isotropic and nematic phases. Although a degree of discrepancy on the values

of φP and φR for the phase boundaries exhibits, the overall agreement between the experiments

and the simulations is acceptable, considering the softness of the particles and the uncalculated

electrostatic repulsion.
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Furthermore, rod gels and glasses analogous to the dynamically arrested states of hard

spheres can occur in real cases [290]. Many experimental works have reported the gelation of

a diverse range of rod-like particles. Mohraz and Solomon [200] achieved gels of boehmites, a

natural mineral with rod-like shape, at several aspect ratios L/D = 3.9, 8.6, and 30.1. Adams et

al. [1] observed the gelation of TMV and polyethylene oxide (PEG). PEGs of different molecular

weights, giving corresponding size ratios q = 0.29, 0.39, 0.67, and 3.1, were all able to induce

a gel phase from the dilute isotropic phase. A positive aspect of gelation with rods is that, it

can occur at low φR . This type of gel network formed by colloidal rod aggregates are commonly

highly thin with fractal structures. For examples, Wilkins et al. [324] studied the mixture of

rod-like polyamides plus depletants with the aspect ratio L/D = 54 and the size ratio q = 0.11 at

φrods = 0.0005−0.01. The rods prefer to form bundles in which multiple rod molecules align. These

bundle structure change a little with further increase of polymers. Krall et al. [163] examined

extremely weak networks at φR = 1.0×10−4−5.0×10−3, in which the gel structure can be broken

by gentle shaking of the container.

Inspired by these works, we investigate the phase behaviour of rod-polymer mixture, especially

gelation at low rod volume fractions as less computational resources are required for further

simulations with fewer particles and interaction numbers. The length-polydispersed hard rods

are fluorescently labelled [332], enabling confocal imaging. We demonstrate that the gelation

can be obtained at a much lower polymer volume fraction than in the case of sphere-polymer

systems with similar experimental conditions [255]. We further analyse the structural and

dynamical behaviour in the absence of gravity by the radial distribution function, g(r), and the

time correlation function, c(t), respectively, to examine the analogy between our system and hard

sphere vitrification in high dimensions.

5.2 Experimental System

5.2.1 Preparation of stock suspensions

Colloidal rod suspensions were prepared from sepiolite clay particles B20 purchased from Tolsa

(Spain). Sepiolite clay B20 is a naturally occurring mineral which has a rod-like shape. Their

internal channels include two types of water molecules: coordinated and zeolitic water, as detailed

in Sec. 2.3.1, in which the zeolitic water can be replaced by encapsulating external molecules.

This characteristic was used to label the rod particles fluorescently in this work.

The preparation process generally follows the work by Zhang and van Duijneveldt [349].

To avoid large clusters, which tends to occur when the clays are dispersed into the solvent

without stabilisers, 5 g of sepiolite clay B20 was gradually added into 100 mL toluene with the

vigorous stirring by a high speed mixer (Ultra Turrax) at 10,000 rpm for 10 minutes to break

the aggregates. Following that, the mixer is cleaned to avoid the stirrer becoming blocked. The

mixing-clean step was repeated 3 times. The suspension was then ultra-sonicated (IND 500D,
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Ultrawave) at 30◦C for 30 min whilst being shaken by hand every 5 minutes to obtain a clear

change in viscosity. Moreover, to increase the stabilisation of particles, SAP230 was used. Buining

et al. found that the SAP230 was likely to be anchored to rod-shaped boehmite particles through

chemical bonds [44]. Zhang then demonstrated that this grafting technology could also be carried

out on sepiolite clays, and effectively increase the steric stabilisation of particles. 5 g SAP230

(Infineum, UK) was dissolved in 10 mL toluene and then added to the previous suspension with

a magnetic stirrer. The addition of SAP230 caused a dramatic decrease in the viscosity of the

dispersion. Then the whole sample was left overnight on the magnetic stirrer at 500 rpm.

5 mg of acridine orange (AO, content 75%, Aldrich) was added to the sample on the second

day as the fluorescently labelling chemical, with the magnetic stirring at 500 rpm for 30 minutes,

followed by a sonication for 10 minutes. Finally, to obtain a lower polydispersity, the suspension

was firstly centrifuged at 4000×g for 15 minutes to remove the sediment composed of large

rod particles and unbroken clusters. The preserved supernatant was sequentially centrifuged

at 8000×g for 15 minutes to remove the new generated supernatant containing small rods,

clusters, excess SAP230 and AO molecules, while the sediment consisting of particles with desired

(intermediate and lower level of polydispersity) sizes was kept, which was then re-dispersed in

pure toluene. The process of centrifugation at 8000×g and re-dispersion was repeated several

times as the clean step, until the supernatant became colourless by eye. Finally, a stock suspension

of 20.74 wt.% was obtained. The exact bare mass fraction was measured by drying a small amount

of the suspension.

Polystyrene (PS) in two different sizes (Mw = 500000, Rg = 31.0 nm; Mw = 35000, Rg = 6.28

nm [92, 300], Aldrich) were used as the depletants to control the range of depletion interactions.

Polystyrene was also dispersed in toluene to prepare a polymer stock solution of 20 wt.%.

5.2.2 Particle characterisation
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Figure 5.1: (a) A TEM image used for calculating the size of sepiolite clay B20 particles. (b) The
length distribution of 400 rod particles.

Transmission electron microscope (TEM, JEOL JEM 1200-EX) was used to measure the

108



5.2. EXPERIMENTAL SYSTEM

particle sizes. The sample was prepared by dehydrating a small drop of the suspension at 0.05 wt%

onto a copper coated grid. The bare average length is 〈L〉 = 1035 nm with a polydispersity of 37%,

and the bare average diameter is 〈D〉 = 32 nm with a polydispersity of 21%. These values were

obtained by measuring 400 rod particles for each quantity. Fig. 5.1(a) shows one of the TEM images

used for the measurement. Only rod particles with a clear edge were measured for dimensions.

The bare dimensions do not count the thickness of the SAP230 layer, which is assumed to be

δ = 2 nm [289]; therefore, the effective diameter 〈Deff〉 and 〈Leff〉 were 〈Deff〉 = 〈D〉 +2δ and

〈Leff〉 = 〈L〉+2δ.

The effect of high polydispersity needs to be considered in any calculation that involves the

particle sizes. Therefore, the effective aspect ratio 〈Leff/Deff〉 and its corrected standard deviation

σ were calculated as 30.1±12.3 by a second-order Taylor expansion, following [59]:

〈
Leff

Deff

〉
= 〈Leff〉

〈Deff〉
(
1+

(
σD

〈Deff〉
)2)

,

σ= 〈Leff〉
〈Deff〉

√(
σL

〈Leff〉
)2

+
(
σD

〈Deff〉
)2

,

(5.1)

where σL and σD are the standard deviation of 〈L〉 and 〈D〉, respectively.
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Figure 5.2: (a) A crossed polariser photo used for measuring the fraction of nematic phase. The
total height is the length of a vertical line from the bottom to the lowest point of the meniscus. (b)
Isotropic-nematic phase transition of the polydispersed rod particles in our system.

The phase diagram of isotropic-nematic phase transition without polymer was obtained by

filling 40×10×1.5 mm rectangular glass cuvettes (Vitrocom Inc.), sealed by Teflon stoppers and

tape at different mass fractions m, and keeping still them vertically for 48 h to allow phase

separation. Birefringence images of cuvettes between crossed polarisers were taken to calculate

the nematic fraction by measuring the height ratio of bright regions. Fig. 5.2(a) shows a photo of

cuvettes used for the nematic fraction. The bare volume fraction φRbare was calculated using the
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following equation:

(5.2) φRbare =
mR /ρR

mR /ρR +mT /ρT
,

where the rod particle density, ρR = 2.10 g/mL, is assumed to be equal to dried pure sepiolite

clays [19], and ρT = 0.867 g/mL is the toluene density. The effective volume fraction was then

obtained, with the assumption that the bare rod particles are cuboid while the attached SAP230

form a cylinder shape enclosing the cuboid, as the following equation:

(5.3) φReff =
π

4
φRbare

[
1+ 2δ

〈D〉
(
1+

(
σD

〈D〉
)2)]2

,

where the polydispersity has been considered, as described when calculating the effective aspect

ratio. Table 5.1 shows parts of the mass concentration and corresponding volume fraction values

used for the phase diagram, as the black points in Fig. 5.2(b). Hereafter φR =φReff . The concen-

trations of the isotropic and the nematic phases were obtained by linear fitting of the points. The

values calculated were φiso = 0.0084 and φnem = 0.129.

mR 0.0135 0.027 0.035 0.06 0.085 0.105

φRbare 0.00562 0.0115 0.0145 0.0251 0.0367 0.0458

φReff 0.00843 0.0172 0.0217 0.0377 0.0551 0.0687

fnem 0.0647 0.120 0.159 0.243 0.444 0.572

Table 5.1: Rod mass fractions m and the calculated φRbare , φReff , fnem values.

Woolston and van Duijneveldt compared the experimental phase diagram of colloidal suspen-

sions of sepiolite clays with the theoretical predictions of length-polydispersed particles [172, 332].

They investigated the relationship between the volume fraction ratio φiso/φnem — which affects

the width of the transition — and the relative polydispersity of the aspect ratio σ/〈Leff/Deff〉. The

values of φiso/φnem = 0.065 and σ/〈Leff/Deff〉 = 0.425 were calculated from experimental data in

this chapter, close to the conclusions in their work.

5.2.3 Phase diagram characterisation

We investigated the phase behaviour of rod-polymer gelation, with a particular interest in

obtaining percolating networks at low volume fractions. However, the density matched system is

hard to construct, due to the limitation of selecting the shape of colloids and the requirement of a

good solvent for the given polymers. Therefore, gravity needs to be taken into consideration. Two

types of phase diagram are presented: the long-term phase diagram, in which all the samples

were left to rest for 48 hours before being checked, and were confirmed to keep the corresponding

state for at least 3 months, and the instantaneous phase diagram, in which the measurements

were taken within 120 s from the time point that the samples were removed from the vortex.
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More details of the instantaneous phase diagram will be given in Sec .5.3.2 to prove that in such

a short timescale, the effect of gravity is trivial and can be neglected.

In both types of phase diagrams, the same methods were used to calculate the volume

fractions. For the bare rod volume fraction, Equ. 5.2 is updated to include the polymer volume, so

that,

(5.4) φRbare =
mR /ρR

mR /ρR +mT /ρT +mP /ρP
,

where ρP = 1.05 g/mL is the pure polystyrene density. Then the effective rod volume fraction is

calculated by Equ. 5.3. The conversion of polystyrene volume fraction from the mass fraction

in colloidal rod-polymer mixtures is more complicated. As mentioned in Sec. 1.3.4, the polymer

molecules exhibit a large volume expansion during dispersion into the medium. They will not

overlap when the concentration is less than the overlap concentration in a good solvent. The

overlap concentration is calculated by c∗ = 3Mw/(4πRg
3NA), where Mw is the weight average

molecular weight of polymers, Rg is radius of gyration, and NA is Avogadro’s number. Since the

highest experimental PS concentration used in this work is less than the overlap concentration,

the polymer molecules are regarded as spheres with the radius of gyration Rg = 0.0118M0.6
w nm

at 25◦C [300], so that the experimental PS volume fraction is obtained by:

(5.5) φP = mP /Mw × 4
3πRg

3NA

mR /ρR +mP /ρP +mT /ρT
,

where ρP = 1.05 g/cm3 is the pure polystyrene density.

Furthermore, to compare with the predictions from depletion theory and simulation, the

fraction of available volume for depletants, α, is used to estimate the reservoir polymer volume

fraction from that in the experimental system, φR
P = αφP (see Sec. 1.3.4.3 and Fig. 1.9). α is

calculated by the aspect ratio γ= L/D, the size ratio q = 2Rg/D and the rod volume fraction φR ,

as expressed by Equ. 1.23.

5.2.4 Sample setup for confocal microscope

Confocal images were taken with a Leica DCIM 8000 confocal laser scanning microscope with

a white light laser emitting at centred 520 nm. The suspensions of fluorescently labelled rod

particles were fully mixed by a vortex stirrer (IKA, Germany) at 3000 rpm for 2 min, and were

then filled into 50×1.00×0.10 mm rectangular capillaries (Vitrocom Inc., 5010-050) at different

volume fractions of both rods and PS. Our experimental system is affected by gravity due to

the density difference between sepiolite clay and toluene. Therefore, to record the time gap, the

start time point t = 0 is defined as the moment when the stirring stops. The capillaries with

suspensions were glued to a glass slide along the horizontal longest axis. The image stacks were

taken along the z direction. Fig. 5.3 shows a schematic image which indicates a scanned stack.
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Figure 5.3: Illustration of the scanned region in capillaries under the confocal microscope. Replot-
ted from Cordova [59].

5.3 Results

As previously stated, our system was not density matched, leading to sedimentation in accessible

experimental timescale. Generally, in tested concentrations of both rods and polymers, a sample

required about 24 hours to reach a stable density profile which could insist for several months.

The photos through the crossed polariser of those stable density distribution under gravity are

shown in Fig. 5.4. Meanwhile, we also investigated the phase behaviour in the condition of

minimising the effect of gravity, by shortening the time gap between the preparation and the

observation of the samples. The results involving or excluding the gravity are presented in the

following Sec. 5.3.1 and 5.3.2, respectively, in which the latter is expected to recover the hard

higher-dimensional sphere phase behaviour.

5.3.1 Long-term phase behaviour

5.3.1.1 Polariser images

Polystyrene with Mw = 500000 and Rg = 31.0 nm was used in this part to obtain a polymer-rod

diameter size ratio q ≈ 1. A complete set of all the crossed polariser photos of cuvettes is shown

in Fig. 5.4. Permanent birefringence results were obtained, which provide a rough estimation

of the phase state at different rod and polymer volume fractions. Three states are observed in

this figure: isotropic, isotropic-nematic coexistence, and gel phases. The isotropic phase is dark

and transparent when seen between a polariser, as in the left column, while the nematic phase

exhibits distinct Schlieren textures (see Sec. 1.5.1). The nematic domain diffuses along with

the increase in polymer volume fraction at a fixed φR . A sample with full bright pattern will be

initially regarded as a gel phase, with further accurate identification by the percolation analysis

in the following section.
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Figure 5.4: Polariser photos of all the samples. For a clear phase transition, i.e., the increasing
nematic phase to the percolated gel as a function of φR , see the row of φR

P = 0.317. From left to
right: isotropic, isotropic-nematic coexistence and gel phases. Note that this is not linear scale.

5.3.1.2 Confocal images and percolating analysis

Confocal microscope image stacks provide the three-dimensional structures of the systems.

According to the Nyquist theorem and the limitation of the point spread function (see Sec. 2.5.1.1

and 2.5.1.2), the maximum voxel size is 50×50×176 nm in the (x, y, z) direction. A size of

240×240×240 nm was actually used to include more rod particles for further analysis, as well

as comparing with previous work investigating the phase behaviour of highly similar rods [91].

Noticed that the width of the rods was much smaller than the pixel resolution, around 1/6 of

pixel size, our analysis gave a coarse-grained result rather than identifying individual rods. Fig.

5.5 shows (x, y) plane images of samples near the phase boundary estimated by the polariser

photos. The rod clusters remain a similar width with increasing φR , indicating less preference of

should-to-should aggregation. Moreover, the directional disorder rises with higher φR
P , especially

at higher φR . This phenomenon was further checked by 3D reconstruction, since (x, y) plane

lacks the information along z direction. The 3D reconstructions were used to characterise the

percolating state of the networks. In Fig. 5.6, the images present the three biggest connected
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Figure 5.5: Confocal microscope images of the samples near the estimated phase boundary at rod
volume fraction 0.000408 - 0.00615. The bright orange pixels represent the rods. All the images
are in size of 93.14 nm square.

clusters in the stack by red, green and blue.

A universal definition of the colloidal gel is still not clear (see [51, 341] for reviews). Therefore,

we identified a “percolated gel” if the state point simultaneously satisfies two conditions: (i)

the Schlieren texture fills the whole volume through the polariser; and (ii) a cluster is found to

percolate along any direction in the volume. The accurate phase boundary between isotropic-

nematic coexistence and such percolated gel phases was drawn by the percolation analysis.

Although clusters exhibit a higher disorder in (x, y) plane, 3D reconstructions reveal clusters

in both I-N coexistence and gel phases have a peculiar elongated shape, which has not been

observed previously. Such a shape is quite different to the spindle-like droplets that have been

reported previously [143, 239].

5.3.1.3 Phase diagrams

Fig. 5.7 presents the phase diagrams of experimental data and simulation results. The experimen-

tal phase diagrams are plotted after the mass fraction has been converted into volume fraction.

In particular, the polymer volume fraction is in the reservoir format, as explained in Sec. 5.2.3, to

compare with simulation results. Fig. 5.7(b) presents the maximum potential ϵmax in kBT scale

versus φR , with ϵmax calculated by the product of the maximum overlap volume of the depletion

layers (obtained through shoulder-to-shoulder approaching of two particles) times the polymer

number density, while a logarithmic scale was used in Fig. 5.7(c) to give a clear view of low
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Figure 5.6: 3D reconstruction of confocal image stacks for percolation analysis. Red, green and
blue colours represent the three biggest connected clusters.

φR region. Fig. 5.7(d) shows the simulation phase diagram of spherocylinders predicted by free

volume theory with a comparable aspect ratio L/D = 20 and a size ratio q = 1. [174]. The curves

are calculated by the Gaussian orientational distribution function. Comparing Fig. 5.7(a) and

(d), we observe that a larger φR
P is required to form a gel network in experiment. The simulation

predicts that the phase separation occurs at φR
P ≈ 0.23, while our data is above 0.78. Furthermore,

the range of experimental I-N phase coexistence increases due to rod length polydispersity. The

existence of the pure isotropic phase is barely observable, as a low polymer volume fraction and

the consequently weak depletion attraction is unable to resist the gravity, leading to sediment of

large particles which further facilitates the formation of the nematic phases at denser regions (the

bottom of the container). Although our rod-polymer system requires higher polymer concentration

for a phase transition in contrast with the simulation, the minimum rod volume fraction needed

to realise a percolating gel is 0.00122, showing that even at low concentration the gel structure

can be achieved.

5.3.2 Phase behaviour neglecting gravity

With the aim to achieve percolating gel networks at low volume fraction of rod particles, in this

section we only prepared and checked the phase states at low φR . Furthermore, we converted

to smaller PS, with Mw = 35000 and Rg = 6.3 nm, to tune to a shorter ranged interaction, since

simulations reveals that lower polymer volume fraction is needed for an arrested state in this

case [174], and more works studied the phase behaviour of spheres with short-ranged attractions

[51, 74, 229, 234, 342]. The choice of polymer updated the size ratio q to 0.2. A key issue in our
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Figure 5.7: Phase diagrams of experimental ((a)-(c), L/D = 30 and q ≈ 1) and simulation ((d), L/D
= 20 and q = 1 [174]) results. (a)-(c) are the same data in different representations. The polymer
concentrations are switched to reservoir volume fractions φR

P to compare with the simulation
prediction.

Figure 5.8: A photo of the samples at φR = 0.0169 and q = 0.2 with the increasing φP from left to
right. This photo was taken three days after preparation. Although all the samples exhibit full
gel state along z-axis, identified via the observation of confocal microscopy as well as the dynamic
measurement, the formed gel network may collapse due to the gravity, as shown by the fourth
sample.

system is that it is affected by gravity due to the density difference between rod-like colloids

and the solvent. Some work has investigated the sedimentation induced by gravity of rod-like

particles [122, 132]. However, the sedimentation speed in our system is hard to measure. Firstly,

the viscosity dramatically increases when the sepiolite rod particles are dispersed in toluene,

indicating the change of motions. Secondly, the depletion interactions induced by polymers have

different directions depending on the spatial orientation of the rods, while gravity always points
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down. A general sedimentation photo of the samples at φR = 0.0169 with increasing polymer

concentration, taken three days after preparation, is shown in Fig. 5.8. We can see that, although

all the samples in this photo are further characterised as gel states full in z direction at t = 60s

by the dynamical analysis in the next section, the gel structures at different polymer volume

fractions do have distinct resistance to gravity. At low polymer concentrations, gels are rather

stable, while little sediment forms (indicated as a darker brown layer at the bottom of the

container). Yet, as the amount of polymers increase, the gel branches become large enough that

significant quantities collapse, resulting in a denser sediment at the bottom, which reminds us of

the aggregation and sedimentation in colloidal systems [232]. The size of the gel branch can be

observed through confocal images in Fig. 5.9. Finally, at high polymer concentrations, which is

equivalent to a quickly deep quench, the particles are effectively arrested into the network, and

the gel can remain for a long time. We therefore roughly measured the sedimentation speed of

the most unstable sample, which usually corresponds to an intermediate polymer concentration,

at each rod volume fraction. For example, when φR = 0.0169 and φR
P = 0.115, the capillary is full

along z direction until t = 65 s; t = 145, 220 s, the top interface between the supernatant and

the denser sediment drops to 90%, 80% of z height. Although higher volume fraction results in

lower dynamics, and requires taking longer time sequence stacks by confocal microscope, we

ensured that all the data were obtained within the time that the sedimentation maybe reasonably

neglected as the top interface is still higher than 95% of z height.

Fig. 5.9 shows the phase diagram of rod particles and PS35000 of a size ratio q = 0.2, along

with (x, y) plane confocal images of some state points which represent the changes of clusters as a

function of φR
P : At low polymer volume fractions (Fig. 5.9(a1)) where the system shows an isotropic

phase, the rod particles are either separate (inferred from the intensity of the background) or

form small clusters which lengths are mainly less than 10 times that of individual colloids. With

very shallow quench (Fig. 5.9(a2) and (b1)) the clusters extend in both length and width. At

this point, not all the colloids are arrested to an aggregate, though the gel state characterised

by the dynamical analysis in the next section has formed. The amount of free individual rod

molecules is proportional to the rod volume fraction, as still indicated by the intensity of the

background. However, further increase of φR
P force these free molecules attaching to the network.

In addition, the rod bundles exhibit strong preference of alignment, parallel to the longest axis of

the rectangular capillaries (corresponding to y direction in Fig. 5.3), with the length exceeding 100

µm, longer than the width of the capillaries (Fig. 5.9(a3) and (b2)). The samples were introduced

via capillarity, so the flux along the capillaries in combination with the length and rigidity

of bundles lead to the alignment, whereas we cannot exclude the possibility that the bundles

have distinct directions in a much larger container. Unfortunately the alignment could not be

successfully suppressed in the sample preparation with capillaries, and we left this for further

experimental improvements. Finally, with sufficiently high φR
P (Fig. 5.9(a4) and (b3)), the long

bundles break to shorter ones, and the crossed structures re-form. The changes of clusters are

117



CHAPTER 5. GELATION OF COLLOIDAL ROD-POLYMER MIXTURES: MEAN-FIELD-LIKE
ARREST IN 3D

consistent with Fig. 5.8: the crossed gel networks at low or high polymer volume fractions have a

degree of resistance to the gravity, while the aligned structures induced by the intermediate φR
P

are easy to sediment due to the lack of supports along z direction.

Compared with the long-term phase diagram, the gel phase appears at a much lower φP , as

well as showing a sharp decline of φP required for gelation, which is in good agreement with

the simulations [174]. As mentioned in Sec. 5.3.1.2, the width of the rod particles (≈ 30 nm) was

under the confocal resolution. In the gel networks, several particles may align and contribute

to one pixel, as indicated in Fig. 5.9(c). Therefore, the following analysis of the dynamics and

the structure (see the next two sections) shows coarse-grained results rather than identifying

separate rods.
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𝜙𝑃
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Figure 5.9: Phase diagram of rods and PS 35000 mixture of L/D = 30 and q = 0.2, with part of the
corresponding confocal images. The right magnifies the region at the bottom of the second column
in the left phase diagram. “a” and “b” denote a series of samples of φR = 0.0083 and φR = 0.0169,
respectively. The re-formation of crossed networks is clearly exhibited with increasing φR

P . Scale
bars denote 20 µm in confocal images.
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5.3.2.1 Dynamics

The dynamic properties of different phases were measured by a time correlation function c(t).

Considering the image intensity measured at two time points, t0 and t0 + t′, if t′ is long enough

compared to the characteristic timescale for diffusion, the corresponding intensity values will be

little correlated. On the contrary, if t′ is short, the intensity values will have a correlation that

depends on the particle diffusion rates. Quantitively, a time correlation function indicates the

time that a measured variable of a system remains until it is averaged out by motions of the

system, revealing how and when a statistical relationship has vanished. Such a function c(t) was

calculated by intensity of pixels I(r, t) of the time sequences of (x, y) plane images, and can be

expressed as [91]

(5.6) C i(t′, t)=
〈
I(r, t)I(r, t+ t′)

〉
〈I(r, t)〉〈I(r, t+ t′)〉 −1,

where 〈〉 means average of all the pixels in the image. As mentioned in Sec. 5.3.1, a coarse-grained

measure was taken instead of distinguishing separate rods for all the confocal images, since the

rod width is much smaller than the pixel size. C i(t′, t) can be further normalised by the initial

value at t = 0 to ci(t′, t)= C i(t′, t)/C i(0, t).

The time sequences of the (x, y) plane images were all taken at t = 40s, and the time duration

depends on both rod and polymer volume fractions. Each sample was imaged at the central z

position, 50 µm high above the bottom, and far from the two sides where glue may be present.

In c(t) calculation, t was counted from the moment the imaging started, as we assumed that

ci(τ, t) keeps relatively constant if the dynamics change in a much larger timescale compared

with t for a fixed value of τ. The correlations were fitted to a stretched exponential function

c(t)= c(0)[exp(−t/τ)b], where c(0) is the first point, and was used to normalise all the values on

the correlation curve [91]. τ can be interpreted as a structural relaxation time of each phase. Fig.

5.10(b) shows the time correlation fitting curves. The phase boundary was determined by noting

the dramatic increase of τ from the isotropic to gel phase, as the latter is a dynamically arrested

state. For example, τiso = 3.2s and τgel = 64s at φR = 0.00415. Some gel state points did not obtain

a convincing τ from the fitting, e.g. φR
P = 0.115 in Fig. 5.10(b1) since it was deeply quench and was

unable to completely relax in the tested experimental timescale (no apparent signs of gel collapse

due to gravity). Though this lack of τ values had no effect on the identification of gelation. The

steep increase of the structural relaxation time is comparable to the case of hard spheres, where

τ exhibits a highly similar tendency when continuously approaching the glass state, as shown

in Fig. 5.10(d) [260]. Moreover, It is worth noting that in the shallow quench region, the state

point at which the time correlation decays slower in the initial image frames can be fitted to

a shorter relaxation time, as shown by φR
P = 0.00438 (closed circles, τ= 83s) and φR

P = 0.00548

(closed squares, τ= 117s) in Fig. 5.10(b2), which might be due to different gel networks formed by

varying degrees of bundling, and we left this phenomenon for further investigation.

119



CHAPTER 5. GELATION OF COLLOIDAL ROD-POLYMER MIXTURES: MEAN-FIELD-LIKE
ARREST IN 3D

5.3.2.2 Structures

To obtain a full description of structure in our system, the radial distribution function g(r)

of pixels was calculated on (x, y) plane images. The value obtained from g(r) was then fitted

to an exponential decay h(r) = A exp(−r/ξ), where h(r) = g(r)− 1, to calculate characteristic

lengths ξ [91]. The distance was plotted based on the pixel number and size (240 nm). Although

h(r) curves present specious peaks, they are undersampled acquisition of a record frequency

about 8 times larger than that of the typical h(r) usually represented in units of the particle

diameter (in our case is the width of the rods of around 30 nm), and thus they fail to recover

the complete information of the density distribution as a function of the particle distance in our

experiments. However, we can still make comparison between the correlation functions h(r) at

different φR and φR
P . Apparently, the h(r) curves of isotropic phase are similar to those of shallow

quenches, as shown in Fig. 5.10(c). Moreover, it is expected by the “decorrelation principle” that

unconstrained spatial correlations of hard spheres diminish with the increasing dimension, and

eventually vanish in the limit of d →∞. This limit predicts that the pair correlation function

g2(r) only remains the delta-function contribution from the nearest neighbouring particles and

loses all the peaks of larger distance, as well as enabling the entire calculation of n-particle

correlation function gn(r) through the known g2(r) and the bulk number density of hard spheres

[286, 305]. Fig. 5.10(e) presents corresponding simulation work of Stoke et al. [286], with g(r)

curves continuously diminishing as a function of increasing dimensions. Similarly, our results

exhibit an evident peak at contact, then extend with fluctuated values and trivial peaks, which is

consistent with the mentioned decorrelation principle that dense packings may be disordered.

In order to quantitively measure the length scale of the regime size, the characteristic length ξ

was further calculated. Fig. 5.10(c) shows the h(r) results, and corresponding fitting curves. Notice

that not all the h(r) have been fitted, because fluctuating h(r) values with increasing distance (See

Fig. 5.10(c2)) sometimes led to a bad fitting result, for example, negative characteristic lengths,

which are unphysical. Table 5.2 lists ξ of different polymer volume fractions at φR = 0.00415.

Similar ξ values were obtained from isotropic phases to gel phases. Although h(r) fittings at

φR = 0.00836 were inaccessible, we can roughly get the same conclusion that h(r) curves remains

similar shape and tendency during phase transition.

φR
P 0.0228 0.0457 0.0687 0.0919 0.115

ξ 1.49 1.23 1.57 1.52 1.41

Table 5.2: Characteristic lengths ξ obtained by fitting h(r) at φR = 0.00415.

The analysis explained above suggests that our colloidal rod-polymer mixture may serve

as a model system to study the hard sphere vitrification in higher dimensions. Generally, two

properties connect these two cases. Firstly, rods with short-ranged attractions exhibit a continuous

but steep increase of the structural relaxation time from isotropic phase to shallow quenches in
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dynamical analysis, consistent with the dynamic properties in glass transition of hard sphere

experiments and simulations [54, 260]. Secondly, structural analysis reveals that very few

changes of the colloidal structure, characterised by the pair correlation function g(r) and the fitted

characteristic length ξ, can be found during the phase transition, which follows the prediction of

hard spheres that the higher-order correlations beyond the sphere diameter vanish in high d,

leaving a uniform value for larger distances [286, 305]. Therefore, we can mimic the hard sphere

structureless dynamical arrest in higher dimensions through simple rod-polymer experimental

system in reality.

5.4 Conclusion

In this section, a stable and reproducible preparation of the dispersion of sepiolite clay particles

and non-absorbing polymers was developed. Based on this, a model system was established

with rather high polydispersity, which was used to explore the possibility to recover the hard

sphere vitrification in higher dimensions. In particular, the phase behaviour at low rod volume

fractions was investigated, while the high aspect ratio (≈ 30) gives large interaction numbers with

other particles. The system was firstly characterised by the isotropic-nematic phase transition

without polymer, which shows a wider gap between the two phases due to the polydispersity. The

addition of polystyrene induced depletion interaction among colloidal rods, leading to the gelation.

Experimental phase diagrams of PS500000 (q=1), as well as the comparison to simulation ones,

were then obtained. We successfully obtained gel structure at an extremely low volume fraction

φR = 0.00122.

A smaller polymer, PS35000 (q=0.2), was selected for a study of the shorter-ranged attraction.

Lower φP was required for phase separation, as predicted by theory. A localised phase diagram in

the isotropic region was presented. Two properties were characterised to compare the similarity to

hard sphere dynamic arrest in higher dimensions, namely, the time correlation function c(t) and

the radial distribution function g(r). During gelation, the structural relaxation time τ calculated

by c(t) exhibits a continuous but significant increase, while the system structure, indicated by

g(r), remains similar to its initial state. We conclude that, this loss of ergodicity in our rod-

polymer model system is akin to the dynamical arrest in the hard sphere high-dimensional case,

and thus provide a potential approach to interpret this phenomenon by such simple depletion

interactions induced by polymers between hard rods in experiments.
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Figure 5.10: The full comparison of the similarity between our rod-polymer mixtures and hard sphere
high-dimensional vitrification. Column number “1” and “2” denote samples at φR = 0.00415 and 0.00836,
respectively. (a) Phase diagrams of rods plus PS 35000 with L/D = 30 and q = 0.2. For φR below those
tested, dashes are plotted based on the intuition from the literature [174, 266]. Points enclosed by dotted
lines are taken for following dynamical and structural analysis. (b) The time correlation functions c(t)
of the isotropic (open symbols) and the gel (closed symbols) phase during phase transition. The same
symbols are used in (c). (c) The pair correlation functions h(r) results. (d) Structural relaxation time τα
of experimental hard sphere glass transition. Reprinted from Royall et al. [260]. (e) g(r) for maximally
random jammed packings of hard spheres at d = 3,4,5,6. Replotted from Skoge et al. [286].
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6
CONCLUSION AND FUTURE WORK

This thesis investigates self-assembly behaviour of multiple model systems consisting of colloids

and proteins, as well as the consequently formed structures. The conclusions fall broadly into three

sections, with increasing complexity of particle shape and interactions: hard sphere homogeneous

nucleation rates, and gelation of proteins and hard rod-like colloids via depletion attractions. The

main results for each topic will be discussed in the following sections. Moreover, recommendations

for further work will be made at the end of each section.

6.1 Hard sphere nucleation rates

The chapter states a real-space technique for processing and analysing confocal microscopy results

of nucleation, to attempt to resolve the significant discrepancy between the experimental and

simulation hard sphere nucleation rate densities. This method enables the crystal identification

of smaller colloids than the typical size required for particle-resolved imaging, as well as much

larger imaging volume, allowing much rarer events during crystallisation to be observed. In other

words, it can detect the weakly supercooled region, where the largest gap exists, than previous

particle tracking research. Therefore, this method provides more comprehensive knowledge of the

homogeneous nucleation. Furthermore, a more accurate measurement of the final crystallinity

was presented.

Sterically stabilised PMMA particles of different sizes, σcore = 392,613 and 1800 nm, were

examined independently. However, the results from our experiments did not match the simulation

results of pure hard sphere systems. We only observed a weak particle volume fraction dependence

of the nucleation rate density throughout the phase transition regime, as obtained by previous

experimental studies. We then compared our systems to the simulations of weakly charged

colloids, and concluded that the particles used in the experiments were not hard spheres with
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a degree of polydispersity and noticeable net charge, which altered the phase behaviour and

crystal nucleation rates. Our particles indeed fit better to weakly charged colloids than hard

spheres. We thus propose further work repeating the experiments with less polydispersed and

more weakly charged particles which are closer to the hard spheres of the simulations, with the

same processing algorithms and analysis.

6.2 Binary protein gels via depletion interaction

In this study, we produced binary protein gel structures with distinct domains of each component

through the depletion interaction. By exploiting the size ratio of polymers to proteins, we identified

the individual phase behaviour of used protein species under different conditions to gain control

over the formation of binary structures. Instead of the common “protein limit” [35], we considered

the typical colloidal cases where Rg ≤ Rprotein. We averaged the surface charge of proteins, and

treated them as spheres or spherocylinders based on the molecular aspect ratio to facilitate

the calculation of their interactions. During experiments, unstable pH and the consequent

uncontrollable electrostatic interactions were found when the proteins were kept in deionised

water. Thus, we changed the proteins to a buffer solution of 25 mM HEPES plus 100 mM NaCl,

where the charges were effectively screened, and the depletion interaction dominated the phase

behaviour.

The model systems consisting of natural fluorescent proteins (eGFP or mCherry) or fluo-

rescently labelled BSA plus PEGs in different sizes as the depletants were examined. At the

beginning, The phase diagram of eGFP, its cationised version, or mCherry with PEG620 were

separately plotted, identifying the corresponding polymer concentration required for phase sep-

aration. The radius of gyration for PEG620 was then adjusted, to fit the phase boundary from

literatures of spheres [316] and spherocylinders [266], giving an updated size ratio qG = qC = 0.59.

Further experiments were performed for possible binary gels. However, when blended these two

proteins, unexpected well-mixed domains occurred due to the high similarity between eGFP and

mCherry molecules, and we were unable to achieve the desired structures. Fluorescently labelled

BSA plus PEG620 with a size ratio qB = 0.44 was then tested, showing three phase states in

the presence of polymers, with the states consistent with those from theoretical and simulation

predictions for equilibrium colloid-polymer mixture at size ratio q = 0.4. Comprehensive studies

of all the protein types were carried out by analysing the reduced second virial coefficient, which

exhibited good agreement with previous works.

The mixture of eGFP and BSA plus PEG620 only presented co-precipitation, while the

mixture of eGFP and BSA plus PEG2000, with the size ratio qG = 0.82 and qB = 0.61, successfully

obtained binary gel networks. Although the protein molecules are complex, and the detailed

information behind microstructure is lost due to the limitation of our imaging resolution, the

achievement of distinct binary gel networks provides optimism that the depletion interaction
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dominates the behaviour of proteins in a controlled environment. The development of a novel

class of functional biomaterials is possible based on our precedent to predict the phase behaviour

of other protein species under similar conditions. To our knowledge, our binary gels are the first

binary structure composed of functional proteins via the depletion interaction.

Further experiments could test the phase behaviour of the binary mixture as a function of Rg.

As observed, if focusing on the size ratio of polymer to eGFP, a small increasing of qG , from 0.59

to 0.82, leads to different aggregation states. Moreover, other protein species, such as lysozyme

which is smaller than an eGFP monomer and can be regarded as globular, can be used with BSA

to examine if the formation of binary gels with distinguishable domains of each component is

always accessible with sufficiently size and/or shape differences through the depletion interaction.

6.3 Gelation of Colloidal Rod-Polymer Mixtures: Mean-field-like
Arrest in 3D

In this section, we reported the development of a stable and reproducible method for preparing

a dispersion of sepiolite clay particles and non-absorbing polymers. Utilising this method, we

established a model system of hard rod-like colloids with a high degree of polydispersity plus

polymers to explore the possibility of recovering higher-dimensional hard sphere vitrification due

to the large interaction numbers associated with the high aspect ratio of rods. Specifically, we

investigated the phase behaviour at low rod volume fractions. Our system was first characterised

by the isotropic-nematic phase transition without polymer, which exhibited a wider gap between

the two phases due to the polydispersity. The addition of polystyrene induced depletion interaction

among colloidal rods and led to gelation. We obtained experimental phase diagrams for PS500000

(q = 1) and compared them to simulation results. This system successfully formed gel structures

at extremely low rod volume fractions down to φR = 0.00122, which are stable for more than

three months under gravity.

Furthermore, we switched to a smaller polymer, PS35000, to study shorter-ranged attraction.

As predicted by theory, a lower polymer volume fraction was required for phase separation with

a smaller size ratio [174]. We presented a localised phase diagram in the isotropic region and

examined two properties, the time correlation function c(t) and the radial distribution function

g(r), to compare the similarity to hard sphere dynamic arrest in higher dimensions. During

gelation, the structural relaxation time calculated by c(t) exhibited a continuous but significant

increase, while the system structure, indicated by g(r), remained similar to its initial state over

experimental timescales. We conclude that the loss of ergodicity in our rod-polymer model system

is similar to the dynamical arrest observed in the higher-dimensional case of hard sphere glass

transition. Therefore, this depletion interaction induced by polymers between hard rods provides

a potential approach to interpreting this phenomenon in reality. Since the width of rod particles

(∼ 30 nm) in this work was smaller than the confocal resolution (lateral 180 nm and axial 500
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nm), one pixel may contain multiple rods, and our dynamical and structural analysis presented

coarse-grained results rather than identifying separate colloids. Further improvement can be

performed by using wider particles which are over resolution to give true time correlation function

and radial distribution function.
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