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Preface

In Chapter 1, the nature of gravitational radiation is explained, in addition to the
methods utilised within gravitational wave detectors, and the associated limit-
ing factors when using interferometric techniques. Confirmed gravitational wave
detections are explained.

Chapter 2 explains the origination of thermal noise and how it can affect and
limit gravitational wave detection. Through quantification of factors contributing
to the increase in thermal noise, methods can be developed to minimise its effect.

In Chapter 3, coating deposition and characterisation techniques of optical and
mechanical properties are covered. A number of quantifying measurements were
performed by R. Birney, P. Edwards,and C. Gier. Optical absorption measure-
ments were obtained at the University of Glasgow by S. Tait. The experimental
results were obtained and examined by the author.

Chapter 4 focuses on the deposition and characterisation of the internal loss
factor of tantulum pentoxide coatings, performed at elevated temperatures using
ion-beam sputtering technique, utilising an ECR source. The experiments were
performed by the author with the help of R. Birney. The structural study of the
deposited films is carried out by S. Macfoy.

In Chapter 5, depositions at room temperature and elevated temperatures of
zirconia doped tantulum pentoxide coatings are presented, in addition to char-
acterisation of the internal loss factor associated with these films. Experimental
results collected and analysed by the author.

In Chapter 6, depositions of mixed material coatings are covered. The addition
of a third composition element is studied, as well as its effect on the internal loss
measurements of the deposited films. Spectrophotometry measurements were
performed by M. ben Yaala and C. Gier. The experiments and analysis were
conducted by the author.

Publications section includes list of published work with contributions from
the author of the thesis. Author’s contribution associated with each publication:

• [1] - Part of LIGO Scientific Collaboration. No personal contribution;

• [2] - Author has contributed analysis of mechanical dissipation associated with
the optical coatings developed on novel ECR IBS system;
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• [3] - Author has contributed room temperature and elevated temperature de-
positions of ZrO2 doped Ta2O5 coatings using ECR IBS deposition. Con-
tribution includes characterisation of optical and mechanical properties of
doped optical coatings including mechanical dissipation, elemental compo-
sition, crystallisation temperature (maximum thermal annealing), observa-
tion of appearance of cracking on coating surface, associated with doping
concentrations;

In the Appendix, additional individual results of internal loss are presented.
The materials covered are elevated temperature tantulum pentoxide coatings,
room temperature and elevated temperature zirconia doped tantulum pentoxide
films.
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Chapter 1

Introduction to Gravitational
Wave Astronomy

1.1 Introduction

In the 1915 paper that describes the Theory of General Relativity [4], Albert
Einstein postulated the existence of gravitational waves. They are distortions in
spacetime associated with accelerations of asymmetric mass distributions. Grav-
itational interactions being the weakest of the fundamental forces implied gravi-
tational waves may have such a small amplitude that they could be impossible to
directly measure. This evaluation was made based on the state of technology at
the beginning of the 20th century. In the 21st century however, or more precisely
on September 14th 2015, this postulation was proven wrong. The Advanced Laser
Interferometric Gravitational wave Observatory (aLIGO) in the United States of
America observed and measured the inspiral and merger of two black holes, thus
producing the first direct observation of black holes as well as the propagation of
the resulting gravitational wave signal. This event was denoted GW150914 and
was heralded as the beginning of the gravitational wave astronomy era.

The nature of gravitational waves results in a weak interaction with matter,
thus observable signals on Earth would be associated with massive, highly ac-
celerating, astrophysical systems. Such high mass events can be caused not just
by two black holes in orbit with each other and their following mergers, but by
other objects and events such as pulsars, supernovae, binary neutron star sys-
tems, neutron star - black hole systems and a possible primordial gravitational
wave background. Additionally, due to the weak coupling of gravitational waves
to matter, the propagating gravitational waves experience extremely low absorp-
tion or scatter. The continuation of gravitational wave observation over larger
distances will enable the scientific world to observe further back in time, at the
early stages of the Universe. Concerning the future, this research field will pro-
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vide us with more knowledge on black holes as well as the mass distributions and
clusters throughout the Universe. The fact that we have barely emerged into
this field also allows for the discovery of new astrophysical objects or events, will
enhance our understanding of cosmology and hopefully provide answers for the
unknown.

1.2 Gravitational wave radiation

The nature of gravitational waves can be explained through a comparison with
electromagnetic (EM) waves, e.g. visible light and radio waves are propagating
oscillations of the electromagnetic field. EM radiation is associated with positive
and negative charges, which produce electric and magnetic dipoles. For gravita-
tional radiation, since mass is conserved and negative mass does not exist, there
is no possibility for monopolar radiation. Conservation of momentum prevents
dipole gravitational radiation. As a consequence, the only mechanism where grav-
itational waves can be produced is via qudrapolar radiation, where accelerations
of asymmetric matter are required [5]. Candidate sources would include binary
systems with high mass objects in orbit with each other, or rotation of a single
non-symmetric spherical body. In these two examples, the main frequency com-
ponent of the gravitational waves will be twice the orbital/rotational frequency
of the system, ignoring redshift effects.

Figure 1.1: h+ and h× polarization states. The effect of the h+ and h× polariza-
tion states of a gravitational wave on a ring of free test masses. The propagation
direction of the wave is perpendicular to the page. Original image from [6].

As stated, a gravitational wave is a strain in space. The amplitude (strain),
h, can be defined as the change in separation between two adjacent masses, such
that,

h = 2
∆L

L
(1.1)
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where ∆L is the change in separation of two masses, a distance L apart. h is
unit-less quantity.

Possible sources of gravitational radiation are defined in the following section.

1.3 Sources of gravitational waves

1.3.1 Compact binary systems

Coalescing binary systems are one of the most important sources of gravita-
tional waves for ground based detectors. Such systems can consist of different
combinations of stellar objects - two black holes, two neutron stars, a black hole-
neutron star merger. White dwarfs can also be included within the compact bi-
nary system, but since the signal emitted from such an event can only be detected
by space based detectors, this section will mostly concentrate at combinations of
black holes and/or neutron stars.

The first confirmation of the existence of gravitational waves, as defined by
Einstein’s theory, was observed by Hulse and Taylor with the system PSR B1913
+ 16 [7]. From the radio-frequency emission, this system was shown to consist
of a neutron star and another stellar object. Similarly we have acknowledged
the fact that the first direct observation of gravitational waves was through the
event denoted GW150914. In both cases as the two bodies spiral closer together
(i.e. their orbit decreases), the gravitational radiation increases in frequency and
amplitude over time, leading to a chirp, which represents the final stage of the
merger.

The inspiral phase of these stellar objects is simple to computationally predict
and accurately model. Considering weak field approximations one can obtain an
expression for the signal frequency f(t) such that [8],

f (t) ≈ 2.1Hz

(
1day
τ

M

)3/8
, (1.2)

where M is the product of m
2
3
Tµ, µ being the reduced mass and mT the total

mass; τ is the time until collision occurs. Furthermore mT = m1 + m2 and µ =
(m1m2)/(m1 + m2) where m1 and m2 are the masses of the two spiralling stellar
objects. Using the standard quadruple formula of general relativity shows that
the wave strain (amplitude) then becomes [8]

h ∝ 10−23mT

2
3µf(t)

2
3 r−1 (1.3)
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r representing the distance from the observer.
Approximations and parameter estimations lead to the final result, where

h ≈ 10−23

(
f(t)

100Hz

) 2
3
(

100Mpc

r

)(
M

1.1M�

)
. (1.4)

Binary neutron star and neutron star-black hole binaries are the leading can-
didates for the central engine of gamma ray bursts (GRBs). Binary neutron star
mergers have been predicted to be simultaneously observed in the electromag-
netic radiation spectrum, thus leading to an emission of gamma rays. The delay
between the two signals (GW and GRB) can reflect on the time the binary com-
ponents came into contact, leading to the remnant black hole and resulting jet.
Through observations of coalescing compact binary systems one can estimate the
value of the Hubble constant if the redshift is known, either through the elec-
tromagnetic counterpart, or by identifying the host galaxy. The current value is
estimated to be H0 = 70kms−1Mpc−1 [9].

1.3.2 Pulsars

A pulsar is a rotating neutron star, which as it settles down into its final state
can solidify its crust in an asymmetric shape. Asymmetry with respect to its
rotational axis can be achieved by different mechanisms - from an extremely
strong misaligned magnetic field to elastic deformations in the star’s crust. Such
mechanisms generally result in a neutron star which in the quadruple approxi-
mation and with rotational and angular momentum axes aligned would produce
gravitational waves. These waves would be emitted at twice the star’s rotational
frequency. The resulting waves would have a characteristic strain amplitude such
that [10],

h0 =
16Gπ2

c4

Izzεf
2
rot

r
(1.5)

where frot is the neutron star’s rotational frequency, Izz is the principal mo-
ment of inertia, usually with a value of 1038kgm2, ε=(Ixx - Iyy)/Izz, where ε is
the ellipticity, r represents the distance from the source to Earth.

Many known pulsars have well-defined frequency evolutions and sky posi-
tions, making them ideal targets as gravitational wave sources. If a pulsar is
observed regularly through electromagnetic radiation it can lead to a coherent
phase model. If data is gathered over long periods of time, a gravitational wave
can be integrated from those recordings.

Two examples of well known pulsars are the Crab and Vela pulsars. The Crab
(PSR B0531+21) has an age of ≈ 945 years with an ellipticity 2.5 times lower
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than the maximum ellipticity calculated under the hypothesis that a pulsar’s
spin down is only due to gravitational wave emission [11]. In the case of the Vela
pulsar (PSR B0833-45), its age cannot be exactly determined but consists within
a range of 18 - 31 x 103 years [12]. Assuming the lower limit, one can estimate
ε ≤ 3.3 × 10−4, which is 5.5 times lower than the limit solely from gravitational
torque. Assuming the higher age value, one estimates ε ≤ 3 × 10−5 leading to a
value of ≈ 60 times lower than the gravitational limit.

A range of frequencies at which such occurrences are expected is (10 - 100
Hz) where in the lower limit the signal will be limited by the seismic noise in the
detectors.

1.3.3 Supernovae

Supernovae are one of the brightest events in the sky. The process through
which a star goes prior to reaching its supernova stage can be summarised as
follows: Consider the case of a star with a mass several times that of the Sun,
the core of which has ‘burned’ through its nuclear resources reaching the fusion
of iron. Above a critical mass, the star will collapse when electron degeneracy
and radiation pressure are insufficient to balance the gravitational pull. At this
stage the core becomes unstable, and if above ≈ 1.4M� (known as the Chan-
drasekhar mass) will collapse to form a neutron star. This collapse is reversed
once the core has reached nuclear densities (3 × 1014 gm/cm2). If the resulting
collapse is non symmetrical it leads to the release of energy. This energy mostly
consists of neutrinos. Approximately 1% of the total energy may get converted
into gravitational waves. The remnant of a supernova is a source of gravitational
radiation. There are two types of supernovae - type I and II, where most of the
gravitational radiation is expected from type II supernova [13].

The collapse of the star’s core releases enormous amounts of energy∼ 0.15M�c2,
predominantly in the form of neutrinos. A mechanism reasoned to explain such
a burst could be the dynamical instabilities in the rapidly rotating core. The end
result of a supernova is either a neutron star or a black hole.

The complexity of the collapse makes it extremely difficult to produce simu-
lations for such event. Another obstruction is also presented due to the fact that
the equations used for the estimations do not account for the effect of neutrinos.

An attempt to estimate the (weak) signal can be made using the quadruple
estimation formula [14],

|h| = 2GÏij
c4D

' 10−21
( ε

0.1

)(10kpc

D

)(
M

M�

)(
Rc

10km

)2(
Tdyn

1ms

)−2

, (1.6)

where Ïij is the second derivative with respect to time of the mass quadruple
moment. In turn it decomposes into ε, a parameter representing the degree of
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non-sphericity (where ε = 0 is the spherical case), D is the distance from the
source to the observer; M is the typical mass, Rc is the radius of the core, and
Tdyn is the dynamical timescale of the core bounce.

Relating the amplitude of the wave to the frequency of signal leads to the
relation [14],

fGW ∼
1

Tdyn

, (1.7)

stating that the frequency of the gravitational wave produced is inversely
proportional to the dynamic timescale.

1.3.4 Stochastic gravitational wave background

Stochastic radiation is considerably different than burst or periodic radiation.
Possible sources include: (i) overlapping bursts from collapse and coalescence of
massive population III objects [15]; (ii) first order cosmological phase transitions
[16]; (iii) speculative objects such as cosmic strings [17] ; (iv) primordial scale-
invariant fluctuations generated by quantum effects in inflammatory models [18]
and (v) overlapping emission from binary star systems in our own galaxy [19].

The stochastic gravitational wave background (SGWB) is similar to the cosmic
microwave background (CMB). Unlike the CMB, SGWB can provide information
of up to 10−35 seconds after the Big Bang [20]. Relic gravitational waves produced
during inflation are of high interest due to the energy spectrum of these waves,
as it contains information about the time evolution of the Universe’s scale factor
[21].

The strength of the signal cannot be easily predicted hence it cannot be es-
tablished whether such signals will be detected by the current gravitational wave
detectors. Since the amplitude of the signal is low, and since the signal will
cover a broad range of frequencies, it will be difficult to differentiate from the
noise in the detector. This can somewhat be compensated by using multiple de-
tectors simultaneously, thus can distinguish between the baseline noise and the
actual signal. In order to predict stochastic background radiation models one
has to evaluate it using its power spectrum. This quantity can be described as
a dimensionless quantity, ΩGW, which is the gravitational wave energy per unit
logarithmic frequency. In order to close the Universe, it also needs to be divided
by the critical energy density. Hence, one arrives at the relation [22],

ΩGW(f) =
f

ρc

dρGW

df
, (1.8)
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where ρc can be expressed as ρc = 3c2H0
2

8πG
[23] and dρGW

df
is the gravitational

wave energy density in the frequency range (f, f + ∆f).
The characteristic strain can be evaluated as [22],

hGW = 4× 10−22
√

ΩGW

(
100Hz

f

)3/2

Hz−
1
2 . (1.9)

As it can be seen in the expression for the critical density, the stochastic energy
density is proportional to the square of the Hubble constant, which is written
as H0 = h0 × 100 km/ (sec−Mpc), where h0 parametrises the experimental
uncertainty. h0 is given in the range of 0.5 < h0 < 0.85 [24].

1.4 Gravitational wave detectors

1.4.1 Resonant bar detectors

The first gravitational wave detectors were proposed by Joseph Weber in the late
1950s [25]. In the 1960s Weber carried out these ground based experiments in
the University of Maryland. One way one can describe a resonant mass antenna
is a solid body that rings like a bell once ‘hit’ by a gravitational wave of suit-
able frequency [26]. These vibrations are then converted into an electrical signal
by transducers, as well as amplified by an electrical amplifier. The coupling of
the body with the transducer and/or the amplifier, in addition to the thermo-
mechanical properties of the body, determine the sensitivity and bandwidth of
the detector.

Initially there were two conceptual ideas on the operation of these detectors,
based on using free or non-free masses. In the case of a free mass experiment,
the measurable quantity is the separation between masses observed, for example,
through laser interferometry [27, 28]. In the case of a non-free mass, the atoms
and molecules are confined in position due to their binding energies. Since the
atoms in the structure try to follow geodesic trajectories produced by any changes
in the space-time distortions [28], this could be measured through a varying force
or displacement experienced by the mass. Due to the weak interaction of gravi-
tational waves with matter, these effects are extremely small.

The first antenna consisted of an aluminium cylinder suspended through the
middle by anti-vibrational suspensions. A 1.2 tonne aluminium cylinder with
length of 1.5 m and diameter of 61 cm, is suspended through acoustic wires and
held under vacuum. The procedure of operation involved measurements of the
fundamental mode excitation caused by a gravitational wave passing through
the bar. Weber later used two bar detectors, with a separation between them
of approximately 1000 km, to allow coincident detection of signals. The strains
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these detectors were able to detect were of the order of 10−16 in the ms timescales
[29].

The interest in these experiments led to multiple attempts by other groups
in the USA, UK, Russia etc. to verify Weber’s observations. The Glasgow setup
consisted of two split bar detectors separated by 50 m, consisting of two Al half
bars of 300 kg mass, 30 cm in diameter, connected together with PZT transducers,
resonant at 1020 and 1100 Hz [30].

Through these tests, several noise sources were identified and characterised -
seismic noise, thermal noise, etc. The sensitivity limit associated with thermally
driven displacements (Brownian thermal noise) eventually led to a second gener-
ation of resonant bar detectors where the operation was performed at cryogenic
temperatures. Similar to the first generation, these antennas consisted of a cryo-
genic resonant mass antenna coupled to an electromechanical resonant transducer
that has its electrical output pre-amplified by a low noise cryogenic amplifier [28].
When a gravitational wave of appropriate frequency passes through the bar, it
will cause it to go into oscillation. The first group to successfully reach a noise
temperature in the range of mK was the Stanford group in 1981 [31].

Resonant bar detectors continued to operate, however by 1997 there remained
no confirmed detections. The opinion of the scientific community was divided
into two distinctive directions - operation at cryogenic temperatures and using
laser interferometer technology. Initial km-scale interferometric detectors reached
sensitivities in the range of 10−21, hence establishing themselves as the future
technique for GW detection.

1.4.2 Laser interferometers

Following the era of resonant bar detectors, scientific community opinions were
divided in interest. Whilst operation of bar detectors at cryogenic temperatures
was considered, an alternative technique for the detection of gravitational waves
was through the use of interferometry in order to measure the distance between
two widely separated masses. A passing gravitational wave would produce a strain
in space which would result in a change of the intensity of the interference pattern.
The use of this technique was first proposed by Gertsenstein and Pustovoit in
1962 [32] and was deemed highly attractive due to its ability to provide high
sensitivities at a wide range of frequencies.

The new setup was based on the operation of a Michelson interferometer.
Figure 1.2 shows a basic schematic representation of an interferometric detector.
Incident light, produced by a laser beam is split into two identical beams by a
beam-splitter, which follow paths (L1 and L2) perpendicular to one another. At
the end of the interferometer arms, mirrors (M1 and M2) are suspended through
a pendulum system, and each beam gets reflected. The two beams recombine
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at the beam-splitter and this results in an interference pattern observed by a
photodiode.

Gravitational waves can be described by their quadruple nature, which means
that as a gravitational wave propagates perpendicularly to the detector, one would
observe an extension/compression of each of the interferometer arms by δL. The
difference in beam paths results in a relative phase change observed in the in-
tensity of the interference pattern. Feedback systems are used to lock on the
interference pattern, primarily at a dark fringe, by controlling the relative posi-
tions of the mirrors. Therefore, any information regarding the differential motion
of the mirrors, caused by a passing GW, would be encoded in the control system.

Figure 1.2: A simple schematic of a Michelson interferometer setup utilised in
gravitational wave observatories. Light is input through a laser source reaching
a beam-splitter, which splits the laser ray in two equivalent components. Each
ray travels the same distance, L1=L2=L, to a highly reflective end mirror (M1

and M2) which enables the reflection of the light back to the beam splitter. The
recombination of the light rays creates an interference pattern observed by a
photodiode. The schematic also illustrates the usage of a second set of mirrors
placed between the end masses and the beam splitter which allows for part of
the light to be reflected. The addition of the ITMs (Input test masses) creates
Fabry-Perot cavities in the interferometer. The concept of Fabry-Perot cavities
is further discussed in Section 1.5.2. Figure from [33].

GEO600

GEO600 is a British-German detector which was built in 1995. The motivation
for this project was based on ongoing work between the UK and Germany. At
the University of Glasgow, there was a 10 m interferometer constructed, whereas
there was a 30 m interferometer at the Max Planck Institute for Quantum Optics.
The GEO600 detector is a folded Michelson interferometer (see Sect 1.5.1) with
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Figure 1.3: Worldwide network of gravitational wave observatories. Prior to
the beginning of the construction of LIGO India all gravitational wave detectors
were located in the Earth’s northern hemisphere. The inclusion of a southern
hemisphere location would enable a more precise localisation of the gravitational
wave signal. Original illustration taken from [34].

600 m arm lengths using dual recycling (see Sect 1.5.3 and 1.5.4) the folded arms
effectively doubled at 1200 m [35]. Following several years of collecting data, the
detector is currently to be mostly used as a testing site for new innovative tech-
nologies, the aim of which is to improve and optimise the current observatories.
Once proven effective, those upgrades can be utilised in the larger detectors.

In 2009 a program referred to as GEO-HF (GEO - High Frequency) began.
The detector was collecting data at the time, due to other detectors being of-
fline for longer term upgrades, while simultaneously receiving short-timescale
upgrades. The primary outcomes were: (i) fixed signal recycling and DC output;
(ii) implementation of an output mode cleaner; (iii) injection of squeezed volumes
(see Sect 1.5.5) into an anti-symmetric port; (iv) reduction of the signal recycling
mirror reflectivity and higher power increase [35].

In 2011 a 35 W laser system was introduced as a replacement of the prior
12 W laser [36]. In comparison to other detectors, the GEO600 observatory does
not have Fabry-Perot arm cavities. Therefore, all of the circulating power gets
transmitted through the beam-splitter substrate. The absorption of the silica
substrate has been measured to have a value of 0.6 ppm cm−1 [37].

Following the beginning of the GEO-HF program in 2011, most of the op-
timisations have been completed and evaluated. Since its original introduction
in GEO600, squeezing proves its effectiveness and will be implemented into the
further upgrades of the ground-based gravitational wave detectors.
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LIGO

The Laser Interferometric Gravitational wave Observatory (LIGO) consists of
modified Michelson interferometers spread out to two locations in the United
States of America (Fig.1.4). The first location is in Livingston, Louisiana and
the detector has a 4 km interferometer (L1) housed within a ultra-high vacuum
tube. The second observatory is situated in Hanford, Washington which again
consists of a 4 km interferometer (H1).

Construction of the site began in the late 1990s [22], where from the start it
was acknowledged that the detectors will need to undergo multiple upgrades in
future. The first stage is known as initial LIGO (iLIGO) and was operational
until 2007. The detector underwent through an intermediate stage, enhanced
LIGO (eLIGO), prior to continuing into major upgrades required for Advanced
LIGO(aLIGO).

The iLIGO detector was designed with a detection bandwidth between 40
and 7000 Hz, and the optimal strain amplitude was estimated to be ∼ 10−21

[38].The test masses within the beam tubes of the interferometers were made of
fused silica, weighed 10 kg, and were suspended using a steel piano wire. The
mirrors were coated with alternating layers of SiO2 (silica) and Ta2O5 (tantala),
which were the chosen materials due to their optical and mechanical properties. A
Nd:YAG 10 W laser was used in all the interferometers, operating at a wavelength
of 1064 nm, with 10s of W of circulating laser power between the mirrors in the
optical cavities.

Figure 1.4: Advanced LIGO observatories. The left image is an aerial photograph
of the Hanford, Washington site. The right photograph is the site in Livingston,
Louisiana. Images from [39].

The eLIGO intermediate upgrade, operating between 2007 and 2009, aimed
to increase the sensitivity of the prior detector as well as estimate the effective-
ness of new systems and whether they should be introduced in Advanced LIGO.
Multiple upgrades had been performed on the detector in order to enhance its
sensitivity. Each arm of the interferometer now contained a Fabry-Perot optical
cavity (see Sect 1.5.2), which consisted of a partially transmitting input mirror
and a highly reflective end mirror. Additionally, a partially reflecting mirror had
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been positioned between the laser and beam-splitter, which was to enable signal
recycling (see Sect 1.5.4) [40]. The input laser power had also been changed from
the 10 W in iLIGO to 35 W [41].

The second generation of upgrades lead to the Advanced LIGO detector, where
construction began in 2011. aLIGO retains the same facilities of the previous
generations, but all of the internal components have been replaced. The arm
lengths of the interferometers remain the same. The test masses within the
system had now been replaced by a 34 cm in diameter, 40 kg in mass, mirrors,
which are suspended through a lower stage monolithic suspensions, made of fused
silica fibres, utilising a quadruple pendulum. The use of quadruple pendulum as
an active isolation system enables the reduction of vibrations within the system.
The prior silica/tantala multi-layers had now been replaced by alternating layers
of SiO2 and titania doped Ta2O5. Titania was introduced as a dopant due to
its optical properties. Post deposition heat treatments have proven to improve
not just the mechanical loss of the coating but also its optical absorption. The
addition of TiO2 has proven to reduce the internal friction, whilst maintaining
low optical absorption, hence the current optical coatings used consist of a 25 %
titania doping in the high index layers.

The next upgrades are referred to Advanced LIGO Plus or ‘A+’. The limiting
constraint to this upgrade is caused due to the coating Brownian noise, prompting
the requirement of alternative coating materials. A key aim of the upgraded
Advanced LIGO instrument is to reduce the strain noise associated with said
noise.

Advanced Virgo

Advanced Virgo is a second generation gravitational wave detector located in
Cascina, Italy (Fig.1.5). The Virgo collaboration has been extended in the past
decade to include Holland, Poland and Hungary, as well as France and Italy. The
collaboration now includes up to 19 laboratories around Europe [42].

The initial Virgo detector has been upgraded to Advanced Virgo, going through
a Virgo+ stage, and took part in the second observation run with the Advanced
LIGO detectors. The detector is a Michelson interferometer with Fabry-Perot arm
cavities and power recycling (see Sect 1.5.3), where the arm length is 3 km. Tran-
sitioning from its initial stage, multiple upgrades have been introduced. Mono-
lithic suspensions, including silica suspension fibres, which were implemented in
the Virgo+ stage, are one of the most important upgrades for gravitational wave
detectors. Additionally Suprasil 3001/3002 [43] is employed as a substrate to pro-
duce the cavity mirror which leads to a 3 times lower optical absorption compared
to the value for initial Virgo. New test masses were adopted in Advanced Virgo,
where the test mass diameter remained the same, but with a doubled thickness
of 20 cm and a weight of ≈ 42 kg. Both the initial and end test masses (ITM and
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Figure 1.5: Advanced Virgo detector. The gravitational wave detector consists
of a Michelson interferometer with arm lengths of 3 km. The site is located in
Cascina, Italy. Photograph taken from [44].

ETM) are produced in pairs and are suspended from a steel marionette, which
together with the mirrors form a double pendulum system[42].

Upgrades are made to detectors to improve their sensitivity. In the case of
AdV the peak sensitivity is expected to be ∼3×10−24 Hz−1/2 around 300 Hz [44].

Advanced Virgo joined Advanced LIGO into its second observation run. This
European observatory joined on August 1st 2017 and it collected data until the
end of the run on August 25th 2017. Throughout that period Advanced LIGO
and Advanced Virgo jointly observed two events - GW170814 and GW170817
[45], the second being the first detection of a gravitational wave signal from a
neutron star binary system.

KAGRA

KAGRA is a Japanese gravitational wave observatory recently constructed and
now under commissioning (Fig.1.7). Japanese research and involvement in grav-
itational wave astronomy began around the 1970s - 1980s at the University of
Tokyo. The initial detector constructed was TAMA300 - a 300 m interferometric
gravitational wave detector. Construction on this detector began in 1995 [47].
By 2004, nine observation runs had been performed, leading to a seismic isola-
tion system installation in order to reduce the seismic noise distributions. The
Cryogenic Laser Interferometric Observatory (CLIO) was constructed in 2006.
Unlike the other ground-based gravitational wave detectors, it was positioned
underground in the Kamioka mine. CLIO is a 100 m interferometer, one of two
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Figure 1.6: Timeline of interferometric gravitational wave detectors. The final
generations of the Advanced LIGO+ and Advanced Virgo+ are presented within
the fifth observing run as they are expected to be within those specifications by
the year 2025. Image reprinted from [46].

Figure 1.7: Artistic impression of the underground interferometer in the Kamioka
mine. The KAGRA detector consists of a dual recycled Michelson interferometer
with arm lengths of 3 km. The detector operates at cryogenic temperatures
hence utilises sapphire test masses unlike the fused silica components within the
detectors operating at room temperature. Illustration reprinted from [39].
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main purposes of which is to demonstrate thermal noise suppression by cooling
mirrors for a future Japanese project, KAGRA, KAmioka GRAvitational wave
detector. Similarly to CLIO, the eventual goal of TAMA300 is to test new tech-
nologies prior to their inclusion in KAGRA. In the case of TAMA, the main goal
is shot noise reduction.

KAGRA is a 3 km underground dual recycled Michelson interferometer using
sapphire test masses cooled to cryogenic temperatures, positioned in the Kamioka
mine. Construction of KAGRA began in 2010 [48]. The detector has two main
differences compared to other gravitational wave observatories. Firstly, the inter-
ferometer is located at least 200 m underground [49], hence reducing the levels
of seismic noise and gravity gradient noise. Secondly, the test masses for the
interferometer are made of sapphire and kept at a temperature of 20 K to further
reduce thermal noise fluctuations. Circulating power in each arm cavity will rise
to the order of 100 kW [49]. The observatory has gone through 2 stages. Primary
stage, initial KAGRA, was conducted until the end of 2015, where the main goal
was to develop technologies allowing the operation of an underground gravita-
tional wave site. At the beginning of 2016, the second stage of the development
began, baseline KAGRA. During this stage the main events were the replacement
of the test masses with sapphire mirrors cooled down to a cryogenic temperature
of 20 K. Furthermore, the detector will have both power recycling and signal
recycling cavities [49].

Following the progress of the development of the Japanese observatory, KA-
GRA is expected to join the other detectors during the forth observing run (O4),
which is planned to commence early 2021.

1.4.3 Future projects

Einstein Telescope The Einstein telescope is a proposed third generation
gravitational wave detector, which is to operate underground (Fig. 1.8). The
aim of this project is to further improve upon the current technologies and sur-
pass the present sensitivity limits. The telescope will consist of three detectors
which are placed 100 to 200 metres underground, which will consist of dual re-
cycled Michelson interferometers, through 10 km Fabry-Perot cavities tunnels
reaching the corner stations. These tunnels will have an inner diameter of 5.5 m
throughout most of their length [50]. In order to reduce the quantum noise at
high frequencies, very high optical powers are required, thus lowering of the lev-
els of shot noise. To improve the low frequency sensitivity, cryogenically cooled
mirror suspensions are proposed for reducing thermal noise [52]. Since the high-
and low-frequency requirements are somewhat opposing, particular in relation to
high optical powers and the ability to operate at low temperatures, alternative
approaches are required to practically meet the intended broadband sensitivities.
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Figure 1.8: Artist impression of Einstein Telescope. The observatory will consist
of three detectors, where the overall design can be described as a 2-band xylo-
phone. Original image from [51].

A new design is proposed towards overcoming this issue, and can be described
as a 2-band xylophone configuration of two independent interferometers. The
xylophone strategy will use the division of each detector into a low and high fre-
quency interferometer, in order to combine the signal bandwidths and maximally
optimise the noise sensitivity.

ET-HF (high frequency) will be an interferometer operating at room temper-
ature, using a 1064 nm wavelength. It can be thought of as scaled up version
of the current advanced detectors. The frequency range will be between ∼ 10
- 104 Hz. The test masses throughout the system will be made of fused silica,
utilising the same beam shape as ET-LF. As mentioned before, in order to reduce
quantum noise at high frequencies, one needs to increase the optical laser power,
hence in the case of ET-HF the arm power will be 3 MW.

Table 1.1: Comparison between ET-HF and ET-LF.
Description ET-HF ET-LF
Frequency range 10 - 104 Hz 1 - 250 Hz
Input power 500 W 3 W
Wavelength 1064 nm 1550 nm
Arm power 3 MW 18 kW
Substrate TEM00 TEM00

Temperature 291 K 10 - 20 K
Test mass material Fused silica Silicon
Test mass diameter 62 cm > 42 cm
Test mass thickness 30 cm 50 cm
Mirror mass 200 kg 211 kg

ET-LF will be an interferometer operating at cryogenic temperatures, concen-
trating on the range of frequencies between 1 and 250 Hz. The test masses in this
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setup will be fabricated from single crystal silicon, hence the laser wavelength used
will be switched from 1064 nm to 1550 nm to prevent bandgap-associated optical
absorption, thus silicon becomes highly transmissive at these longer wavelengths
[53].

Multiple locations have been investigated for the construction of the detector,
taking into account the noise contributions at each area, where the main issue
will be the seismic noise. Despite all the research completed for the ET project,
multiple areas still require optimisation. Similarly to Advanced Virgo and Ad-
vanced LIGO, alternative coating technologies are required to enable the Einstein
Telescope to reach its sensitivity limits [54].

LISA

The laser interferometric space antenna (LISA) is to be the first space based
gravitational wave detector (Fig.1.9). It is a joint mission by ESA and NASA,
which is due to be launched in the 2030s. It will consist of three arms and
three identical spacecrafts in a triangular formation, with a separation between
them of 2.5 million km. The detector will follow a heliocentric orbit trailing the
Earth by 20◦, between 50 and 65 million km from Earth [55]. Each vertex of the
triangular formation creates a 2 arm Michelson interferometer, the test masses
within which are flee-floating. This brings us back to the origin of the theory of
General Relativity in the case of which a body is in free fall.

The sensitivity requirements for LISA will be mostly concentrated on frequen-
cies between 20 µHz and 1 Hz. At this frequency range it is expected to observe
signals from objects with masses from 103M� to 106M�, as well as observations
of the cosmological background. Through this, the antenna will be able to map
the structure of space-time around massive black holes which populate centres
of galaxies. Due to the fact that some of technological advancements, required
for LISA, had not been tested i.e. their effectiveness needs to be verified in a
drag-free environment, an intermediate step was undertaken by the launch of
LISA Pathfinder on December 3rd 2015. The goal of LISA Pathfinder was to test
whether free-falling masses in a space environment will behave as predicted, and
their separation measured with sufficient accuracy by interferometry. The LISA
Pathfinder project successfully demonstrated all aspects of the proposed tech-
nology and has enabled the progress for the launch planning of LISA [57]. The
antenna is to be operational for 4 years, where it can be additionally extended to
a period of 10 years.

LIGO India

At the initial (first generation) stage, the observatory located at Hanford consisted
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Figure 1.9: Visualisation of LISA in a continuous orbit around Earth. The de-
tector will consist of three identical spacecrafts in a triangular formation, with a
separation of 2.5 million kms. Visual representation from [56].

of two interferometers of different arm lengths, 4 km and 2 km. The plan for the
second interferometer consisted of lengthening the interferometer arms to match
H1 and L1. Eventually, it was decided that in order to obtain more precise
measurements of the origins of signals, it is required to have a detector situated in
the Southern Hemisphere. The original plan was to transport the already existing
(H2), whilst optimising the length of the interferometer, to Perth, Australia. Due
to lack of funding, the location of the new detector was switched to India. The
proposed observatory will be operated jointly by IndIGO and LIGO and will
form a signal network along with the two detectors in USA, Virgo in Italy and
KAGRA in Japan [58]. It is evaluated that the most sensitive frequency range
will be between 30 and 800 Hz [58]. Furthermore, the detector is to be assembled
and operational by 2025 so that it can join the network of detectors.

LIGO Voyager

The next upgrade for the aLIGO detectors as discussed in the A+ stage. Through-
out it, two main actions are to be taken - the introduction of frequency depending
squeezing (like in GEO600) and improved mirror coatings (still under final in-
vestigation). Following that progression, the next step would be to explore the
potential of the LIGO facility, known as LIGO Voyager.

In order to further improve the sensitivity of ground based detectors within
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the high frequency range, one will have to use much higher laser power, as well
as reduce the suspension thermal noise. An obvious route in order to decrease
the thermal noise, is to operate the interferometer at very low temperatures, i.e.
cryogenic temperatures. In order for this to be achieved, both the suspension and
test mass substrate material necessitates change, along with the wavelength used
throughout. The current phase suggests the replacement of the site’s suspensions
and test masses with ones made of silicon. The optical and mechanical properties
of silicon are up to standard when using cryogenic temperatures. Several more
differences can be summarised between the current observatories and LIGO Voy-
ager: (i) the mass of the mirrors is increasing from 40 to 160 kg; (ii) temperature
= 120 K; (iii) arm power is expected to be 3.2 MW; (iv) the coating materi-
als suggested are either improved amorphous coatings based on a-Si or SiNx or
crystalline e.g. GaAs:AlGaAs, which will replace the 25% Ti:Ta2O5/SiO2 [59].
Following the current development, it is estimated that the components of the
detector should be ready for installation by early 2030s. [60, 59].

Cosmic Explorer

LIGO Voyager will be the most sensitive ground based observatory at least until
the construction of ET and Cosmic Explorer. It is still uncertain whether the
detector will be situated above or below ground. The plan for this telescope
is to adapt technologies which are used in A+ and Voyager to a much larger
interferometer. The arm length in the case of CE will be ∼ 40 km. Similarly to
LIGO Voyager, the detector will adapt an operation at cryogenic temperatures.
Additional changes will be performed on the parameters for the test masses’
size and material. The mirrors will be replaced with 80 kg silicon substrates,
and the laser wavelength used will be between 1.5 and 2 µm. Compared to
the current aLIGO arm power, there will be a significant increase, from 710
kW at aLIGO to 2000 kW in Cosmic Explorer. Once the proposal is optimised
and complete, construction should begin, where the current estimation of the
observatory commencing operation is by the early 2030s [59].

1.5 Interferometric techniques

1.5.1 Michelson Interferometer

There were two types of detectors. Current gravitational wave detectors consist
of a Michelson interferometer (Fig. 1.10). Through a laser source, light is split
into the two arms of the interferometer, perpendicular to each other. At the
end of each interferometer arm is a suspended mirror, allowing for seismic noise
compensation. These suspensions are chosen, such that their pendulums have
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longer periods, compared to the periods of the gravitational waves of interest. As
a gravitational wave passes, perpendicularly to the plane of the antenna, in order
to retain the interference condition, the length of one arm of the interferometer
increases, as the other one decreases.

Figure 1.10: Schematic representation of a Michelson interferometer consisting of
one beam-splitter and two end mirrors. Original figure from [61].

The first laser interferometric detector was operated by Forward [62]. Through
Weiss’ influence he constructed the first free mass antenna with laser interferom-
etry. The range of sensitivities this detector was sensitive over was between 1 and
20 kHz [63].

In order to improve the sensitivity of the detector, one resolution is the ex-
tension of the arms’ length. However, an alternative approach was implemented.
The use of a delay line allows for the elongation of the optical path. This tech-
nique has been implemented in GEO600, where L=600 m, but through the usage
of a delay line it is equivalent to 1.2 km. This line is also known as a folded optical
path. With the introduction of intermediate test masses, the light bounces back
and forth allowing for the extension of the optical path.

39



1.5.2 Fabry-Perot Interferometer

In addition to delay lines, another method for increasing the light optical path
is through Fabry-Perot (FP) cavities (Fig. 1.11). It can be explained as a result
of the addition of two more test masses. The mirrors at the end of the inter-
ferometer arms are known as ETMs and have a very high reflectivity. On the
other hand, on the path of light from the beam-splitter to the ETMs, a partially
transmissive input mirror is placed, causing the light to bounce back and forth,
hence increasing the optical length, L. If the length of one of the cavities matches
an integral multiple of the laser wavelength, then resonance occurs. The cavity
behaves in some way similar to a delay line.

This technique was demonstrated in Glasgow at the 10 m interferometer. The
detector consisted of two perpendicular, 10 m long high-finesse FP cavities formed
between test masses which are hung as pendulums [64]. The sensitivity of the de-
tector was estimated as ∼ 7x10−19 m/

√
Hz in the frequency range 500 - 3000 Hz.

This configuration is being used throughout all ground-based gravitational wave
detectors.

Figure 1.11: Schematic representation of a Michelson interferometer utilisng
Fabry-Perot cavities in the interferometer arms in between the ETMs and ITMs.
Images’ source: [39].

1.5.3 Power recycling

Another technique, which enhances the effectiveness of the detector is known
as power recycling. The light, reflected from the interferometer mirrors comes
back to the beam-splitter, where light intensity is lost as it reaches the laser
input. To overcome this, power recycling is introduced, where it is presented as
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an additional concave mirror, placed in between the laser input and the beam-
splitter (Fig. 1.12). That way the light coming back can be reflected and hence
recycled. This effectively allows an increase in optical power enhancement. One
can consider power recycling as the technique, which makes the whole system
behave like an optical cavity in which the input laser light is resonant, allowing
for it to be coupled in efficiently [65].

Figure 1.12: Schematic of a Michelson interferometer with an additional power re-
cycling mirror placed between the laser input and beam-splitter. Figure reprinted
from [5].

1.5.4 Signal recycling

Similar to the power recycling technique, by placing a mirror in front of the
photodetector, the resulting effect is known as signal recycling (Fig. 1.13). In
an ideal interferometer, the carrier light and signal side-bands become separated
through the beam-splitter and hence leave the interferometer through different
ports. The introduction of the addition of a signal-recycling mirror at the anti-
symmetric port was suggested by Meers (1993) [40]. This mirror then forms a
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signal recycling cavity with the Michelson interferometer. The inclusion of this
mirror has the purpose to increase the storage time for the side-bands.

If both recycling techniques are used (power and signal recycling), the method
is known as dual recycling, where power recycling is used for the enhancement of
the carrier power and the signal recycling method is used in order to increase the
interaction time.

Furthermore, the combination of the signal recycling mirror with the arm
cavities is known as resonant side extraction [66]. The difference between signal
recycling and resonant side extraction (RSE) is such that in the case of RSE
the arm cavities posses very high finesse and the signal-recycling mirror is tuned
to the anti-resonant operating phase. By performing this, the bandwidth of the
detector is increased in the case of the signal side-bands as the storage time is
decreased. Theoretically, there is a trade off between signal storage time and
bandwidth of a detector, which is defined by Muzino’s theorem [67].

1.5.5 Squeezing

An additional technique that has also been introduced is squeezing. Radiation
pressure noise and photoelectron shot noise sources arise from the fluctuations
in the different quadrature phases of the vacuum entering the unused input port
[68]. Cannes et.al. [69] proposed that a squeezed state can be injected into the
unused port and would therefore reduce one of the two sources of noise, depending
on which quadrature gets squeezed (Fig. 1.13). Based on previous work by
Cannes, Unruh developed the concepts of a squeezed input interferometer, which
contains squeezed vacuum with frequency dependant squeeze angle, which then
gets injected into the interferometer’s dark port.

The concept of this method can be explained as follows: A squeezed state is
a state in which one quadrature phase has less fluctuations, while in the other
quadrature phase, there are increased fluctuations. One can use a squeezed state
of the oscillator, which unlike the ground state does not have its quantum noise
randomly distributed [68], to measure the displacement due to gravitational ra-
diation in the quadrature. Squeezed states are an example of a non-classical light
field. For an amplitude a, one has,

a = X̂1 + iX̂2, (1.10)

where X1 and X2 are commuting Hermitian operators for the amplitude and
phase quadratures of the field. These variances obey the Heisengberg Principle
relation ∆2X̂1.∆

2X̂2 ≥ 1
16

, where its normalised value is higher or equal to 1/4.
The family of minimum uncertainty is characterised by the equal sign. Unruh
and fellow researchers [70], acquired that by using squeezed vacuum states, the
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Figure 1.13: Schematic representation of a Michelson interferometer with the
inclusion of signal recycling and squeezing techniques. Figure taken from [39].

results were lower than the standard quantum limit and were limited by the
mirror damping.

This technique has already been introduced in the German-British detector,
where a reduction of up to 6 dB in shot noise can be achieved [71]. Other similar
projects are under way [72, 73].
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Figure 1.14: Sensitivity of aLIGO following upgrades in the form of inclusion of
signal recycling and squeezing techniques. Source of image: [74]

1.6 Limitations on gravitational wave detectors

1.6.1 Seismic noise

There are multiple reasons why seismic noise can arise. Seismographic mea-
surements establish that the ground is in constant motion, with amplitudes in
the order of micrometers [75]. This noise source proves limiting to the sensitivity
of gravitational wave detectors at frequencies below 10 Hz. The most common
source one can think of is an earthquake. Within different frequency ranges,
disparate sources contribute to said noise.

For frequencies between 0.1 and 0.3 Hz, the seismic noise band is dominated
by secondary microseisms, which are waves travelling throughout the Earth’s
crust. Their origin is thought to be due to pressure from counter propagating
ocean waves against the ocean bottom [76].

Between 1 and 10 Hz, the noise band is dominated by human activity - from
vehicles operating nearby to construction work being performed etc., also known
as anthropogenic noise. Even on a ‘quiet’ place, it is estimated that the level
of seismic motion follows ∼ 10−7f 2 mHz−1/2 [11]. Taking a frequency of 30 Hz
as an example, it is estimated that the disturbance caused to the test mass is
∼ 3× 10−20 Hz−1/2.

In order to overcome this, both vertical and horizontal components need to
be considered. In the interest of achieving vertical isolation, one can introduce a
spring mechanism, whereas in the case of horizontal displacement the operating
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method involves the introduction of a pendulum scheme. It can be shown that
for a simple pendulum system, the transfer function of the horizontal motion is
inversely proportional to f 2.

Therefore one can obtain the relation [8],

x

xg

=
f 2

0

f 2
0 − f 2

, (1.11)

where x is the displacement of the mass at the end of the pendulum, xg is the
displacement from the clamping point of the pendulum, f0 is the resonant fre-
quency of the pendulum ( f0 = 1

2π

√
g
L

, L is the length from the pivot point to
the centre of mass) and f is the frequency of the ground motion. In cases where
f � f0, i.e. the ground motion frequency far exceed the pendulum frequency:
x
xg
≈ f20

f2
.

In order to further enhance this attenuation , a multistage pendulum can be
constructed where for a number of pendulum stages, N , the relation becomes [8],

x

xg

=
(f 2

0

f 2

)N
. (1.12)

In this result the approximation of f � f0 is maintained. In the case of a
pendulum, vertical and horizontal planes operate differently. Therefore, above
the vertical resonance frequency, this relation implies a factor of (f0,vert, f0,hor)

2N

worse for the vertical isolator in comparison to the horizontal isolator [8].
In the case of frequencies larger than the resonance, the inertia of the mass

presents itself from the movement in response to the kxg force. On the other
hand, for low frequencies, x/xg ≈ 1, the spring effectively becomes rigid.

Considering the vertical isolation, the vertical motion of the mass will dom-
inate the noise budget in cases where it exceeds the horizontal motion by more
than α−1 where α is a variable approximated as L/R� where L is the length
of the interferometer arm and R� is the radius of the Earth. In that case the
vertical noise dominates. In order to overcome this, the solution is to introduce a
vibration isolation stage, which consists of alternating layers of springs and hence
compact masses.

1.6.2 Gravity gradient noise

Gravity gradient noise (also known as Newtonian noise) is caused by the direct
gravitational coupling of seismic motions and other fluctuations to a gravitational
wave detector’s test mirrors. This noise source dominates at low frequencies, i.e.
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below 10 Hz [77]. The occurrence of this noise happens when ambient seis-
mic waves pass close to or underneath the interferometer. They prompt density
fluctuations in the earth, which in turn produce gravitational forces upon the
interferometer mirrors.

Ray Weiss [78] was the first to postulate gravity gradients as a potential noise
source in gravitational wave detectors. This idea was subsequently discussed
by Saulson [77] and Spero [79]. The conclusion Saulson reached concluded that
the most significant source of Newtonian noise will be the fluctuating density of
the earth beneath or near each of the interferometer’s test masses [80]. These
fluctuations are due to seismic waves, from which the detector cannot be shielded
in principle. Additionally, gravity gradient noise can be caused due to human
activity around the detector. Other sources have been identified such as wind-
borne objects, temperature perturbations and atmospheric shock waves (ones
generated by an explosion or the passage of a supersonic aircraft) etc [81, 82].

In order to overcome these issues, some detectors are placed underground - like
KAGRA and ET. Another option is the use of a space-based detector (LISA). It
was determined that effectively in order to eliminate this noise, direct observations
of the fluctuations these waves create are made and subtracted. In order for that
to be achieved, a network of seismometers is needed around the detector.

1.6.3 Quantum noise

Photoelectron shot noise

Photoelectron shot noise (PSN) originates from photoelectric current due to vi-
brations of the incident photons. The obvious approach to ensure an interference
condition is halfway through a fringe. In fact interferometers operate at/or near
a dark fringe. At this condition all common mode effects produce a minimum
output signal at the output port whilst differential effects in the interferometer
arms are maximised[15]. In order for the interferometer to remain in such condi-
tion, the output signal needs monitored through a photodetector. With the use
of a transducer, the position of one of the interferometer mirrors may be adjusted
to retain the locking of the condition.

The number of photons creating a photoelectric current at the photodetector
is noted as N . The number of photons arriving during a measurement interval
is equivalent to measuring the optical power. Furthermore, the photons follow a
Poisson distribution.

One can consider the case of an interferometer with arm length L, and an
input power P . If brightness fluctuations can be interpreted in terms of the
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equivalent gravitational wave, then σh, is [83],

σh =
1

L

√
h̄cλ

4πPτ
. (1.13)

In this equation h̄ is Planck’s constant, P is the input laser power, τ is the
observational time, where ∆f = 1

2τ
is the bandwidth.

In this frequency scale, each photon arrives independently of the other ones.
Using this fact in combination with equation (1.13), one can obtain the relation
for the photon shot noise in h, described by [8],

hshot(f) =
1

L

√
h̄cλ

2πP
. (1.14)

In order to retain photoelectron noise as low as possible, both values of L and
P can be adjusted. Due to the inverse proportionality of hshot to L, increasing
the length of the interferometer arms decreases the strain. However that is only
sustainable up to a certain point, since for L = 1000 km, this is the nearly
optimum length for a burst of duration 10−6 s [11]. The alternative is increasing
the input laser power. However, performing this leads to the arising of another
noise contribution.

Radiation pressure noise

The origin of photoelectron shot noise is known. Things are a bit different in
the case of radiation pressure noise (RPN). An explanation of the arising of this
noise is due to the uncertainty in the photons at the beam-splitter, i.e. each
interferometer arm will receive a different number of photons at any moment in
time. Due to the fact that each photon settles on it own, anti-correlated binomial
distribution in the number of light particles in the arms of the interferometer
occurs. This distribution attributes to a

√
N fluctuating force, originating from

the radiation pressure [11]. This uncorrelated settlement results in additional
light entering through the dark port of the beam-splitter, hence there will be a
light intensity increase in one arm, while the intensity will decrease though the
other one [5].

Photoelectron shot noise and radiation pressure noise have their similarities.
Shot noise arises due to uncertainty in the phase component (quadrature) of the
interferometer’s laser field, resulting in fluctuations in detection at the output.
On the other hand, radiation pressure noise is caused by the uncertainty in the
amplitude component (quadrature) of the interferometer’s laser field [11]. The
fluctuation radiation pressure causes each test mass to move with a spectrum [8],

x(f) =
1

m(2πf)2F (f) =
1

mf 2

√
h̄P

8π3cλ
, (1.15)
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where F (f) is the amplitude spectral density, P is the input power, m is the mass
of the mirror and f is the frequency of detection.

This correlates to,

hrp =
2

L
x(f), (1.16)

where L is the length of the interferometer’s arm.
Substituting the expression for x(f), one obtains,

hrp =
2

L

1

mf 2

√
h̄P

8π3cλ
(1.17)

i.e.

hrp =
1

Lmf 2

√
h̄P

2π3cλ
. (1.18)

Photoelectron shot noise and radiation pressure noise can be combined into a
single noise contributor, known as optical readout noise [8],

hor =
√
h2

shot(f) + h2
rp(f). (1.19)

Standard Quantum limit

Radiation pressure noise and photoelectron noise are counteractive concepts. As
the radiation power increases, hshot decreases while hrp increases. Therefore,
there needs to be an optimum power at which these effects are minimised. At
the optimum power, the photon coupling and the radiation pressure noise are
equal [69]. This sensitivity limit is known as the standard quantum limit. The
sensitivity limit is known as the standard quantum limit, and corresponds to the
Heisenberg uncertainty principle in its position and momentum formulation.

The difference between the positions of the end mirrors in the interferometer
can be expressed as z, where z = z2− z1. z1 and z2 are the values of the position
displacement of the mirrors. The intensity in either of the output ports can
be measured with a photodiode, and will enable the measurement of the phase
difference between the two arms. δ Φ is related to z by δΦ = 2bωz

c
, where b is the

number of reflections at each mirror and ω is the angular frequency.
Obtaining data for a duration of time τ leads to a determination of the minimal

possible error in z, the standard quantum limit [84],

(∆z)SQL =

(
2πτ

m

) 1
2

, (1.20)
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which is a limit obeying the Heisenberg Uncertainty Principle [85].
One can relate the standard quantum limit to the gravitational wave ampli-

tude, which can be detected as hSQL ∼ (∆z)SQL

L
[84].

Another way of obtaining the nature of this limit can be performed by bal-
ancing the error due to PSN against the disruption of the positions of the test
masses due to RPN.

From the previous two sections, once can further recognise a relation between
the frequency and noise amplitude. In the case of RPN, it will dominate at the
lower frequencies region, whereas PSN will dominate the higher frequencies.

In order to overcome this limit, various technologies can be applied. A Michel-
son laser interferometer is also known as a position meter [86]. The variable which
is measured is the position of the end mirrors, which does not commute with itself
at subsequent position measurements. The non-vanishing commutator poses an
uncertainty for the following position measurement, which enforces the standard
quantum limit. Braginsky et. al. determined that this limit can be surpassed
by implementing a quantum non-demolition (QND) measurement [87]. One al-
ternative to the position meters are speed meters. In their case the measurable
quantity is the momentum of the test mass [88]. These meters enable a broad-
band beating of the SQL using homodyne readout of the optimally chosen light
quadrature of the dark port [86].

Further information of speed meter can be obtained through [89, 90, 86, 91,
92].

1.6.4 Thermal noise

Thermal noise is one of the most fundamental limits to gravitational wave de-
tectors’ sensitivity [93]. It arises due to the thermal energy of the atoms and
molecules of the test masses and the mirror suspensions. Thermal noise can be
expressed in two components - Brownian and thermoelastic noise.

Brownian noise originates from the 3/2 kBT of thermal energy in each atom
of a solid in thermal equilibrium, i.e. 1/2 kBT in each degree of freedom, where
kB is Boltzmann’s constant and T is the temperature. It is dependant on the
internal friction of the system. In order to achieve better loss performance, a
low mechanical loss system is required. Mechanical loss can be described as a
material property which ascertains the energy storage characterisation around the
resonant frequencies. Mechanical loss can also be expressed as a value inversely
proportional to the quality factor, Q.

Thermoelastic noise emerges due to thermodynamic fluctuations of the tem-
perature of a substrate material, which result in displacements in the system.

The topic of thermal noise, sources,contributions, etc. will be covered more
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thoroughly in Chapter 2.

1.7 Detections

1.7.1 Black hole binaries

A hundred years after Einstein’s General Theory of Relativity was published,
gravitational waves were detected, which made it the first gravitational wave
radiation event and also the first direct measurement of the in-spiral and coali-
tion on black holes in a binary system. This occurrence was the beginning of a
new era. The first detection, noted GW150914 occurred on September 14th at
09:50:45 UTC and was detected at both LIGO observatories. The signal arrived
first at the Livingston Observatory, L1, and 6.9+0.5

−0.4 ms later at the Hanford ob-
servatory, H1. The nature of the origin was evaluated based on mass estimations
through the frequency measurements. Two black holes were in an orbit around
each other. They reached a peak velocity of 180000 kms−1 before merging and
producing a single final black hole. During that time the LIGO sites were the
only detectors operating. The signal-to-noise ratio obtained for the coincidental
signal was 24. Due to the limited number of operating detectors, the origin of
the signal could only be estimated within an area of 600 deg2.

The signal that was detected occurred within 8 cycles over 0.2 second,s where
the frequency and amplitude increased from 35 Hz to 150 Hz [94]. Using these
values, a mass estimation can be performed. The combined mass of the two black
holes known as the chirp mass, can be estimated as,

M =
(m1m2)

3
5

(m1 +m2)
1
5

=
c3

G

(
5

96
π−

8
3f−

11
3 ḟ

) 3
5

, (1.21)

where m1 and m2 are the masses of the primary objects, c is the speed of
light, G is the gravitational constant, f is the observed frequency and ḟ is its
derivative with respect to time. Using the detection parameters it was deduced
that M ' 30M�. which implied m1+m2 higher or equal to 70 M�. This therefore
bounds the Schwarzschild radius to 210 km. The approximated distance between
the orbiting objects was estimated as ∼ 350 km. Through further investigation
and data analysis, approximate values were deduced for the primary black hole,
m1, secondary black hole, m2, and the final black hole, m1 + m2 = 62; the
luminosity distance was evaluated as 410+160

−180 Mpc [94].
This event as well as the following observations encouraged the continuation

of gravitational wave research. Binary black holes being one of the sources of
gravitational radiation, opened the way for new phenomena. Numerous black
hole binary systems were detected during O1 and O2, where during O2 the LIGO
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observatories were joined in observation by Virgo. During O2 a remarkable detec-
tion was made, the coalescence of two neutron stars, which is further explained
in the next subsection. As a note it can be stated that for the purpose of com-
pactness and clearance only the first detection of its kind is mentioned. Further
information about following detections can be found in [95, 96, 1, 23].

1.7.2 Neutron star binary

The first neutron star binary system was observed on August 17th, 2017. The
event GW170817 was observed at 12:41:04 UTC and was detected at both Ad-
vanced LIGO and Advanced Virgo observatories with a combined signal-to-noise
ratio of 32.4. 1.7 s after the coalescence a gamma ray burst was observed by
Fermi GBM. The detection of GRB170817A and the subsequent electromagnetic
emission demonstrate the presence of matter [1].

This was the first detection, where the signal was observed by more than one
telescope. Advanced LIGO started its second operational run on November 30th

2016 and was joined by Advanced Virgo on August 1st 2017, where the run ended
on August 31st 2017. During that time, two observations were detected, however
the likelihood of the first probable neutron star binary detection lead to increased
interest in the event. GEO600 was also operational during this period but on
the grounds that its sensitivity was not as good, it was unable to observe the
event. The measured chirp mass was estimated to M = 1.188+0.004

−0.002M�. Using the
information about the nature of the origin the component spins can be restricted
and a limit of χ ≤ 0.89 can be assumed. Through that estimation the component
masses were estimated as m1 = 1.36 − 2.26M�, m2 = 0.86 − 1.36M� and the
localisation of the event was within 28 deg2. By comparison to GW150914, one
can acknowledge a huge difference in localisation limit by the introduction of the
additional observatory.

Through the measurement of the luminosity distance, in this case 40+8
−14 Mpc,

combined with the estimation of the redshift, the possibility of inferal of cosmo-
logical principles increases [70, 97]. In the case of GW170817, the luminosity
distance in addition to the estimation of the Hubble flow velocity near NGC
4993, provide an evaluation of Hubble’s constant as 67.90 ± 0.55 kms−1Mpc−1

[98]. GW170817 has been the only neutron star binary system observed so far
but the future is bright and with the improvement of the sensitivity of the detec-
tors more and more events are expected to be observed.

1.8 Conclusion

The direct observation of gravitational waves has further validated Einstein’s The-
ory of General Relativity. The progress in technological advances has enabled the
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evolution of ground-based gravitational wave detectors - from the resonant bar de-
tectors in the 1960s to the current advanced technology observatories. At present,
aLIGO has successfully measured separation differences between the suspended
mirrors in the orders of ∼ 10−23

√
Hz around a frequency of 100 Hz [99]. An

expansion of the network of detectors is in progress and it will allow for better
pinpointing of origins of signals.

A severe limitation to these ground-based detectors is mostly caused by ther-
mal noise associated with the mirror coatings. For future generations of grav-
itational wave detectors either alternative coating materials will be developed
or there will be an alteration in operation temperature. Following the example
of KAGRA, ground-based detectors can evolve into operation at cryogenic tem-
peratures. This has already been the plan for next ground-based projects, like
ET, LV and CE. Following the success of LISA Pathfinder, the LISA project has
progressed and is expected to ensue in the near future.

The important objective at this stage is to limit the noise contributions in
the frequency regions where the detections are most likely to happen. Since
currently that limit is imposed due to thermally driven displacements, Chapter
2 will concentrate on establishing the causes of thermal noise as well as how it
affects the system and its components. By exploring the originators of thermal
noise, a course of improvement is more likely to be identified.
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Figure 1.15: Signal GW150914 detected at both aLIGO observatories - Hanford
and Livingston. This was the first recorded gravitational wave signal, which
resulted due to the merge of two black holes into a final black hole of mass
62 M�. Image reprinted from [94].
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Figure 1.16: Event GW170817 detected at both aLIGO observatories and the
aVirgo detector. This is the first recorded signal resulting for the merge of two
neutron stars. Image source: [1]
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Chapter 2

Thermal noise

2.1 Introduction

A limitation is imposed on the sensitivity of interferometric gravitational wave
detectors due to thermally driven motions of the test masses, mirror suspension
fibres and mirror coatings. The equipartition theorem states that the motion
within the test mass components emerges from the mean 1

2
kBT of thermal en-

ergy per degree of freedom of molecules in the mechanical system, where kB is
Boltzmann’s constant and T is the temperature in Kelvin. This thermal energy
is stored within the atoms of the mechanical system and hence has an effect over
the entirety of the system. This thermally driven movement, known as Brownian
thermal noise, is typically in amplitude larger than the expected gravitational
wave signal across the acoustic band. The dominant source of thermal noise
within the most sensitive frequency band of ground based detectors is associated
with the mirror coatings - referred to as coating Brownian thermal noise.

The totality of thermal noise is typically presented as a combination of Brow-
nian coating noise, thermoelastic and thermorefractive noise. All noise contrib-
utors vary depending on the thermo-mechanical properties of the materials used
to fabricate the coatings as well as the test masses’ composite material. Despite
their common origin, thermoelastic and thermorefractive noise have not been
treated coherently [100, 101] the predicted amplitude of their mean is regarded
as thermo-optic noise. One option to reduce the total thermal energy in the mir-
rors and the lower-stage suspensions is the reduction of the operation temperature
of the mechanical system. This approach has now been undertaken within the
KAGRA collaboration and it is under consideration for third generation ground
based gravitational wave detectors.
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2.2 Brownian motion

The concept of Brownian motion was discovered by botanist Robert Brown
around 1828 [102]. Observations were performed on pollen grains on a surface of
water in random and irregular motion. Brown’s hypothesis was that this motion
was the result of a universal vital force. It was not until 1916 that Einstein re-
lated that motion to the stochastic collision of water molecules interacting with
the pollen grains. It was realised that these molecular impacts were the roots of
dissipation of the grains’ kinetic energy.

2.3 The Fluctuation Dissipation Theorem

The fluctuation dissipation theorem establishes the relationship between fluctua-
tion and dissipation. The relation applies to any linear system (one in which the
response is linearly proportional to the applied force [5]) which is also in thermal
equilibrium.

Due to the linearity of the system, the frequency domain equation of motion
can be written in terms of the amplitude of the externally applied force Fext,
which has caused the movement with sinusoidal velocity v(f). Therefore,

Fext = Zv, (2.1)

or equivalently

v = Y Fext, (2.2)

where Z(f) is the function called impedance, and it is associated to the admit-
tance Y (f) by the relation Z−1(f) = Y (f).

The fluctuation dissipation theorem was derived by H.B.Callen et. al. in 1951
[103]. Formulation of the power spectrum density ,F 2

therm(f), can be defined by,

SF (f) = F 2
therm(f) = 4kBT<{Z(f)}, (2.3)

where <{Z(f)} indicates the dissipative part of the impedance.
Alternatively, through the theorem, a relation can be obtained for the power

spectrum of the system’s fluctuating motion as,

Sx(f) = x2
therm(f) =

kBT

π2f 2
<{Y (f)} =

4kBT

ω2
<{Y (ω)}, (2.4)

where <{Y (ω)} is the real part of the mechanical admittance and ω is the angular
frequency.

The equation for the power spectral density of the displacement can be used to
show that in cases where Q� 1, then Sx(f) ∝ φ(ω), where Q is the quality factor
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and φ(ω) is the mechanical loss. Both of these terms will be further investigated
in the following sections. A requirement for a system is then low dissipation, since
for high degree of dissipation the spectral densities in displacement noise will be
lower and broader. Therefore, within interferometric detectors, the materials
used for the composition of the test masses and the suspension pendulums, have
been chosen to be ones with a low loss, φ(f). Current room temperature ground
based detectors use fused silica as their substrate material, due to its mechanical
dissipation being very low at such temperatures. Fused silica is implemented
within the interferometer mirrors and their suspensions. Additional verification
of this is provided in the following sections of this chapter.

2.4 External sources of motion

Multiple external sources can contribute to the amount of thermal noise in an
interferometric gravitational wave detector:

- Gas damping as a result of the residual gas molecules colliding with the
mirrors and suspensions;

- Recoil damping occurs when the dissipation energy from the suspensions
transmits into the suspension support;

- Frictional damping arises at points of contact, for example - where the
suspensions adjoin the test mass and at the suspending point.

2.5 Internal mechanical dissipation

Once all the external sources of dissipation have been suitably diminished, the
contribution is dominated by internal sources. This internal dissipation can be
separated into two kinds - viscous dissipation and structural dissipation.

Internal dissipation arises within a material as it experiences an applied force,
to which it does not react in the ideal elastic way. The ideal elastic body will
follow Hooke’s law. However, real bodies respond inelastically.

Let’s consider the case of an ideal material. Once a stress , σ, is applied to
a material, it experiences a strain , ε, where the two quantities have the relation
σ = εY , where Y is the Young’s modulus of the material. In an elastic response,
the stress and strain are directly related.

In an inelastic situation, the strain response gets delayed over a finite relax-
ation time. This delay can be expressed with the use of a phase lag , φ. For a
periodic stress , σ, with frequency f , it can be written that,

σ = σ0 exp(i2πft) = σ0 exp(iωt), (2.5)
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where σ0 is the initial amplitude and 2πf is the angular frequency.
The resulting strain is therefore,

ε = ε0 exp(i(2πft− φ)) = ε0 exp(i(ωt− φ)), (2.6)

where ε0 is the initial strain amplitude, and φ is the phase lag also referred to as
the loss angle. In the case of an ideal elastic material this loss angle is φ = 0.

The strain response exhibits the same frequency as the excitation but will
have an offset of φ which represents the fraction of energy dissipated due to each
oscillation of the system [104]. If the stress and strain couple within the system,
the result is a heat exchange. This internal dissipation can then be observed
through Debye peaks, occurring as broad peaks at certain frequencies. These
peaks can occur depending on the frequency range and can be separated by
several orders of magnitude.

Internal dissipation can arise from disturbances causing changes in the crys-
talline structure of the material. Multiple authors have taken this into consider-
ation [105, 106, 107, 108] and have obtained the origin of disturbances to be due
to friction caused by lattice dynamics.

Thermal dissipation arises due to two-level systems (TLS) which may be as-
sociated with specific properties associated with atomic disorder, e.g. crystalline,
polycrystalline and amorphous [109, 110, 111, 112].

2.6 Thermal noise associated with a resonant

mode

An elastic oscillation of a periodic system can be presented in terms of the phase
lag φ, force F and displacement x of mass m. For a simple harmonic oscillator,
one obtains a complex spring constant for an anelastic spring. The resonant
modes of the suspended optics can be modelled as simple harmonic oscillators
using a version of Hooke’s law, where the system is subject to internal friction.
Hooke’s law is extended in order to account for periodic damping [104] and hence
becomes,

mẍ = −k(1 + iφ(ω))x+ F (ω), (2.7)

where k(1+ iφ(ω)) is the complex spring constant, ω is the angular frequency,
x is the displacement and ẍ is the acceleration.

Furthermore, both the displacement and acceleration can be written in terms
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of the velocity [8], where x = ẋ
iω

and ẍ = iωẋ. From equation [2.7] one can obtain,

F (ω) = mẍ+ k(1 + iφ(ω))x

= miωẋ+ k(1 + iφ(ω))
ẋ

iω

= ẋ

[
miω +

k(1 + iφ(ω))

iω

]

⇒ F (ω) = ẋ

[
k(1 + iφ(ω))−mω2

iω

]
. (2.8)

In section 2.3, F was defined in terms of the impedance and velocity, where
F (ω) = Z(ω)v(ω) ⇒ Z(ω) = F (ω)

v(ω)
.

Substituting into the expression obtained for F , whilst substituting an ex-
pression for the velocity term, the complete impedance formula becomes,

Z(ω) =
k + kiφ(ω)−mω2

iω
. (2.9)

Furthermore, the impedance is related to the admittance as Z−1(ω) = Y (ω).
In order to obtain a relation for the power spectral density, an expression is

needed for the real part of the admittance term.
Using the expression for Z(ω) (Eq. 2.9), the equations for the real and imag-

inary parts of the admittance become,

=(Y (ω)) =
ω(k − ω2m)

(k − ω2m)2 + φ2(ω)k2
, (2.10)

and,

<(Y (ω)) =
kωφ(ω)

(k − ω2m)2 + φ2(ω)k2
, (2.11)

where the spring constant is equivalent to mω2
0 [93]. Substituting in the expres-

sions for the spring constant and the real part of the mechanical admittance gives
the frequency dependent power spectral density of an oscillator with mechanical
loss φ(ω), such that,
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S =
4kBT

ω2
<(Y (ω))

=
4kBT

ω2

kωφ(ω)

(k − ω2m)2 + φ2(ω)k2

=
4kBT

ω2
φ(ω)

1

(mω2
0 − ω2m)

2
+ φ2(ω)m2ω4

0

⇒ Sx(ω) =
4kBTφ(ω)

ωm

ω2
0

(ω2
0 − ω2) + φ2(ω)ω4

0

(2.12)

Converting the expression from angular frequency gives,

Sx(f) =
kBT

2π3fm

f 2
0φ(f)

(f 2
0 − f 2)

2
+ f 4

0φ
2(f)

, (2.13)

where φ(f) is the mechanical loss in terms of the frequency and f0 is the
resonance frequency.

Let us assume that the materials have very low mechanical loss, i.e. φ2(f)� 1.
In the case of a frequency much greater than the resonant frequency, f � f0,

the equation for Sx(f) becomes,

Sx(f) =
kBTf

2
0

2π3m

φ(f)

f 5
. (2.14)

Considering the other extreme, where the measured frequency is very low
compared to f0,

Sx(f) =
kBT

2π3mf 2
0

φ(f)

f
. (2.15)

What is deduced from both limits is that the thermal displacement noise is
directly proportional to the mechanical loss. Mechanical loss is quantified through
the measurement of the mechanical loss angle, a reduction in said loss angle will
lead to a reduction of φ(f). A reduction in φ(f) will directly decrease the thermal
noise at frequencies different than f0.
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The total thermal motion within the system at constant temperature remains
the same due to conservation of energy. Therefore, if the mirrors and suspen-
sions in the interferometer are modelled as harmonic oscillators with a single
resonant mode, the thermal noise is directly proportional to the mechanical loss
angle away from resonance. Using equation 2.15, it can be demonstrated that the
power spectral density is measured in m2/Hz. Analogously, the amplitude spec-
tral density (mechanical loss) is simply the square root of the density expressions,
hence evaluated in m/

√
Hz. The mirrors and suspensions have many vibrational

resonances such as the combination of the internal mirror modes, suspension fibre
modes, and pendulum and bounce modes of the suspended system [113]. Precise
construction is then required in order to push the resonant frequencies out of the
most sensitive bandwidth of the detectors.

2.7 Mechanical loss

Mechanical loss of a material is an important parameter due to its inclusion
into the expression for power spectrum density. It is essential for estimating
the levels of thermal noise. Mechanical loss is obtained through measurement
of the quality factor, Q, of an oscillator. It is a dimensionless measure of the
proportional dissipation at the resonance frequency. The quantity is estimated
through,

Q ≡ f0

∆f
, (2.16)

where f0 is the resonant frequency and ∆f is the width of the resonance peak
measured at half of its maximum power.

From this relation, it is visible that the quality factor is inversely proportional
to the width of the resonant peak. In the case of a broad peak, the system will
have a low quality factor, whereas in the case where the peak is narrow, a large
Q is obtained.

To calculate how the quality factor affects the damping of the system, one
can start with the extended version of Hooke’s law which accounts for internal
damping, such that,

F = mẍ+ k(1 + iφ(ω))x. (2.17)

Noting again that ẍ = iωẋ and x = ẋ
iω

, expanding and substituting into the
expression gives,
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F = mẍ+ kx+ ikφ(ω)x

= mẍ+ kx+ ikφ(ω)
ẋ

iω

= mẍ+ kx+
k

ω
φ(ω)ẋ. (2.18)

The resonant frequency is defined as ω0 =
√

k
m

, therefore the equation be-
comes,

F = m

(
ẍ+

ω2
0

ω
φ(ω)ẋ+ ω2

0x

)

= m
(
ẍ+

γ

m
ẋ+ ω2

0x
)

= m

(
ẍ+

ω0

Q(ω)
ẋ+ ω2

0x

)
, (2.19)

where
ω2
0

ω
φ is the damping coefficient, usually denoted as γ.

The quality factor is obtained as inversely proportional to the coating loss
angle, i.e. Q = 1

φ(ω)
. Therefore, the lower the mechanical loss is, the larger the

value of the quality factor.
The relation between Q(ω) and φ(ω) means that the loss angle of a material

can be obtained by measuring the full width at half maximum of the resonant
peaks of the system.

A more detailed and involved characterisation of the Q value is provided in
the following chapters. The interpretation and measurement of this parameter is
further explored and expanded for different materials.

2.8 Thermal noise assuming no light penetra-

tion into the coating

In order to compute an expression for the coating Brownian noise, one begins by
assuming there is no light penetrating the coating, i.e. all of the light gets reflected
at the coating surface, also known as the coating-air interface. Hong et.al. [114]
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acquired an expression, jointly representing the phase noise and amplitude noise,
i.e.

ξ (~x)− iζ (~x) = −δzs (~x)−
N∑
j=1

δlj (~x)−
N∑
j=1

i

2k0

[
∂ log ρ

∂φj
· δφj (~x)

]

−
N∑
p=0

i

2k0

[
∂ log ρ

∂rp
· δrp (~x)

]
, (2.20)

where ξ (~x) corresponds to the phase noise contribution and ζ (~x) to the am-
plitude noise. The first two terms within the equation are due to motion at the
coating-air interface at a coordinate ~x and the fluctuation of the thickness of the
coating layers. The remaining two terms represent the light penetration within
the coating layers. As in this case it is assumed that all the light is reflected, only
the first two terms of equation 2.20 are kept, which additionally implies ζ = 0.
This means one only considers the coating phase noise, across the mirror surface,
ξ̄, expressed by [114]

ξ̄ =

∫
ξ (~x) I (~x) d2~x∫
I (~x) d2~x

, (2.21)

ζ̄ =

∫
ζ (~x) I (~x) d2~x∫
I (~x) d2~x

. (2.22)

Equation 2.3 presented an expression for the power spectrum density, relating it to
the real part of the mechanical impedance. Furthermore, Z(f) can be expressed
as

Z (f) = −2πifx (f) /F (f) , (2.23)

where the force function is formed as a sinusoidal force,

F (t) = F0 cos (2πft) . (2.24)

Combining Eq 2.23 and 2.24 and assuming amplitude F0 acting directly upon
coordinate ~x, the expression for the power spectral density becomes
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Sx (f) =
2kBT

π2f 2

Wdiss

F 2
0

=
4kBT

πf

U

F 2
0

φ, (2.25)

where Wdiss is the energy lost per cycle of oscillation divided by 2π, U represents
the stored energy within the system, and φ is the loss angle.

The elastic energy within the coating can be represented as the sum of the
bulk energy UB and shear energy US, i.e.

Ucoat = UB + US. (2.26)

Further expansion of this expression includes proportionality to K and µ, where
K is the real part of the bulk modulus and µ is the real part of the shear modulus.
This can be expressed in imaginary form as

K̃ = K (1 + iφB) , (2.27)

µ̃ = µ (1 + iφS) . (2.28)

Furthermore, K and µ can be expressed in terms of the widely used Young’s
modulus and Poisson’s ratio, as

K =
Y

3 (1− 2σ)
, (2.29)

µ =
Y

2 (1 + σ)
. (2.30)

Similarly to expressions for K̃ and µ̃, Ỹ can be expressed as

Ỹ = Y (1 + iφY) , (2.31)

where φY is related to φB and φS as

φY =
(1− 2σ)φB + 2 (1 + σ)φS

3
(2.32)

and

σ̃ = σ +
i

3
(1− 2σ) (1 + σ) (φB − φS) . (2.33)
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In the case where φB = φS i.e. the loss angles are equal to each other, the
Poisson’s ratio function only contains real parts and therefore only loss angle
required is φY. However, there is no particular reason as to why the two angles
would be equal to one another.

In order to obtain an expression for the coating Brownian noise, one can even
consider a mirror surface coated with a thin single layer of coating. Comparing
the thickness of this coating layer to the overall area of the mirror surface, it
can be stated that the coating has a negligible effect on the substrate. We had
defined S̄x(f) ∝ Wdiss [Eq. 2.25], which can be expressed as

Wdiss = φsubUsub + φBUB + φSUS, (2.34)

where φsub is the loss angle associated with the substrate and Usub is the energy
stored in the substrate. Furthermore, Wdiss can be expressed as

Wdiss ≈
(
φsub +

UB

Usub

φB +
US

Usub

φsub

)
Usub. (2.35)

Since the thickness of the coating is very small in comparison to the substrate,
the mirror can be approximated as a half-infinite surface. This means that Usub

can be approximated as equal to the total strain energy stored in the sample. As
the coating adds on to the substrate loss angle, φcoat can be defined as

φcoat = φsub +
UB

Usub

φB +
US

Usub

φS. (2.36)

In order to evaluate these energy rations, one needs to apply a pressure profile
onto the coating-air interface. Levin [115] proposed that the profile of the applied
pressure should match the profile of the laser beam intensity, and since the laser
beam intensity follows a Gaussian distribution, a Gaussian pressure distribution
is applied.

p (~r, t) = p (r, t) =
2F0

πω2
exp

(
−2r2

ω2
0

)
sin (2πft) , (2.37)

or

= F0ω (~x) , (2.38)

where ω(~x) is expressed as ∫
ω (~x) =

∫
d2~xI2 (~x)[∫
d2~xI (~x)

]2 , (2.39)
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where I(~x) represents the light intensity.
For a Gaussian pressure distribution, constant in time, expression becomes

p (r) =
2F0

πω2
exp

(
−2r2

ω2

)
. (2.40)

Straightforward calculations give

UB

F 2
0

=
(1− 2σc) l

3

[
Yc

Ys
2

(1− 2σs)
2(1 + σs)

2

(1− σc)

+
1

Ys

2 (1− 2σs) (1 + σs) (1 + σc)

(1− σc)
2

+
1

Yc

(1 + σc)
2

(1− σc)
2

∫
ω2 (~x) d2~x (2.41)

and

US

F 2
0

=
2l

3

[
Yc

Ys

(1− σc + σc
2) (1 + σs)

2(1− 2σs)
2

(1− σc)
2 (1 + σc)

− 1

Ys

(1 + σc) (1− 2σc) (1− 2σs) (1 + σs)

(1− σc)
2 +

1

Yc

(1− 2σc)
2 (1 + σc)

(1− σc)
2

∫
ω2 (~x) d2~x, (2.42)

where l represents the coating thickness.
For a rectangular plate with dimensions (a× b× c) and thickness of coating

l, one can express UB

U
and US

U
as

UB

U
=
l

c

Yc

Ys

(
(1− σs)

2 (1− 2σc)

(1− σc)
2

)
(2.43)

and

US

U
=

2l

c

Yc

Ys

(
(1− σs)

2 (1− σc + σc
2)

(1− σc)
2 (1 + σc)

)
. (2.44)
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Substituting these expressions into Eq.(2.36) gives

φ = φsub +
l

c

Yc

Ys

(1− σs
2)

(1− σc)
2

[
φB (1− 2σc) + 2φS

(1− σc + σc
2)

(1 + σc)

]
. (2.45)

Equation 2.25 provided with an expression for the power spectral density
of the Brownian motion. Therefore, substituting Eq.2.45 into 2.25 gives a full
expression of the spectral density.

Independently, said spectral density has also been defined as

Sx (f) =
2kBT

π
3
2f

1

ωYs

{
φsub +

1√
π

l

ω

(
Yc
Ys
φ‖ +

Ys
Yc
φ⊥

)}
(2.46)

as shown in [116].

2.9 Coating thermo-optic noise

Thermal fluctuations within the coatings, used for the production of highly re-
flective surfaces are becoming of higher significance in optical measurements.
Thermo-optic noise can be considered as the coherent sum of contributions from
thermo-refractive and thermo-elastic noise. These two noise sources arise due
to temperature gradients within the test mass and more precisely within the
coatings of the mirror. These temperature gradients equivalently contribute to
fluctuations in the physical parameters of the coating. In the case of thermo-
elastic noise, this parameter is known as the thermal expansion coefficient, and
is denoted by α. Similarly, for thermo-refractive noise the fluctuating parameter
is the thermo-refractive coefficient, denoted by β and evaluated as dn

dT
, where n is

the refractive index [117].
An expression is obtained by Gorodetsky et. al. representing the spectrum of

thermoelastic contributions [118],

STE(ω) =
8√
2π

kBT
2α2(1 + σ)2κ

(ρC)2r3
0ω

2
, (2.47)

where kB is Boltzmann’s constant, T is the temperature, α is the thermal
expansion coefficient which is evaluated as 1

l
dl
dT

, σ is Poisson’s ratio, κ is the
thermal conductivity, ρ is density, C is specific heat capacity and r0 is the radius
of the beam and l is the length of a test piece at temperature T .

In the scenario of thermo-elastic noise, the equivalent displacements are quan-
tified within the change of the length l, occurring due to temperature differences,
resulting in expansion and shrinkage of l. In the case of thermo-refractive noise
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the equivalent displacements show a proportionality to the thermo-refractive co-
efficient, which is expressed as [118]

βeff =
n2

2β1 + n2
1β2

4 (n2
1 − n2

2)
, (2.48)

where β1 = dn1

dT
, β2 = dn2

dT
and the spectrum density can be computed to describe

fluctuations of surface displacements -

STD(ω) =

√
2β2

effλ
2κT 2

πr2
0

√
ωρCλ∗

. (2.49)

By comparing the two expressions, it is of interest to observe that the expres-
sion for thermo-elastic noise involves a proportionality to the coating thickness,
whereas in the case of thermo-refractive noise this dependence does not exist.

2.10 Conclusions

Thermally induced displacement noise is the primary dominating factor limiting
the sensitivity of gravitational wave detectors. In order to estimate the overall
contribution of temperature fluctuations it is necessary to combine the contribu-
tion of different effects. These will include thermo-optic noise as well as Brownian
coating noise and many more concerned not just with the thermal fluctuations
within the optical coatings, but within the substrates themselves. One of high
importance is Brownian coating noise, limiting the detector sensitivity, which
is the effect this thesis will mainly concentrate on by investigating the possibil-
ity of improvement on mechanical loss values which have not yet reached any
fundamental limits.

An alternative can be observed through the Fluctuation Dissipation Theorem,
where it is established that the power spectral density is proportional to the
temperature. This is the reason multiple detectors are to operate at cryogenic
temperatures. Throughout the experiments which are to be described in the
following chapters, the optical coatings analysed and characterised are intended
for room temperature gravitational wave detectors.
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Chapter 3

Coating development and
characterisation

3.1 Introduction

Chapter 2 establishes the motivation for the experimental investigations, pri-
marily related to thermally driven displacement noise. In this chapter, those
principles and theories will be connected to various experimental setups used to
verify or estimate different material properties. The main objective will be the
deposition of optical coatings, which could be used as highly reflective layers
on test masses, as well as the estimation of mechanical loss associated with the
optical coatings.

In order to estimate the mechanical dissipation of optical coatings, the vi-
brational modes of the coated resonator substrates are excited, and the natural
decay of these excitations are monitored. By comparing the uncoated mechanical
loss measurements with ones acquired post deposition, the value of the coating
loss can be calculated.

Substrates used throughout these experiments have gone through several stages
of heat treatment, as in some cases it was observed to maximise the optical prop-
erties of the coating material, i.e. lowering in φ, decrease min absorption, etc.
Compositional and characteristic analysis has been performed to inspect the de-
posited material as well as its compatibility with being used as a highly reflective
optical coating for interferometric test masses.
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3.2 Methods

3.2.1 Coatings

There are many deposition technologies that can be utilised for the formation of
materials. The alternating structure of optical coatings on the surface of gravita-
tional wave test masses requires thin films therefore such deposition methods are
of high importance. A thin film forms a layer in the thickness range from several
nanometres to about ten micrometers.

In general thin film deposition techniques can be categorised as either purely
physical, for example, evaporative methods, or purely chemical, such as liquid-
phase chemical processes. Alternatively multiple processes rely on a combination
of both processes as it is in the case of glow discharges or reactive sputtering.

Thin film deposition techniques can be categorised in four groups [119]:

• Evaporative methods, such as Molecular Beam Epitaxy (MBE);

• Glow discharge processes, such as Magnetron sputtering and Ion-beam sput-
tering;

• Gas phase chemical processes, such as Chemical vapour deposition;

• Liquid phase chemical processes, such as electroplating.

The choice of deposition technique is correlated with the desired material char-
acteristics of the deposited thin film. Furthermore, the discrepancy between thin
films and bulk materials can appear as differences in the morphology, structure
and properties in comparison to bulk properties.

Three deposition techniques are considered here, where the main utilised
method is a glow discharge process represented by a combination of ion-beam
sputtering with the usage of a microwave ECR source. The additional two ap-
proaches (Magnetron sputtering and Ion-beam deposition using a DC/Kaufman
source) were utilised at collaborating institutions, aiming to directly compare
elevated temperature depositions of tantala coatings.

Ion beam deposition

Ion-beam sputtering (IBS) deposition is a form of physical vapour deposition.
Gas is injected through a source which causes the ionisation of the atomic or
molecular species. The ions get extracted and accelerated towards a target which
through transfer of momentum cause the sputtering of the target material. These
atoms and molecules then adhere onto a substrate thus resulting in a thin film
on the surface of the substrate (Fig. 3.1).
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In universal terms coatings, developed by the use of IBS, are achieved at room
temperature, although the substrates may reach up to a temperature of 100◦ C.
Such a deposition system is useful for cases where the targets used may be solely
consisting of a metallic element but oxygen or other gas can be used to generate
a mix of elements.

Ion-beam sputtering deposition is the technique of choice for depositions of
highly reflective optical coatings due to the fact that during such deposition the
atoms impinging the substrate have higher kinetic energy which contributes to
the growth of a thin film in a more densely packed amorphous structure [120].
Additionally, ion-beam deposition produces compact and smooth films, and is
currently the only technique that can meet the scatter loss requirements of grav-
itational wave detectors [59].

Kaufman DC/RF source The general method employed for the generation
of an ion-beam is the use of a Kaufman source. Figure 3.1 shows a schematic
representation of different ion-beam/plasma sources. The basis of operation con-
sists of the emission of electrons from a hot cathode colliding with gas atoms,
resulting in the production of positive ions and electrons [121]. The shape of the
generated beam is dependent on many factors, including grid separation, plasma
density, etc., which can result in an alternating beam shape and current density.
Furthermore, the use of a Kaufman source has an additional drawback due to the
hot filament of the source which requires frequent maintenance. In order to avoid
the use of filaments for plasma generation two separate alternatives have been
developed - inductively coupled RF type source and microwave ECR source. For
the plasma generation using a RF source, RF power with frequency 13.56 MHz
is fed through a coil (flat or solenoid) which is embedded in a dielectric shield.
Due to the generated field electrons experience oscillations which in turn collide
with gas atoms and thus form a plasma [121].

The current gravitational wave mirrors are coated at LMA, Laboratoire des
Materiáux Avancés, where their setup consists of two chambers [123]. Chamber
1 contains the conventional Kaufman source, whereas chamber 2 is equipped by
2 radio frequency sources for co-sputtering. They are currently the only corpo-
ration which has the ability to perform high quality highly reflective coatings on
substrates large enough for gravitational wave detectors.

Microwave ECR source A key difference between an RF source and an ECR
source is the presence of a screen grid onto the source, which is not present in the
case of an ECR source. All of the coatings which are going to be accounted for in
this thesis were formed by ion-beam deposition however the particular systems
used were different to common IBS systems. The novel IBS apparatus uses a
single electron cyclotron resonance (ECR) source, developed by Polygon Physics
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Figure 3.1: Ion beam deposition processes. Representation of ion beam deposition
processes utilising different ion/plasma sources. Generally, the most commonly
utilised in industry are the hot filament Kaufman type (DC type) and inductively
coupled RF-type of plasma generation. The grid-less nature of the ECR-type has
potential for the production of thin films with minimum contamination. Images
taken from [122].

in Grenoble, France [124].
As mentioned, one main difference evident in the ECR source is the lack of ex-

traction grids, present in RF-IBS sources. Instead, through the usage of magnets
and electrostatic potentials, ions are driven out of the plasma cavity. Magnets
are placed around the plasma cavity, generating a magnetic field, whereas the
electromagnetic field is generated in microwaves introduced into the cavity.

This ECR source contains a small λ/4 microwave cavity tuned to 2.45 GHz,
which can operate for a range of extraction potentials ranging from 0 to 20 kV.
Argon gas is injected into the extraction cavity and as the cavity itself would be
held at a positive potential , would lead to the repelling of the atoms through
a small aperture. The atoms are then directed through the focus plate, and
depending on the voltage at which the plate is held, the shape of the beam
can be controlled. These atoms are then focused in a near-parallel beam, and
electrostatic optics are used to control the focus of the beam.

Such an IBS system is considered cleaner than commercially operated pro-
cesses. The advantages of the use of this ECR source include the fact that this
component is grid-less and also allows a range of extraction potentials ranging
from 0 to 20 kV, in comparison to RF-IBS, which only allows for potentials of
up to 2 kV [125]. However, in comparison with RF standard IBS systems, the
deposition rate is considerably slower within a range of 0.2 - 0.5 mA which in-
creases the duration of coating runs in order to achieve similar thicknesses to RF
sources.

72



Magnetron sputtering

Magnetron sputtering is a beam sputtering process developed in the 1970s. The
basic sputtering process of operation consists of the ”bombardment of the target”
with ions. These ions are generated in a glow discharge plasma, where once it
reaches the target surface the target material gets stripped and forms a coating
on the substrate surface. Magnetron sputtering is further enhanced through the
use of magnetic fields, which constrain the motion of the secondary electrons
in the vicinity of the target [126]. The magnets arrangement is such that the
position of one pole is at the central axis of the target, whereas the second one
is composed of multiple magnets surrounding the outer edges of the target. The
use of these magnetic fields traps these electrons, hence increasing the probability
of an ionising electron-atom collision. This results in a denser plasma, which in
turn increases the coating deposition rate.

3.2.2 Characterisation techniques

All the characterisation techniques which are covered in the following sections
have been performed on two types of substrates, both of which have been simul-
taneously coated. First type is a JGS-1 disc, made of fused silica and mainly
exploited as initial characterisation. Second type of substrate is a fused silica
cantilever with varying thickness, which was utilised as the primary substrate.
Further information regarding the production and treatment of the two substrates
is to be provided in section 3.3.1.

Thickness

Profilometry An indirect thin film estimation was performed on coated sub-
strates by using Dektak 3T which is a surface profilometer capable of estimating
thin film thickness in the range from 0.001 µm to 131 µm. Measurements are ob-
tained through electromagnetically driven diamond-tipped stylus scanning over
the surface of the sample. The detected electrical signals are converted through a
Linear Variable Differential transformer producing information about the surface
variation of the sample. This is solely performed on JGS-1 witness pieces, as it
involves direct contact, which may lead to scratching of the surface, as well as
regions which have remained uncoated. This way the apparatus evaluates the
difference in vertical amplitude and hence gives a corresponding film thickness.
This technique is considerable inadequate as the thickness of the coating on the
surface of the witness piece and cantilever need not be the same. This method is
mainly utilised for samples prepared in the smaller coating system (Section 3.3.2)
as the uniformity of coating depended on repeatability of deposition as well as
position with respect to beam and target.
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Ellipsometry Coating thickness measurements were performed using a Sen-
tech SE850 spectroscopic ellipsometer. This non-destructive optical technique
simultaneously characterises thin film thickness as well as refractive indices. The
system operates through the emission of polarised light in the UV-Vis-NIR spec-
tral ranges at a known incidence angle and the measured quantities are the ellip-
sometric angles which specify the change in amplitude and phase. Through angle
measurements and curve fitting models, the thickness of a thin film, in this case
a single layer, is therefore obtained. For the samples characterised within this
thesis, the wavelength range varied from 320 to 790 nm, and the same incident
angle of 70◦ was used, where optimal angles for maximum possible sensitivity are
expected in the range 55 and 70◦.

Cross section SEM The final technique for measuring the thickness of the
optical coatings is through the use of a SEM scanning electron microscope. The
microscope was a Hitachi Cold Cathode field Emission electro microscope con-
sisting of a backscatter detector, inner dispersive X-ray analysis detector and sec-
ondary electron detector. For the performance of the analysis, electrons, which
are generated by a cathode, are focused/accelarated by applied electric fields. The
interaction of this electron beam with the atoms on the surface of the sample re-
sults in the generation of secondary electrons, backscattered electrons and X-ray
photons. The energy of the secondary electrons is dependant on the accelerating
voltage and can be between 1 and 13000 eV.This in turn presents magnified im-
ages with a resolution of up to 1.5 nm. The composition can be assessed from
observing the backscatter electrons.

This method requires the breaking of the cantilever in order to perform mul-
tiple measurements of the thin film thickness and additionally evaluate the uni-
formity of the coating. Since this method involves the destruction of the samples,
it was chosen as a final evaluation due to the fact that post measurements the
remaining pieces are unusable. The main goal was to obtain an accurate reading
of the film thickness on the surface of the cantilever, due to poor coating unifor-
mity, which would not allow for a correlation between film thickness on witness
sample and cantilever, hence necessitating a direct measurement on the cantilever
surface.

Furthermore, at starting point of coating depositions using ECR sources, com-
positional analysis was performed to investigate the possibility of contamination
during deposition and therefore how to overcome this problem.

Elemental composition

In order to successfully deduce the elemental composition of the deposited films,
compositional analysis is required, which also enables a contamination investiga-
tion. Additionally, as multiple materials would be added as dopants to create
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mixed material coatings, the ratio of different elements needs monitored to cor-
rectly investigate the newly developed materials. The targets utilised within the
deposition processes did not have a fixed position within the coating chambers,
which further enables a possible discrepancy of the coatings.

Electron probe microanalyser The compositional analysis of the coating
is done with a JXA-8530F electron probe microanalyser (EPMA) consisting of
a Schotty field emission electron gun, enhancing the analysis capability [127].
EPMA is a non-destructive method for characterising chemical compositions of
solid materials. A high energy beam of electrons is used to generate X-ray charac-
teristics of elements within an analytical area of 0.1 µm across in size. The chem-
ical composition of the sample is determined through comparison of the X-ray
intensity from provided standards with the measured specimen whilst correcting
for absorption and fluorescence effects. The electron beam current varies from
10 nA to 100 nA, providing a greater precision over standard scanning electron
microscope (SEM) measurements.

Energy Dispersive X-ray Spectroscopy Electron microscopes have the abil-
ity to provide compositional quantification of materials through the addition of an
X-ray energy dispersive spectrum detector in an analytical electron microscope.
Within the microscope, high energy electrons are generated in the electron gun.
These electrons can ionise atoms within the sample leading to the ejection of an
inner shell electron. Subsequently, this ejected electron is replaced by a higher
energy electron, which has lost a portion of its energy through the emission of
an X-ray photon. The released photon contains energies characteristic of specific
electronic transitions within the target atoms, therefore the X-ray emitted can
be recorded as an X-ray energy dispersive spectrum (EDS) which contains ele-
mental information about the sample. The different X-ray wavelength emissions
correspond to different atomic structures of the elements and can be used as a
identification of the elements present in the sample. Through the analysis of
the areas under the X-ray emission peaks, either by using Cliff-Lorimer k-factor
method [128] or the Watanabe-Williams ξ-factor method [129], a quantitative
measure of the composition can be obtained.

The apparatus utilised within the characterisations of the coatings composi-
tion is a Hitachi TM1000 Tabletop Microscope, with an Oxford Instruments EDS
detector attachment. Elements heavier than sodium were measured, as Na im-
poses a limitation on the sensitivity of the detector [130]. Therefore it was unable
to measure the oxygen content and it could only provide the composition of the
heavier elements. However, the Ar content within the coatings was measurable
as it was a key component within the thin film depositions. As a result, the
elemental ratio between base and dopant could be obtained, however, it cannot
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be determined whether deposited coating is an oxide or a metal composite, and
further investigations are required to quantify the oxygen contents within the
sample.

Optical characterisation

Reflectance and transmission A photon RT UV-Vis-IR spectrophotometer
is used in the characterisation of optical properties of coatings. This instrument
is adopted for the direct measurement of reflectance and transmittance of the
material as well as the thickness of coating layer. For the coatings within this
thesis, the measurements were performed on JGS-1 samples, which were utilized
as witness samples throughout the deposition processes/runs. The quantities
necessary include the reflectance and transmission of optical coatings at a selected
wavelength range, where the ranges can be from 380 - 1700 nm up to 190 -
5200 nm. The optical coatings for gravitational wave detectors are required to
be highly reflective hence a condition implying a minimum transmission emerges.
The system is calibrated through transmission (without sample) and the absolute
transmission of the sample is calculated as the ratio between sample transmitted
intensity and calibrated blank transmission (100%). If one assumes no optical
losses, energy conservation implies 1 − R = T , where R is the reflectance and
T is the transmittance, and can both be presented as a function of the real
and imaginary parts of the complex refractive index. Once the reflectance and
transmittance spectra are obtained, model fitting allows for the estimation of the
refractive index and extinction coefficient, associated with the coating, as well as
the thickness of the thin film.

The procedure at which a spectrophotometer operates includes the measure-
ment of the intensity of electromagnetic energy at each wavelength. Electromag-
netic energy, which is collected from the sample is separated into its primary
components through a grating. The separate light components are then focused
onto an array detector where each intensity measurement corresponds to a pixel
from the array. The obtained data is further analysed providing a spectrum
displaying the intensity at each wavelength.

Optical absorption The optical requirement for coatings for gravitational
wave mirrors insists not just on materials characterised by low mechanical dis-
sipation, required to limit light scattering, but also on highly reflective surfaces.
Hence an additional requirement for the materials is low optical absorption, in
addition to reduced scattering of light. All the optical absorption characterisation
was performed at the University of Glasgow through the use of a technique known
as Photo-thermal Common-path Interferometer (PCI). The PCI technique, which
is a modification of photo-thermal spectroscopy has largely been developed at the
University of Stanford. The concept of this method is based on a pump/probe
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technique where a probe beam with a low power is used to establish the heating
effect of an absorbed pump. A focused high power pump beam is then used for es-
tablishing the modulations of the heating effect at specific frequencies. The probe
profile is distorted due to dn

dT
, causing an alteration from the Gaussian beam pro-

file due to interference [131]. The maximum of this interference is correlated to
the absorption coefficient, thus providing the measurement of the optical absorp-
tion. Current gravitational wave detectors operate at a wavelength of 1064 nm,
though alternative wavelengths at 1550 nm and 2 µm are considered for future
detector upgrades. Therefore, the majority of measurements were estimated at
these three wavelengths.

Mechanical

Young’s modulus Young’s modulus is a quantity required as known for the
qualification of mechanical properties of materials used as thin film coatings.
It can be expressed as the relation between the stress and strain, within the
material. The Young’s modulus of different materials, utilised in gravitational
wave research, has been widely studied, however within this thesis, pre-established
values for said parameter cannot be used. The alternative coating apparatus,
in addition to the deposition setup may result in a variation in the quantity,
hence direct estimation of Young’s modulus is necessary. The acquisition of this
parameter is performed by using a Harrison Triboscope retrofitted to a digital
instruments Multimode AFM with Nano-scope 3 controller.

The estimations are obtained through the use of an indenter in contact with
material surface. The indentation left from the non-ideally conical tip is analysed
thus providing an approximation of the ratio of the nominal hardness/reduced
Young’s modulus as well as the ratio of elastic work/total work. This ratio
corresponds to different values depending on the shape of the conical tip of the
indenter [132].

Using this information, as well as defining the nominal hardness as the ratio
of the maximum indentation load per cross section area of the indenter, enable
the calculation of Young’s modulus. Measurements vary slightly due to non-
uniformity of coating hence a reasonable mean value is used.

Mechanical loss Mechanical loss can be defined as the fraction of energy dissi-
pated in an oscillating system per cycle of motion. Oscillations within the system
are induced through excitation of the eigenfrequencies which are determined de-
pending on the geometry of the substrate. The evaluation of the mechanical loss
can be achieved through the measurement of the amplitude of oscillation during
decay. This takes the form
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A(ω0) = A0 exp

(
−φ (ω0)ω0t

2

)
, (3.1)

where ω0 is the angular frequency of a freely resonating eigenmode, A is the
amplitude at time t, and A0 is respectively the amplitude at time t=0. Through
the measurement of the time τ , time it takes the amplitude to decay to 1

e
A0, the

mechanical loss can be determined.
Cantilevers have both bending and torsional modes. The bending modes of a

cantilever of frequency f are [133]

fn = (knL)2 ts

4π
√

3L2

√(
Y

ρ

)
, (3.2)

where ts is the thickness of the substrate ribbon with length L, Y and ρ
are the Young’s modulus and density of material respectively. (knL) is a mode-
dependent constant which takes the values of 1.875, 4.694, 7.853, 10.996 and
14.137 for modes one to five. For cases where n is larger than 5, the constant can
be written as knL = π

2
(2n− 1). The process of measurement of mechanical loss

requires the excitation of these modes.
The main goal is determining the mechanical loss of the optical coatings. This

is evaluated through the measurement of both coated and uncoated stages. Prior
to a coating deposition on the surface of the cantilever, the mechanical loss of
said cantilever is measured. After a coating has been deposited the mechanical
loss of the sample is again measured. As the amplitude caused by the excitation
of vibration decays, energy is lost which is a combination of energy lost in the
substrate and the coating

Elost,total = Elost,substrate + Elost,coating. (3.3)

By dividing through 2πEstored,total, an expression is obtained for the mechan-
ical loss of a coated cantilever

φtotal =
Elost,subsrate

2πEstored,total

+
Elost,coating

2πEstored,total

. (3.4)

Since the thickness of the coating is significantly thinner than the thickness
of the cantilever ribbon, it can be approximated that Estored,substrate ≈ Estored,total.
Equation (3.4) becomes
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φtotal ' φsubstrate +
Elost,coating

2πEstored,substrate

. (3.5)

The term consisting of the energy ratios is equivalent to φcoating multiplied by
the ratio of energy stored in the coating to energy stored in the cantilever. Hence,

φtotal ' φsubstrate +
Estored,coating

Estored,substrate

φcoating. (3.6)

This enables the estimation of the mechanical loss of the coating, through the
measurements of uncoated and coated samples. The expression can be written
as,

φcoating '
Estored,substrate

Estored,coating

(φtotal − φsubstrate) . (3.7)

In order to appropriately evaluate Eq.(3.7), an expression for the ratio term
is needed. In order to define such a relation consider a beam of thickness ts and
length L and width y with a thin coating of thickness tc [Fig. 3.2]. The beam is
bent at an angle θ, and the radius of the arc of the circle is defined as R. The
elastic strain energy is stored in both the substrate and the coating. The elastic
energy stored within the coating can be shown to be,

Ec =
Yctcy

2L
∆L2, (3.8)

where Yc is the Young’s modulus of the coating and ∆L is the change in length
and it can be shown that it is equal to 1

2
tsθ [134].

The energy stored within the beam substrate can be estimated through the
approximation stating that when the shorter half of the beam is compressed, its
stored energy equals to that stored in the longer half when it is under tension.
Therefore it can be shown that,

dE =
Ysy∆L2

2L
dr, (3.9)

where ∆L can be expressed as ∆L = (r−R)θ and Ys is the Young’s modulus
of the substrate material.

Evaluating for half of the detected beam whilst substituting in for the expres-
sion for ∆L gives,
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Figure 3.2: A beam of width y and thickness ts with a thin coating of thickness
tc applied to one face. The beam is bent into the arc of a circle of radius R.
Original figure from [135].
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L
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Combining Eq.(3.8) and (3.10) leads to the expression,

Es
Ec

=
Ysts
3Yctc

. (3.11)

Substituting Eq.(3.11) into (3.7) gives,

φcoating =
Ysts
3Yctc

(φtotal − φsubstrate) . (3.12)
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3.3 Experimental setup and methods

3.3.1 Substrate preparation

The choice of substrate is deduced based on appropriateness towards the coating
material measured. Different materials can be used depending on the measure-
ment conditions for example. A requirement for these samples is extremely low
mechanical loss which allows a sufficient portion of the total energy stored within
the resonant modes of the sample to be stored in the coating. Hence, in this
case SiO2 was chosen due to its low mechanical dissipation at room temperature
measurements ≈ 1 - 5 × 10−6 rad. Silicon on the other hand is the choice for
operation at cryogenic temperatures due to its ultra low losses at low temper-
atures. The concept of a cantilever as a substrate was proposed by Berry and
Pritchett in 1975 [104]. Nowadays a cantilever consists of two individual pieces,
a ribbon and a clamping block, which are subsequently welded together creating
the cantilever standard. In order to assemble these substrates, a sample prepa-
ration is performed. Silica discs of diameter 76.2 mm in diameter and thickness
varying between 80 - 180 µm are diced into rectangular pieces with dimensions
45 mm x 5 mm, producing ribbon sections. Similarly, for the other component
of a cantilever, silica blocks are used with dimensions 12 mm x 12 mm x 3 mm.
Each of the ribbons are individually connected onto a clamping block through an
oxyhydrogen flame-welding process, with the use of an AQUARIUS 200 welding
apparatus. After welding, each of the cantilevers is cleaned through immersion
in a boiling solution of hydrogen peroxide (H2O2, 30% w/w H2O) and potassium
hydroxide (KOH). The reasoning behind the choice of these cleaning solutions is
due to the fact that both are echants which clean the surface of the sample as
well as remove residual material remnant from the welding process. Due to the
non-repeatability of the welding process however, the lengths of the cantilevers
vary. In some cases the edges of the cantilever are flame polished. This is done as
a consequence of the chopping of the silica disc, as it leaves uneven edges which
obstruct loss measurements. Depending on the thickness of the ribbon it can
both have a positive and negative contribution. Post cleaning all samples are
annealed on a Carbolite CSF 1200 oven, utilising an Eurotherm 808 temperature
controller, at 950◦ C for 5 hours.

The use of a clamping block originates due to the fragility of the substrates.
The block is used as a clamping component hence reducing the slip-stick losses
associated with the clamp. Furthermore, the employment of a clamping block
simplifies the handing of the samples reducing the risk of breaking, due to the
fragility of the ribbon component. Whilst the silica block is clamped in a stainless
steel clamp, the ribbon is electrostatically driven in attempt to excite resonance
which then decays uninterrupted whilst mechanical dissipation measurements are
executed. According to Quinn [136], the use of a clamping block with thickness
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exceeding the ribbon thickness by a large factor, ensure that the bending points
occur outwith the clamp.

In general, the losses observed on uncoated silica cantilevers range between
9×10−7 - 6×10−6 depending on the quality of the material as well as the surface
roughness.

For gravitational wave detectors operating at cryogenic temperatures, the
material of choice for the cantilevers is silicon due to its optical properties at
very low temperatures, i.e low optical absorption and low mechanical dissipation.
Such samples are not covered within this thesis as all the depositions and analysis
performed here are on silica samples.

Heat treatment is a procedure used in cases for uncoated and coated samples.
For each of these cases a different argumentation stands behind the annealing.
All heat treatments were performed in a Carbolite CSF 1200 oven, and the sam-
ples were covered by a silica disc close to the surface of the cantilever to minimise
particles on the sample surfaces. In cases of uncoated samples, heat treatment in-
volves annealing at 950◦C for five hours. The temperature value and the duration
of ’baking’ are based on the substrate material as in this case the values presented
are used for treating silica. 950◦C is chosen as an optimum temperature, due to
silica’s melting temperature of ≈ 1000◦C. Multiple durations have been tested,
from annealing for one hour up to annealing for 24 hours. The pre-deposition
heat treatment reduces the possibility of contaminants upon the substrate sur-
face, hence once a coating is deposited, there would not be defects due to dust
particles, etc. The period of five hours was the optimum time for which sub-
strates were annealed, since φuncoated measurements were more consistent and the
substrates exhibited lower loss.

3.3.2 Deposition

Within the University of Strathclyde there are two ion-beam deposition systems
and both contributed to the production of the optical coatings covered in this
thesis. The prototype IBS system (Fig. 3.3) is contained within a 400 mm in
diameter cylinder where the ionised beam hits a target at approximately 45 ◦, in
respect to which the substrates are placed at an angle of 60 ◦, onto a substrate
holder. The distance from the ground plate to the target position is ≈ 125 mm,
and the separation between target and substrate is ≈ 85 mm. The substrate
holder is a copper holder which contains a ceramic heater and furthermore has a
PT1000 resistor connected, used to monitor the temperature at which the samples
are treated. The addition of the heating element implements higher temperature
depositions which in some cases affects the optical properties of the coatings in
a positive manner. A maximum deposition temperature successfully achieved
was 500◦ C, where the stability of the coating process was not sufficiently stable,
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hence further depositions were limited to temperatures up to 400◦ C.
The second ECR IBS system (Fig. 3.4) within the University of Strathclyde

differs from the prototype system, yet it still employs the same ion source but con-
sists of multiple ion guns. The shape of the chamber is modified from the previous
cylindrical form and takes the shape of a cube with dimensions 600 ×600 × 600
mm (length, height and depth), with 2×2 ion guns connected on opposing walls.
The substrates, which are to be coated are mounted on a circular rotational stage
on the inside of the door of the chamber. Due to the introduction of a rotational
motion, the coatings produced are more uniform in comparison to the prototype
system. Furthermore, the dimensions of the vacuum chamber, enable the use of
multiple targets through a single deposition process. In order to compensate for
discharging during deposition, one of the ECR sources is used as an electron gun,
prior to the purchase and instalment of neutralizing components. The processes
are still performed under high vacuum (approx 10−6 mbar), but unlike the initial
system, it is not possible to perform elevated temperature depositions. Schemat-
ics of both structures are presented in Figures 3.3 and 3.4. The possibility of
multiple target materials allows for a more controlled doping of materials, since
in the single ion gun chamber, the coating composition is unverifiable prior to
the completion of the process. Additional characterisation of coatings produced
by both systems is also performed to account for repeatability and uniformity.

IBS makes higher quality films than magnetron sputtering but ECR IBS is not
a common technique for coating. It was shown to produce a-Si (amorphous sili-
con) with low optical absorption [137] and it is a promising technique to improve
the quality of coatings, hence the employment of this development technique.

Several alternative techniques have been utilised in the goal of estimating the
thickness of the coatings deposited on the cantilevers. These methods include
both non-destructive and destructive approaches. The reason multiple methods
are used is to decrease the uncertainty in thickness estimation. It is known that
tc � ts, where tc is the thickness of the coating and ts is the thickness of the
substrate. As the thickness of the coating is in the order of nanometres having
additional estimations allow for a more definite value of the thickness. These
techniques use direct and indirect measurements, and the final value is the mean
of all the measurements. These techniques include ellipsometry measurements,
based on reflection, Dektak measurements, through evaluation of witness samples
and the invasive cross section SEM measurement, which requires the breaking
of the substrate to enable estimations of coating thickness as well as thin film
uniformity. All of the mentioned techniques are covered in Section 3.2.2.
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Figure 3.3: Prototype ECR system. Image shows a schematic representation of
the components and geometry of the prototype ECR system. Images property of
Dr. Ross Birney.

3.3.3 Post-deposition thermal treatment

For coated samples, the verification of heat treatment differs slightly, and through
the use of reduced density function (RDF) analysis a correlation is established be-
tween the mechanical dissipation and distribution of atom-atom distances [135].
The observations indicated that as the post deposition heat treatment is in-
creased, the distribution of the bond lengths decreased and in turn the mechanical
dissipation at room temperature decreased [138]. Previous studies have shown
that annealing at a temperature of 600◦C (for example Ta2O5) has an appar-
ent effect on the atomic structure of the material, larger than achieved through
annealing at lower temperatures (300◦C, 400◦C). This heat treatment enables a
further reduction of homogeneity which can be explained as the structure begin-
ning to organise into regions of higher order [139]. Post deposition heat treatment
has proven experimentally as well as theoretically its contribution in reducing the
coating mechanical loss.

3.3.4 Mechanical loss measurements

This subsection will contain information about the apparatus used for mechanical
loss estimations as well as a verification of its utilisation. Figure 3.5 shows the
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Figure 3.4: Cuboid chamber IBS system, consisting of four ECR sources. The
left image includes a visual representation of the coating chamber and substrate
holder. The samples are mounted on a circular rotational stage operated by an
external motor. The right image shows the setup within the coating chamber
with dimensions 600 ×600× 600 mm. The ion sources are mounted on opposing
walls and are at an angle to one another to allow for the simultaneous deposition
of different materials.

design of the apparatus used for measurements of the mechanical loss factors of
the bending modes of the cantilevers.

A cantilever is clamped to a stainless steel clamp inside a vacuum chamber.
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Figure 3.5: Schematic representation of setup used for measuring the mechanical
loss of silica cantilever resonators. A silica cantilever is clamped onto a stainless
steel clamp. An electrostatic drive plate is used to excite the cantilever bending
modes. This excitation force acts on the sample, resulting in the polarisation
of the atoms in the cantilever. The split photodiode sensor measures the ring-
down amplitude of the excitation by tracking the motion of the cantilever shadow,
which is aligned with the split of the photodiode.

The clamp enables the easier handling of the samples, as well as a reduction of
slip-stick losses, however the tightness of the clamp is reflective on the measure-
ments. If the cantilever has been overly tightened there is a high possibility of
the clamping block breaking. If the clamp is too loose, this enables the move-
ment of the sample and energy due to the oscillations may be dissipated through
the clamping surface. After the clamping of the cantilever has been successful,
the component is placed inside a vacuum tank and evacuated to a high vacuum
state. A Triboscroll Dry Vacuum pump is used to reduce the pressure within
the vacuum chamber, where the pressure is monitored using a Grainlike-Phillips
Vacuum Gauge controller. Once the pressure within the chamber had reached
values ≈1 mbar, the vacuum chamber is further pumped down using a Turbo-
vac 450i turbo pump. The use of said turbo pump requires pressures lower than
atmospheric value, hence it was necessary to employ both pumping systems.
With the use of the turbo pump, vacuum chamber is evacuated to a pressure
≈ 2× 10−5 mbar. of An electrostatic drive plate, placed in close proximity to
the cantilever surface, is used to excite the bending modes of the cantilever as an
oscillating high voltage signal is applied at the frequency of the resonant mode
3.7. The excitation force acts on the cantilever, leading to the polarisation of the
atoms in the cantilever.
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Figure 3.6: Visual representation of 3.5. The image shows the geometry of the
individual components , including the path of the laser light. Image reprinted
from [140].

The ring-down amplitude is recorded with the use of a shadow sensors tech-
nique. This method traces the motion of the shadow of the cantilever as the
edge of it is illuminated by a laser beam. The equilibrium point of the shadow is
aligned with the split between the two photodiodes. As the cantilever oscillates,
the shadow moves from its equilibrium position. The signals the photodiodes
are subtracted and amplified. A Stanford Research systems SR560 Low Noise
Voltage Preamplifier is used to multiply the measured signal with a generated
sine wave[141]. Additionally, lock in amplifiers use a technique known as phase
selective detection, through the use of which very small signals can be detected
and measured, even in cases where the level of noise exceeds overwhelmingly the
power of the signal.

The sum of the sinusoidal waves can be deconstructed enabling the recording
of the frequencies of excitation. A high voltage signal ±5 Hz around the mode fre-
quency was sent through the electrostatic plate, leading to the detection of a peak
in amplitude caused by the excitation. As the peak frequency is deduced, voltage
signal is dropped to 0 V and the resonance is left to freely decay. The mechanical
dissipation is therefore evaluated from the exponential fit of the amplitude decay
with respect to time 3.9.
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Figure 3.7: Image of stainless steel clamp utilised in the measurement of me-
chanical loss. The clamping block of the cantilever sample was placed under a
smaller steel piece, attached to the clamp with two screws. By tightening the
screws, the sample was positioned and levelled within the clamp. Two copper
rods were placed accordingly to the length of the cantilever ribbon. The electro-
static plate was fixed on the two rods, at an approximate distance of 2-3 mm to
the ribbon.

3.4 Conclusions

Current gravitational wave detectors have been limited by coating Brownian
noise, imposing a limitation on the sensitivity of the detector, at frequencies
of interest. Research has been focused on developing new optical coatings for
the test mass mirrors, which are simultaneously characterised by low mechanical
dissipation and low optical absorption. Alternatively, operations at lower (cryo-
genic) temperatures have been considered. Throughout this study all materials,
developed and characterised, have been aimed to be utilised within detectors
operating at room temperature.

The temperature of operation of the observatories affects not just the HR coat-
ing, but the nature of the mirror substrate. For room temperature experiments,
the material chosen as substrate material is fused silica, where two different sam-
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Figure 3.8: Screenshot of a single mode excitation and its following ringdown,
monitored and controlled through programming software LabView. The left
graph shows the detection of the excitation and the respective frequency. The
right graph shows the measured ringdown of said excitation. Through the mea-
surement of the ring-down duration, the mechanical loss associated with the mode
is calculated within the program.

Figure 3.9: An Excel worksheet is utilised for the analysis of the recorded ring-
downs. An exponential decay trendline is fit onto the amplitude decay, leading
to the deduction of the loss of the specific ringdown of the specific mode. As each
clamp contained multiple measurements of individual decays, the averaged value
of all measurements per mode per clamp is used in the following analysis.

ples are used for specific characterisations. Fused silica cantilever samples are
fabricated through flame welding, and are subsequently utilised in the measure-
ment of mechanical dissipation, characteristic for the thin film coating. Fused
silica JGS-11 discs are used for the determination of material properties, which
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include coating elemental composition, amorphous-to-crystalline phase transition
temperature, optical absorption and complex refractive index.

A new method of ion-beam deposition has been developed, utilising a novel
ECR source, which allows for production of improved optical coatings in com-
parison to similar deposition methods. Two IBS systems had been constructed,
one operating with a single ECR source, and the second one operating with up
to four sources. Additionally, the single ECR source system enables the deposi-
tion of thin films at elevated temperatures, which has been considered of interest
for improving current optical coatings. The multi-sourced system, though only
operating at room temperature, allows for the simultaneous deposition of mixed
material films, and it improves monitoring and control of the deposition process.
During deposition in both ECR systems, coating was deposited on both a silica
cantilever and a JGS-1 witness piece.

For each deposited film, using the JGS-1 fused silica disc, optical and mechan-
ical properties are obtained. The cantilever sample is primarily used in measuring
the mechanical dissipation, characteristic for the coating. Heat treatments prior
and post-deposition have been proven advantageous to the coating characteris-
tics. Pre-deposition annealing improves the consistency of the substrate material,
whereas the post-deposition heat treatment reduces the mechanical dissipation
and optical absorption of the coating.

Utilising this novel deposition technique and analysing the subsequently de-
veloped optical coatings can potentially lead to the improvement of coating prop-
erties and hence overall reduction of coating thermal noise.
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Chapter 4

Mechanical characterisation of
ion-beam sputtered tantala
coatings

4.1 Introduction

Ion-beam sputtered coatings have been utilised in all ground based gravitational
wave detectors. The thermo-mechanical properties of typical coating materials
will vary and will have different temperature dependences, which can lead to
different optimum coating choices for different operational temperatures. The
coatings studied here will be characterised at room temperature only, however
further work would be required to assess for use at lower temperatures.

As discussed previously, the optical coatings for gravitational wave detector
mirrors require high reflectivity, low optical loss and scatter, in addition to low
thermal noise. The reflectance of the multilayer coatings is enhanced through
increasing the number of quarterwave optical thickness layer pairs and choosing
materials with higher refractive index contrast. The greater the difference in
refractive index, the fewer layers needed to achieve the same reflectivity. Since
coating thermal noise is proportional to the thickness of the optical coatings,
reducing the number of layers will lower the level of thermal noise, for a given
mechanical dissipation. The low refractive index layer, nL, is currently composed
of amorphous silica, where nL = 1.45. The high index material employed is titania
doped tantala, with concentration of 25% TiO2 to 75% Ta2O5, with a value of
nH = 2.03 [142]. Prior to the introduction of the dopant material, tantala was
the sole component of the high n layer, however it is also the dominating source
of mechanical loss comparatively to amorphous silica hence an adjustment was
required to reduce said dissipation [143]. This was achieved through the addition
of a dopant, in this case TiO2, which not only contributed to a reduction in
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mechanical loss, but due to TiO2’s high refractive index (nH = 2.61), increased
the overall reflectivity of the high index layers. Even with this reduction, the
high index layers remain the dominating source of mechanical dissipation and of
Brownian thermal noise, hence the most important constituent within the coating
layers to be improved or replaced.

It is important to highlight that the mechanical loss depends on various fac-
tors, including the composition and the atomic structure, as described by the
two-level system (TLS) model mentioned in Chapter 2. The atomic structure
can vary depending on the deposition parameters (synthesis conditions) and the
post-deposition heat treatment and annealing [2]. It is therefore important to
consider optimised deposition conditions and annealing regimes of existing coat-
ing materials, in addition to new potential coating materials including new alloys
of tantala.

The first reported investigation of elevated temperature ion-beam deposition
of pure tantala films is described in the following sections, in addition to investi-
gating the difference when sputtering from a pure oxide and pure metal targets.
Results will inform the wider gravitational wave detection community regard-
ing methods by which the current mirror coatings can be fabricated with lower
thermal noise without the need to change the coating materials used.

4.2 Experimental procedure

4.2.1 Substrate preparation

The characterisation of the deposited thin film materials was carried out using two
different types of fused silica samples. Fused silica (JGS-1 type) cantilevers were
used as mechanical resonators in order to estimate the mechanical dissipation.
The same silica material was used to fabricate 20 mm diameter, 1 mm thickness,
disks used for optical characterisation in addition to mechanical/compositional
analysis by XRD (X-ray diffraction), EDX (energy-dispersive X-ray spectroscopy)
and WDX (wavelength dispersive X-ray spectroscopy). Cantilevers of different
thickness were evaluated between ∼ 100 → 200 µm, showing that thinner sub-
strates exhibited lower levels of mechanical loss. This could be due to the surface
quality being improved as the silica material was polished down further [144], or
else could be consistent with recoil losses in the clamp for thicker resonators [145].
No further investigations were carried out, however thinner cantilevers were cho-
sen in order to more precisely estimate the mechanical dissipation of the film, as
shown in Equation 3.11. Prior to any measurements or depositions, all cantilever
substrates were annealed at a temperature of 950◦ C for approximately 5 hours.
In the case of the witness samples, there is no prior treatment before deposition.

In order to assess the mechanical loss of the coatings, it was necessary to
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measure all of the relevant resonant modes of the uncoated cantilevers. This
was important as each mode can have different mechanical dissipation due to
intrinsic frequency-dependant loss mechanisms and/or due to inhomogeniety in
the cantilever thickness and surface quality. The freely-decaying ringdowns of
each more was measured between 3 → 6 times for at least 4 separate clampings
of the sample. The average mechanical loss was evaluated for each mode for each
clamp, and the minimum values were taken to be the intrinsic dissipation of the
cantilever. Note that it is not possible to measure a mechanical loss below that
of the intrinsic material.

For each coating deposition, a disk and cantilever sample were mounted on
the surface of a substrate holder/clamp. The cantilever was position to be in
the centre of the deposition plume, resulting in the JGS-1 disk being located
off-centre and thus receiving a thinner coating. Previous studies [137] have pre-
sented a relation between the thickness of the deposited coating on the surface
of the witness sample and cantilever in the form of a multiplication constant. In
this study, for accuracy, the thickness of the witness sample coating was evalu-
ated using profilography, whereas the cantilever coating was estimated through
a cross-sectional image. For the study of Ta2O5 this interconnection was further
investigated through additional SEM measurements, showing a significant un-
certainty in the previous scaling factor due to the manual placement of samples
within the deposition system.

4.2.2 Deposition parameters

Elevated temperature depositions were performed on silica cantilevers in the tem-
perature range from 25◦ C to 500◦ C, where two different targets were utilised
for the deposition of the same thin film, i.e. a pure Ta metallic target and a
Ta2O5 target, with the goal of depositing tantulum pentoxide in both cases. Per-
forming the complete study utilising a single deposition apparatus enables the
comparison between room temperature and elevated temperature depositions,
and furthermore will provide a direct comparison on how the optical properties
of the coatings may differ under different deposition conditions. It is important
to note that standard ion-beam deposition will use quartz radiative heaters to
reach substrate temperatures in the range 200→ 250◦ C [146], however the moti-
vation is typically for improving refractive index stability during long deposition
runs that are strongly affected by temperature. The depositions were performed
on the cylindrical (prototype) deposition system, and the deposition parameters
were kept as constant as possible excluding the deposition temperature. The ion
gun was set at 11.720 kV for all runs, and the sputtering was performed on a 4
inch target, Ta or Ta2O5, positioned at 45 degrees to the beam. Throughout each
coating run, additional to the cantilever, a witness silica sample is placed in close
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proximity to the thin substrate.
The deposition parameters for the separate coating sets are summarised in

tables 4.1 and 4.2. Despite the consistency of deposition parameters, a variation
was still exhibited in the deposition rates and therefore coating thicknesses. Since
no clear relationship was found between deposition rate and key parameters, such
as the extractor current, it was assumed that this variation arises from the manual
placement of the targets and samples in each run.

Table 4.1: Parameters of tantalum pentoxide elevated temperature runs, deposited

from a metallic Ta target
Deposition temperature (◦C) 25 100 200 300 400
Average deposition temperature (◦C) 33.0 100.5 205.7 311.8 413.4

Extractor current (mA) 0.31 0.30 0.31 0.28 0.27

Duration (hrs) 23.9 26.5 27.0 29.5 29.5

Coating thickness witness sample (nm) 290 327 N/A N/A N/A

Coating thickness cantilever (nm) 489.5 535.0 588.0 786.3 751.0

Deposition rate (nm/hr) 20.47 20.19 21.78 26.69 25.56

Table 4.2: Parameters of tantalum pentoxide elevated temperature runs, de-
posited from a Ta2O5 target. Depositions are presented in order of coating.

Deposition temperature ◦C 25 400 300 200 100 500
Average deposition temperature (◦ C) 32.6 421.3 323.5 217.9 115.1 527.0

Extractor current (mA) 0.19 0.21 0.22 0.21 0.21 0.21

Duration (hrs) 30.0 30.0 31.4 29.5 30.0 26.5

Coating thickness witness sample (nm) 198.0 228.0 265.0 270.0 278.0 271.0

Coating thickness cantilever (nm) 342.4 394.3 458.5 467.1 480.9 468.8

Deposition rate (nm/hr) 11.4 13.1 14.6 15.8 16.0 17.7

In order for the sputtering to be achieved, injection of gases is required. In
the case of this set of optical coatings the gases used were argon and oxygen,
where the gas flow was kept under the same parameters. For all depositions,
the base pressure of the chamber was approximately 6.8× 10−6 Torr. Prior to
deposition, vacuum chamber was baked at a temperature of 200◦ C for ≈ 1 hour
to minimise the probability of contaminations within the chamber as no gas com-
position measurements were performed before or after the completion of coating
process. Argon gas was inserted through the ECR source reaching a pressure of
6.0× 10−5 Torr. Oxygen gas is released in the background, increasing the sys-
tem pressure to 1.0× 10−4 Torr. The oxygen content was approximately 3 times
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higher whilst using the oxide target, in respect to the sputtering using the metal
target. It was expected for less oxygen gas to be required throughout the deposi-
tions, however coupling of currents, associated with the extractor and focus plate
of the ion gun, could only be averted through the increase of the oxygen content.
The occurrence was problematic and requires further investigation, regarding the
vacuum system atmosphere, visual access to the deposition process.

For the set of coatings sputtered from the Ta target, the sequence of deposi-
tions was 25◦ C, 100◦ C, 200◦ C, 300◦ C and 400◦ C. A deposition at 500◦ C was
attempted, however the excessive temperature caused instabilities in the coating
process, disrupting the plasma flow and therefore the uniformity was poor and
composition was non-stoichiometric. Due to this, the 500◦ C sample was analysed
but not included in the average estimations of the optical and mechanical prop-
erties of the material. The duration of coating deposition varied independently
for each run. The goal was to deposit for approximately 24 hours, where in some
cases, lower currents implied slower deposition rates, hence the deposition time
was increased. On average the deposition process continued for 27 hours. There
was no obvious trend regarding the deposition rate between coating runs. On av-
erage there was a variation in deposition rate of 6%, where the average deposition
was estimated as 22.8 nm/hr ± 13%.

For the coatings directly deposited from the Ta2O5 target, the order of depo-
sitions was 25◦ C, 400◦ C, 300◦ C, 200◦ C, 100◦ C and 500◦ C. Based on initial
comparisons of mechanical losses from the coatings deposited from the metal
target, it was deduced that a Ta2O5 deposition at 400◦ C was most promising.
Therefore the 400◦ C deposition was performed immediately after the room tem-
perature. Furthermore, an additional coating was developed at a temperature
of 500◦ C. The coating system remained stable during this deposition, however
multiple air fans were directed at the coating chamber to reduce the outer sur-
face temperature of the chamber. Based on previous research conducted, it was
established that depositing using an oxide target is slower compared to a depo-
sition from a metal target irrespective of the deposition technique [147], hence
duration of depositions was aimed at ≈ 30 hours. In the case of coating deposited
at 500◦C, the deposition time was reduced to 26.5 hours, to reduce the risk of
safety hazard, since the system could not be monitored continuously. With each
subsequent run the deposition rate increased. On average the deposition rate was
approximated as 14.79 nm/hr ± 020%. The average increase in between sputter-
ing runs was estimated as ≈ 9%. This was consistent with the known relationship
between the deposition rate and the target material [147]. By directly comparing
the deposition rate of the two sets of coatings, it was deduced that using a Ta
target enabled 35% faster deposition than utilising the Ta2O5 target.

The main goal of this study was to explore new deposition parameters for the
fabrication of tantala-based optical coatings with lower mechanical dissipation,
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and thus thermal noise. It is important to note that, despite best efforts, other
deposition parameter varied between deposition runs due to the challenge of find-
ing conditions that allowed the stable operation of the ion source. In particular,
the rate of sputtering is a possible factor affecting the coating loss angle of the
films. It has been theorised [148] that slower depositions allow for a more densely
packed structure, however, it also enables the possibility of contamination on the
surface of the substrate. Therefore, the next step required the direct character-
isation of the coating loss angle for the slower deposited coatings, which would
directly relate the sputtering rate to the mechanical loss of the coatings.

4.3 Results

4.3.1 Film thickness

As mentioned, two samples were coated in each run, with the intention of using
the JGS-1 silica disk for carrying out optical and thickness characterisation of
the films. The initial thickness of the cantilever coatings was taken from these
disks and applying a scaling factor, since the cantilevers were centred within the
deposition plume [2]. Once the mechanical loss of the coated cantilevers was
fully characterised, SEM cross sectional imaging was used to measure the coating
thickness and thus reduce the uncertainty in the coating loss calculations.

Furthermore, based on the evaluations of the coating thicknesses, it was ob-
served that each coating did not experience the same deposition rate. For the
depositions from the oxide targer, each subsequent coating deposition showed an
increased rate. As all the deposition parameters were kept nominally identical
between runs, it could be assumed that an uncontrolled variable within the de-
position process was responsible. One possibility was that the target became
increasingly metallic between deposition runs, and therefore the deposition rate
was observed to increase [149]. The slow rate of deposition associated with these
ECR sources could also allow a higher degree of contamination incorporation,
which could vary between the deposition runs. Further investigation is required.

4.3.2 Optical properties

Transmission

The optical transmission of the tantala coatings was obtained for each deposition.
The number of interference extrema in a given spectral region is correlated to
the films optical thickness, and thus associated with the physical thickness and
the refractive index. The measured transmittance is evaluated as the ratio of
transmission of the substrate and the transmittance across the back face of the
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Figure 4.1: Cross-sectional image of cantilever as measured on a SEM. Images
represent the visual boundary separation between the substrate material and
the deposited coating. Left image shows a coating with thickness of 580 nm.
Right image shows coating with thickness 599 nm. These images were used as
a direct evaluation of the coating thickness variation upon the surface of the
cantilever. Such evaluation was necessary to study the coating uniformity and
surface roughness.

substrate, usually annotated Ts, and is evaluated as
4n0n2

(n0 + n2)2
, where n0 is the

refractive index of air and n2 is the refractive index of the substrate, in this case
SiO2.

As shown in Figure 4.2, the transmission spectra, T , can be obtained from the
various coated substrates within the studies detailed here. The optical reflectance,
R, can also be obtained, which provides a more accurate estimation of the films
refractive index, and the ability to measure optical absorptions down to around
k ≥ 1× 10−4. Optical modelling software, SCOUT, was used to simulate and fit
modelled T and R spectra to the measured data, and provide estimates for n,
k, and physical thickness of the film. Multiple measurements of each film were
taken to assess the variation in film thickness. As discussed previously, the film
thicknesses calculated from the optical spectra were used to assess the mechanical
loss of the coatings, since the thickness plays an important role in the energy ratio,
until the direct film thicknesses were measured at the end of each study.

n and k fitting

The refractive index of the developed tantala coatings also plays an important
role in defining the number of bi-layers to achieve the required reflectivity in a
gravitational wave detector, since the reflectivity is defined from the refractive
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Figure 4.2: Transmittance of Ta2O5 coatings using a metallic Ta target deposited
at 25◦ C, 400◦ C and 500◦ C on prototype ECR IBS system. The number of
peaks in each spectra can be used to additionally determine the film thickness of
the coating. Image taken from [2].

index contrast between the high- and low-index materials.
The determination of the real and complex parts of the refractive index are de-

termined using the Kramers-Kronig method [150], which requires the reflectance
or transmission of the combined substrate-film sample to be known for a range
of wavelengths. Using the measured spectra enables the calculation of the phase
changes as a function of wavelength. Figure 4.3 presents the calculated n and k
as a function of wavelength, which have been modelled from the obtained trans-
mittance spectrum, T .

In order to obtain the optical constants for the thin film, curve fitting models
are required for the multi-wavelength spectrum, where the dispersion of said
optical constants is represented by the dispersion equations [150].

Figure 4.3 presents the real and imaginary parts of the complex refractive
index of a tantulum pentoxide coating fabricated in the ECR IBS system. The
increase in n at lower wavelengths is due to the absorption associated with the
mobility gap in the film, however the wavelengths of interest in this case, 1064 nm
and 1550 nm, are far away from the mobility gap and associated Urbach tail. Op-
tical parameters for ion beam deposited tantala coatings, presented by Demiryot
et.al. 1985 [151], were similarly calculated using the transmittance spectra of each
film. By comparing the data obtained for the two different deposition techniques
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Figure 4.3: n,k. By using a modelling software, measured data is compared
to pre-calculated models. The matching of a measurement to a model enables
the evaluation of the refractive index and extinction coefficients as a function of
wavelength. Image from [2].

for coatings of the same nature, it is shown that optical properties of ECR devel-
oped coatings do not deviate significantly as compared to standard Kaufmann or
DC ion-beam sputtering.

Despite the previous successes of fabricating ultra-low optical absorption a-Si
films using the ECR ion-beam deposition process [137], it is important to verify
that low optical absorption can also be achieved in oxide films. For example,
the low deposition rate will increase the probability of contaminations being in-
corporated due to residual gas species in the vacuum chamber. Furthermore,
through the characterisation of the absorption coefficient of the optical coatings,
the stoichiometry of the thin films can be confirmed. Suboxide-composite films
or oxygen deficient films are expected to be absorbing and dispersive unlike the
stoichiometric Ta2O5 films. The absorption spectrum as a function of wavelength
can further be related to the mobility gap.

Optical absorption

Absorption of light induces a thermal lens within the mirrors of gravitational wave
detectors, creating instability within the optical cavities that required thermal
compensation [152]. Diagnostics performed on the Fabry-Perot cavities deduced
an optical absorption and scatter of 1.5 ∓ 0.8 ppm (parts per million) at a wave-
length of 1064 nm [153]. At this wavelength, tantulum pentoxide has been known
to exhibit very low optical absorption, justifying it as a suitable coating mate-
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rial. Furthermore, this material has been observed to have scattering lower than
10 ppm [154], additionally to a sub-ppm optical absorption upon annealing [142].
A constraint was imposed on the absorption and scattering levels of optical coat-
ings, restricting the absorption to values lower than 5 ppm and scattering lower
than 5 ppm. Multiple techniques can be utilised, however, the characterisations
here were performed using the PCI technique, employed at Stanford University
and University of Glasgow.

Figure 4.4: Optical absorption as a function of deposition temperature for tantu-
lum pentoxide coating developed via IBS using an ECR source. For completeness
absorption was estimated at both 1064 and 1550 nm. There is no apparent corre-
lation between the deposition temperature and the optical absorption, however,
a wide range of values was observed for the RT deposited coatings. The lowest
measured optical absorption value appeared as 12.1 ppm at 1064 nm and 7.4 ppm
at 1550 nm. Original plot by [140]

Furthermore, it was deduced that the coating deposition technique affected the
absorption of the optical coatings. Even though DC magnetron sputtered Ta5O2

coatings exhibited a lower mechanical loss after heat treatments in comparison
with literature [2, 155, 156], the optical absorption averaged at 85 ppm [135].

Figure 4.4 presents the characterisation of optical absorption of pure tantala
coatings deposited using via IBS for wavelengths of 1064 nm and 1550 nm, where
the data presented was acquired prior to heat treatment of the thin films. The
lowest optical absorption at a wavelength of 1064 nm was measured as 12.1 ppm,
similar to the lowest values of absorption in as-deposited films [157]. The greater
range of values observed at room temperature may simply be associated with the
larger sample set, and further study is required to understand potential trends. It
is interesting to note that the majority of values at room temperature lie between
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10 and 100 ppm (Figure 4.4), again consistent with high quality standard IBS
coatings.

Optical absorption has been shown to reduce following post deposition heat
treatment. However, such treatment typically entails a well-defined maximum
temperature limitation due to the possibility of structural/phase changes within
the coating. The ECR tantala coatings remained amorphous up to heat treat-
ments at 600◦ C. Since the optical properties of Ta2O5 films have been well
studied, with absorptions routinely observed below 1 ppm [142], no additional
optical absorption characterisation was performed. The aim here is to investi-
gate the reduction of mechanical dissipation associated with elevated temperature
deposition.

4.3.3 Structure

Elevated temperature deposition and post-deposition annealing treatment have
been considered as important steps in the development of lower mechanical loss,
highly reflective optical coatings [158]. However, a limitation is imposed on both
the deposition and annealing temperature set up by phase change of the material
from amorphous to crystalline. For the coating developed using the ECR ion
source, thin films remained amorphous up to temperatures of 650◦ C, above this
temperature, Ta2O5 will undergo a phase change and become poly-crystalline.
Poly-crystalline coatings, due to grain boundaries within the materials, can ex-
hibit high levels of optical scatter, in addition to exhibiting higher levels of me-
chanical loss due to friction and the grain boundaries [135]. It can be seen in Fig-
ure 4.5, that coatings developed using the prototype IBS system showed peaks
which are indicative of crystallisation within the material structure when heat
treated at 700◦ C. As higher temperature depositions reached a temperature of
500◦ C it was necessary to verify that the optical coatings remained in an amor-
phous state up to such temperatures. If post-heat treatment, the structure is
crystallised, it is characterised as a β−Ta2O5, i.e. it is in its orthorhombic phase
[159].

Heat treatments were performed pre- and post-deposition, as well as in fur-
ther treatment cycles. Heat treatment has been proven to improve optical and
mechanical properties of materials, hence it has been implemented as a follow up
procedure after deposition. Since coatings are required to remain in an amor-
phous state, crystallisation temperature is limiting the thermal processing. As
the coating needs to remain amorphous, XRD (X-ray diffraction) scans were per-
formed on witness samples as deposited and after subsequent heat treatments.
Both cantilever and witness sample were annealed at temperatures up to 600◦C.
Subsequently, cantilever samples were used for the obtaining of mechanical loss
measurements, whereas the JGS-1 discs were utilised in XRD scans used for de-
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Figure 4.5: XRD spectra of IBS ECR coatings. (Top) Figure presents data of a
Ta2O5 coating deposited at 300◦ C, after a heat treatment at 700◦ C. Post heat
treatments at 700◦ C, coating was no longer amorphous and had crystallised. The
crystalline feature are shown on the plot. (Bottom) Tantala coating deposited
at 500◦ C. The sample had not been heat treated, showing that prior to any
thermal processing the coating showed no crystalline features and remained in an
amorphous state. From the two plots it is evident that ECR deposited tantalum
pentoxide coatings remain amorphous above 500◦ C.

duction of state of material, i.e. to determine the temperatures where the optical
coating remain amorphous. In the case of Ta2O5 optimum annealing temperature
was established as 600◦ C, since at temperatures at, or above, 700◦ C, the coat-
ings appeared crystallised. Regarding deposition temperature, it is interesting to
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Figure 4.6: XRD diffraction patterns for ion beam deposited tantalum pentoxide
films, sputtered from an oxide target. Before (top) and after (bottom) anneal-
ing at 600◦ C. The temperatures listed in the graph correspond to the different
substrate temperatures during deposition. XRD scans were carried out using a
Siemens D5000 X- ray diffractometer at room temperature with Cu K radiation
(λ = 0.154 nm) in the range of 2θ between 20◦ and 80◦. Images reprinted from
[2].

note that the ECR IBS coatings remained amorphous at up to 500◦ C, whereas
DC sputtered materials showed signs of crystallisation at temperatures of 480◦ C
[2] (Figure 4.6). It is likely that this is due to IBS coatings being more densely
packed, hence suppressing crystallisation [160]. Additionally, coatings deposited
using magnetron reactive sputtering [161], and RF sputtered thin films [159], re-
mained amorphous after thermal processing at temperatures higher than 600◦ C.
Therefore, the transitional temperature separating the amorphous and crystalline
stage of ECR IBS coatings is consistent with the specified alternative deposition
methods (Magnetron sputtering and RF sputtering) for pure tantala.

4.3.4 Mechanical properties

Young’s modulus

Young’s moduli of both the substrate material and coating are required for the
characterisation of the mechanical dissipation, in addition to the estimation of
the thermal noise performance, of the optical coatings. The Young’s modulus
of silica has been extensively studied by other authors, and an average value
of 72 GPa was used for the calculations [162, 163, 164]. In the case of the
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tantulum pentoxide coatings, a pre-established value cannot be easily used, since
this material does not naturally exist in an amorphous state. In the studies
detailed here, witness samples for each deposition run were analysed using a
nano-indenter, which provided multiple measurements of Young’s modulus. As
an average for the tantulum pentoxide coatings, Young’s modulus was evaluated
as 140±10 GPa.

Mechanical loss

Mechanical loss measurements were performed using the technique described in
Chapter 3. All uncoated cantilevers had been heat treated simultaneously, re-
ducing the variability of thermal conditions. The substrates had been coated
in nominally identical conditions where the only difference was the deposition
temperature.

In order for the coating mechanical loss to be calculated, knowledge of multiple
properties are required, as shown in Equation 3.12. As stated, the thickness of the
deposited coatings were assessed through a variety of non-destructive techniqus,
followed by a final direct measurement which was destructive but had the lowest
uncertainties. The thickness of the silica cantilever substrates is also required,
and was estimated through both analytical [165] and computational techniques,
through least squares or incremental fitting between the measured and modelled
resonant frequencies. For the computational simulations, the cantilever was mod-
elled using Ansys Finite Element software, using the modal analysis technique
[5]. The measured modal frequencies were found by exciting the resonances of the
cantilevers by using a frequency-sweep in the electrostatic driving potential, and
identifying the resonant peaks in the FFT of the optical displacement readout
signal, as described in Chapter 3.

The mechanical ringdowns of each mode, from ∼ 100 Hz → 10 kHz, were
measured around 5 times, for each clamping of the sample. The samples were
typically re-clamped six times, which involved breaking the vacuum. This was
important because the clamping condition could affect the resonant coupling to
the cantilever, in addiiton to changing the friction between the clamping block
and the clamp [145]. Therefore the lowest mechanical loss values could be taken
from the individual sets of ringdowns, as these would represent measurements
where the external sources of dissipation were minimised. This methodology was
followed for all the steps of the study, i.e. where the cantilever was uncoated,
coated and following each annealing step.

As shown in Figure 4.3.4, the mechanical loss reduces for all coatings after
annealing at 600◦ C. The lowest obtained loss value for a deposition using the
Ta metal target was performed at 200◦ C and it was estimated as 2 × 10−4 rad.
Across all deposition temperatures, the post heat treatment allowed all measured
mechanical losses to become lower than 5× 10−4 rad.
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Figure 4.7: Mechanical loss angle for Ta2O5 deposited using a Ta target. Films
were deposited at a range of temperatures - from 25◦ C to 500◦ C. Due to con-
tamination upon the surface of the 500◦ C study, said sample was excluded from
the data set. Lowest loss was obtained for coating deposited at 200◦ C, following
a heat treatment at 600◦ C. On average, all losses decreased to an average value
of 5 ×10−4 rad post heat treatment.

The coating showing the lowest loss for the depositions using an oxide target
was the coating deposited at 200◦ C. An overall evaluation provides an average
loss of 7 × 10−4 rad pre-annealing and 3.5 × 10−4 rad post heat treatment. There
is a factor of two improvement.

4.4 Conclusion

In total two sets of six samples had been coated with a Ta2O5 coating at ele-
vated temperatures, individual sets differing solely on target composition used
during deposition. They will be referred to based on the nature of the coating
material, i.e. in set 1 the target used was a Ta metal target, whereas in set 2,
the target utilised was a Ta2O5 oxide target, hence the sets will be referred to
as metal and oxide, correspondingly. The substrates used in both sets had been
prepared simultaneously. Each set of depositions included coatings performed at
room temperature (25◦ C), 100◦ C, 200◦ C, 300◦ C, 400◦ C, and 500◦ C, where
only one coating performed at a temperature of 500◦ C was successful. All 12 can-
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Figure 4.8: Mechanical loss angle for Ta2O5 deposited using a Ta2O5 target.
Films were deposited at a range of temperatures from 25◦ C to 500◦ C. The
lowest loss was obtained for coatings deposited at 200◦ C with an average loss of
3.5 ×10−4 rad following a 600◦ C heat treatment.

tilevers were used for estimation of mechanical loss angle, therefore the samples
were measured pre-deposition, post-deposition and following a heat treatment, in
order to accurately estimate the mechanical loss of the coating material and its
dependence on thermal processing.

The oxide set had depositions longer in duration compared to the metal set,
as it is known that using an oxide target imposes a slower deposition rate. All
deposition parameters were kept constant to limit the number of variables and
hence enable a comparison between two target materials. Through the use of the
metal target, however, remained a risk of not injecting enough oxygen gas during
the process and hence coated substrates would appear oxygen deficient. The
amounts of gas used in both set was kept constant and following the analyses
of both sets, there were no signs of oxygen deficiency. It was observed that
coatings deposited at higher temperature, i.e. 100 and 200 demonstrated the
lowest average mechanical losses for both sets. It is evident from the previous
two sections that the two sets of coating differed in coating thickness. It is
observed that using a metal target allows a 1.54 faster deposition rate compared
to the use an oxide target. The thickness of the deposited films was not the only
difference between the samples.
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Mechanical loss is the main subject under question for new thin film materials
used as optical coating. Figure 4.9 shows a comparison between the metal and
oxide set, including both data regarding the as deposited losses and following a
heat treatment. It is evident that in the metal set the majority of as deposited
losses remained in the order of 10−3 rad, where for the second set those values were
closer to the order of 10−4 radians. However, following the thermal annealing, it
can be observed that the data spread shrinks, showing average mechanical loss
estimations at a similar value. Furthermore, it is known that heat treatment
affects mechanical loss in a positive manner, i.e. reduces the dissipation, which
can also be noted from Figure 4.9. In both cases it was deduced that heat treating
coated samples leads to a reduction in mechanical loss in the order of 2. Following
the heat treatment, lowest loss for coatings from metal target was estimated as
9.82 × 10−5 for a deposition at 100◦ C, and a minimum loss of 2.00× 10−4 for
coatings developed using the oxide target deposited at a temperature of 200◦ C.

Figure 4.9: Mechanical loss angle for both metal and oxide deposited sets. Square
shape represents the as deposited losses, whereas triangular symbol represents
data post heat treatment. In both sets, thermal treating of the coated samples
has lead to a factor of 2 reduction in average mechanical loss angle.

Theoretically speaking, mechanical loss is caused by low energy excitations
which can be modelled as two level systems. The structure of the energy land-
scape in glasses depends on the fabrication history: a detectable change in the
glass structure is expected to happen when the deposition is carried out at a
significant fraction (85%) of the glass transition temperature. This was indeed
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observed in amorphous silicon. If, as expected from experiments and models, the
fraction of the glass transition temperature at which the density of TLS reduces
is universal, we might expect any effect to be visible in tantala for temperatures
much higher than those explored in this study, which was limited by the incipient
crystallization of the thin film. It is possible that the glass transition tempera-
ture of tantala is too high to be practically reachable before crystallization of the
coating is induced [2]. In order to prevent crystallisation an alternative suggested
is through the addition of a dopant to tantala, for example TiO2 (titania) or ZrO2

(zirconia). Following chapters look more in detail at the effects of the addition of
dopant(s) can have on the tantala coatings produced using an ECR ion source.
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Chapter 5

Characterisation of zirconia
doped tantala coatings

5.1 Introduction

The Advanced LIGO upgrade, called Advanced LIGO Plus or ‘A+’, will complete
installation by the end of 2023 and potentially be ready for observations from mid-
2024. The detector will maintain similar operational parameters, for example with
use of 1064 nm laser wavelength and 34 cm diameter test mass mirrors. Lower
suspension thermal noise will be achieved through use of thinner silica suspension
fibres, in addition to lower quantum noise through use of frequency dependant
squeezing [166, 167]. In order to exploit these noise reductions, the thermal noise
associated with the mirror coatings should be reduced by a factor of circa 2. This
requires a reduction in the loss-thickness product, φcoatingdcoating, by a factor of 4.

Chapter 4 covered the deposition and analysis of pure tantulum pentoxide
coatings, introducing for the first time deposition temperature as a variable for
ion-beam deposition. However, the coatings developed, even though the lowest
reported mechanical dissipation for pure tantalum pentoxide, were not lower than
titania-doped tantalum pentoxide currently used in Advanced LIGO [168]. In
Chapter 4, the positive effect of post-deposition heat treatments was presented,
resulting in a progressive reduction in mechanical loss. However, the thermal
treatment of the samples was limited by the crystallisation temperature of tantala,
after which the coating would no longer remain amorphous. Investigating the
use of alternative dopants, that have similar benefits to reducing mechanical
dissipation as observed for titania, in addition to increasing the crystalisation
temperature, would be highly attractive.

It has been shown that doping tantala with ZrO2 enables the suppression
of the crystallisation of the thin film up to higher temperatures of the order of
800◦ C [166]. The structure of the new doped material will be dependant on
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dopant concentration as studied in [169]. Not only will it affect the crystallisa-
tion temperature of the film, but it will also have an effect on the crystal structure
of the material. The addition of a dopant interferes the alignment of the tantala
molecules, leading to a suppression in crystallisation [170]. The dopant concen-
tration should not exceed a concentration of 30% [3], however, as it may lead to
ZrO2 forming a separate crystalline phase [169].

This chapter covers the deposition of multiple zirconia doped tantala coat-
ings. Comparatively to the prior coating sets, these data acquisitions contained
multiple variable conditions in the search of discovering the optimum deposition
parameters. Elevated temperature depositions were performed on the prototype
IBS system, where the target used was a tantulum pentoxide target with the
addition of 99.9% pure Zr foil, positioned in the line of the ion beam, onto the
surface of the target.

In conjunction with the prototype system described before, additional deposi-
tions were performed on the new IBS deposition system based on four individual
ECR sources. The increased size of the system also enables the use of multiple
targets, hence during deposition of a zirconia doped tantala coatings, two sepa-
rate targets were utilised - ZrO2 and Ta2O5. In attempt to further investigate the
change in deposition rate, different angled placements were attempted to deduce
whether a rotational stage in constant motion provides a more uniform coating,
irrespective of the deposition angle.

Through the comparison of the collected data from both deposition systems,
one will be able to not only provide an estimation of the mechanical and optical
properties of doped tantala coatings, but also investigate how different dopant
concentrations can affect the optical coating.

5.2 Zirconia doped tantala coatings

5.2.1 Substrate preparation

All substrates utilised during the deposition of zirconia-doped tantala were com-
posed of fused silica. The two types of samples used were rectangular silica
cantilevers and JGS-1 discs, where the cantilevers were mainly used in the char-
acterisation of the mechanical loss of the deposited coatings, and the discs were
utilised in the attainment of optical and mechanical properties of the coatings.
Cantilevers were manufactured to be as similar to one another as possible, how-
ever, depending on the silica disc used for their fabrication, there was a variation
in the thicknesses of the ribbons of the cantilevers, ranging between 100 µm and
200 µm.

Prior to deposition and analysis all substrates underwent a thermal treatment
at 950◦C for a duration of 5 hours. This was performed in order to remove any
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residual organic material onto the surface of the cantilevers which would have an
effect on the mechanical loss evaluations pre and post coating as well as disrupt
the uniformity of the deposited films.

Throughout depositions, at least one JGS-1 and one cantilever were coated,
where in the case of the prototype system, the JGS-1 disc was placed in close
proximity to the cantilever. In the case of the larger deposition system, all samples
were attached to a vertically held circular rotational stage, where the distance
from the targets to the substrates remained the same, hence both cantilever and
witness piece were expected to have the same coating thickness. This will be
further examined within the chapter.

5.2.2 Coating processes

Prototype ECR ion source system

Elevated temperature depositions were performed on the prototype single ion
source system. Deposition temperatures ranged between room temperature and
500◦C. The optical coating deposited was ZrO2 doped Ta2O5. Due to the small
size of the vacuum chamber and the parallel beam size, it was impossible to
include more than one targets during deposition. In order to introduce the dopant
material into the thin film coating, pure Zr foil was attached to the surface of the
Ta2O5 target. Based on the imprint of the beam from previous depositions onto
the surface of the target, the appropriate position of the metal foil was estimated.
The foil used was of width of 9 mm and was positioned at an angle of 40◦ to the
normal of the plane of the target. On the left side it was measured that the
distance between the foil and the edge of the target was 55 mm, whereas on the
left side the distance was estimated as 35 mm (Figure 5.1). The geometry of the

Table 5.1: Parameters of zirconia doped tantalum pentoxide coating runs.

Deposition temperature RT 200 400 500
Average deposition temperature (◦ C) 41.1 220.4 409.9 509.2

Extractor current (mA) 0.45 0.51 0.45 0.37

Duration (hrs) 26.8 24.5 24.4 23.8

Coating thickness cantilever (nm) 453.0±10.0 340.0±10.0 442.5±10.0 525.0±10.0
Deposition rate (nm/hr) 16.7 13.8 18.1 22.1

setup was identical to the pure tantala coatings. The ion gun had been kept at
11.720 kV for all deposition runs. A variation from 0.37 to 0.51 mA in extractor
currents, associated with the current density of the ions within the plasma, was
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observed, and the reason behind said discrepancy remained unknown and could
be further investigated.

Majority of coating deposition had a duration of 24 hours. Also from the
data summarised in table 5.1, it was observed that the average deposition rate
was approximately 18 nm/hr, where outliers would exhibit an approximate 20%
deviation. This deviation from the average deposition rate was subsequently
contributed to contaminations and instabilities present during these depositions.

Similarly to the pure tantala study, oxygen and argon were introduced in the
system. The chamber pressure was elevated from ≈ 10−6 mbar to 8 × 10−5 mbar
with Ar and 4 × 10−4 mbar with O2, where the Ar gas was introduced directly
through the plasma source and oxygen was released in the background of the
system. These specific quantities were chosen due to prior parameter testings,
explained in section 4.5 of the previous chapter.

Multi-sourced ion system

Further development of coatings depositions lead to the construction of a cuboid
vacuum chamber with four ECR ion sources connected on opposite walls (as seen
in Figure 3.4). Unlike the prototype system, the larger size of the chamber not
only enabled the use of multiple guns but also individual targets for the dopants,
as in the case of these coating sets. Coatings were deposited in three individual
runs using a tantala and zirconia targets, where two of the guns were aimed at the
Ta2O5 target and one at the dopant material. For two of the deposition runs only
three ECR sources were utilised, whereas subsequently the fourth gun was ran
as an electron gun in order to neutralise sparking due to currents, and therefore
stabilise the system. All of the deposition parameters are summarised in table
5.2.

Table 5.2: Parameters of zirconia doped tantala coating runs, deposited at room
temperature, within the multi-sourced ion-beam system

Deposition run B18H1716 B18J0409 B19B0817
Extractor current Gun 1(mA) 0.21 0.25 0.63

Extractor current Gun 2(mA) 0.15 0.15 0.21

Extractor current Gun 4(mA) 0.13 0.17 0.23

Duration (hrs) 42 360 384

Coating thickness (nm) 261 398 1390

Deposition rate (nm/hr) 6.21 1.11 3.62

Identically to the prototype system, argon and oxygen gasses were introduced
during the process, where the average base pressure of the chamber was 1 ×
10−5 mbar, rising to 8 × 10−5 mbar with argon injected through the ion source
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Figure 5.1: Setup of the target used for coatings within the prototype system.
The Zr foil was attached to the surface of the tantala target at approximately 40◦,
intercepting the plume of the beam on the surface of the target. The position
at which the beam would hit the target was visible through the darker appear-
ing spot, which had arisen due to previous depositions. Additionally, the side
clamps, holding the target in place, were covered in tantulum foil to intercept
any contamination from the steel components of the target holder.

and reaching a final pressure of 1.2 × 10−4 mbar with oxygen released in the
background of the process.

Prior to the conversion of the fourth source into a neutraliser, the deposition
rate of the coatings was inconsistent, ranging from 6.2 to 1.1 nm/hr. This varia-
tion was subsequently attributed to discharging during sputtering process causing
abruptions leading to the instability of the process consistency.

Additionally, the rotational stage, containing all the uncoated samples was
moved closer to the positions of the targets, decreasing the distance between sub-
strate and target. It was deduced that these two alterations lead to an increased
stability of the deposition system and the tripling of the deposition rate (also
observed in difference in extractor current values between runs).
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5.3 Results/Discussion

5.3.1 Zirconium dioxide as a dopant for tantulum pentox-
ide

The addition of ZrO2 as a dopant to Ta2O5 coatings is beneficial in terms of in-
creasing the amorphous-to-crystalline temperature, allowing for heat treatments
above 600◦C. The ratio of zirconia to tantala is calculated as Zr/(Zr+Ta). Prasai
et. al. [3] conducted an assessment of the Zr/(Zr+Ta) atomic ratio, and how
it affects the final coating material and deduced that even though Zr is bene-
ficial as a dopant, if the concentration of it is too high (≥0.48), it can form a
separate ZrO2 crystalline form. The concentration of the dopant material within
the coatings developed in the prototype system was of high interest, due to the
uncertainty of the atomic ratio of the two materials. In the case of the multiple
ion source system, the use of multiple targets, as well as the appropriately chosen
deposition parameters for each gun had enabled a predictable ratio. In this case it
could be estimated as 33% ZrO2 to 67% Ta2O5 (two operational ECR sources on
the tantala target and one on the zirconia target, running at the same deposition
parameters).

Coatings deposited on the prototype system had compositional analysis per-
formed on them using an Electron Probe Microanalyser (EPMA). Different tem-
perature depositions’ substrates were tested and the results concluded a compo-
sition of 72 ±1% Ta, 15±1% O and 9± 1% Zr. Visibly the sum does not add
up to 100% of the total mass. Due to an issue with the calibration of the instru-
ment, an accurate estimate could not be conducted. It was speculated that those
remaining 4% could be attributed to argon as it was the main ingredient during
the depositions, however, that was not verified. Alternatively, the coatings from
the larger system were measured using an electron microscope. Similarly to the
EPMA, the full picture of the deposited coatings could not be painted as the
EDS setup did not have the ability to measure element concentration for element
with a lower atomic number than sodium. Therefore, the oxygen content could
not be estimated. However, it was observed that within several coatings Ta ≈
62% of the material, Zr was 34±0.5% and Ar was ≈3.5%. These measurements
proved the prior 33% ZrO2 : 67% Ta2O5 estimation within 10% of the actual
composition.

Due to the calibration issue with the EPMA, only an estimate was available for
the composition of the coatings developed within the prototype system. However,
their consistency verified the repeatability of the coating runs, irrespective of the
mobility of the target. Therefore, it was deduced that the Zr/(Zr+Ta) atomic
ratio of the elevated temperature depositions was approximately 0.21±0.05. For
the case of the multiple target depositions, that ratio was estimated to a value
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of ≈ 0.36±0.05.
Through these results it was deduced that levels of doping material within

both coating sets did in fact contain zirconia and furthermore the concentration
of the dopant material had not exceeded the concentration limit. Therefore,
the developed coatings were expected to remain amorphous when annealed at
temperatures higher than 600◦C.

5.3.2 Deposition angle impact on Q factor

Figure 5.2: Visual representation of deposition setup on multi-sourced ECR sys-
tem. The rotational stage was attached to the door of the vacuum chamber, such
that once closed, it was in close proximity to the two targets. As deduced, the
angles were not as pre-decided, but were at 0◦, 12◦, 27◦ and 41◦ with relation to
the plate. At the higher angles, lower deposition rates were detected, which can
also be attributed to the decrease in uniformity of the optical coatings.

The system utilising multiple ECR ion sources had been newly developed,
hence the deposition parameters set had not been compared to the deposition
rates. Furthermore, uncoated substrates were placed on a rotational stage in order
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to improve uniformity of the new coatings, something which was not achievable
in the prototype system.

Figure 5.3: Characterisation of the deposition rate in respect to the alternative
clamping angles. As expected the thickest coating (highest deposition rate) was
exhibited in the sample, clamped normal to the plane. With increasing angle,
the coating thickness decreased as expected. Red points present expected coating
thicknesses based on the cosine rule.

The ultimate positions of the target with respect to the beams and the un-
coated substrates, as well as the position of the clamping block in relation to the
target, had been determined for the single sourced system. In the case of the new
system, the addition of more than one gun as well as the multiple targets com-
plicate the positioning of the target holders. Since several guns were positioned
on a single wall of the system, they had been placed at an angle to one another
to allow for all beams to successfully deposit using the same target. Since the
multiple gun system is one of a kind, no prior research had been obtained relative
to the alignment of the coating setup. For that reason, an experiment was con-
ducted using four cantilever samples and a JGS-1 and JGS-2 discs. All substrates
were attached to a circular stage connected to a motor, which enables the rota-
tional movement. The angles at which the cantilevers were attached to the plate
were 0◦ (parallel to the surface of the plate), 15◦, 30◦ and 45◦. Previous studies
performed on coatings produced via magnetron sputtering [magnetronangle],
which had shown that alternative deposition angles cause an effect on the mate-
rial properties of the coating. In order for the substrates to be held at an angle
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Figure 5.4: Deposition geometry. Thin film deposition involves consideration
of both the source of atoms and substrate upon which they impinge. Different
deposition geometry affects the film uniformity. Considering the simplest case
of a point source, the evaporated particles are imagined to originate from an
infinitesimally small region (dAr) with a uniform mass evaporation rate. This
in turn results in deposition being a function of the geometric orientation of the
substrate. This technique is usually utilised in physical vapour deposition (PVD)
processes. This approach was undertaken for depositions at different angles using
IBS technique to deduce if the same relation as in PVD processes apply. Image
reprinted from [171].

in relation to the plate, special clamps were designed, increasing the incline of
the clamping block with respect to the plane of the plate. Figure 5.2 shows an
image of the pre-deposition substrate setup. The values of the angles were chosen
such that through the measurement of the coating thicknesses, using the cosine
rule (Fig. 5.4), the exact inclination of the clamping blocks can easily be deter-
mined. In order to deduce whether an alternative deposition angle would provide
a more uniform coating which in turn in to be less lossy, zirconia doped tantala
coatings were produced using two oxide targets. Two of the guns, positioned on
top of each other, were aimed at a tantala target, and the remaining one gun
was aimed at a zirconia target. At the time of the test, only three ECR sources
were properly operating. A coating run using Ar/O2 sputtering was conducted
with a duration of 42 hours. Following the completion of the deposition pro-
cess, the coating thickness on each of the cantilevers was measured directly using
cross-sectional SEM measurements. Figure 5.3 shows the relationship between
the deposition angle and the estimated thickness of the coating. It was observed
that with the increase of the incline with respect to the stage plate, the thickness
of the coatings decreased, hence each cantilever exhibited a different deposition
rate. Through those measurements it was deduced, however, that the samples
were not at the assigned angles. Using the evaluations of the coating thicknesses,
it was calculated that the corrected angles corresponded to 12◦, 27◦ and 41◦,
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considering the 0 degree remaining unchanged. This might have occurred due to
the preciseness of the clamping components.

Additionally to the deposition rate study, mechanical loss characterisations
were performed on the four cantilevers to study whether different deposition an-
gles lead to an improvement of the quality of the coating. The difference in
deposition rates, combined with the similarity in mechanical loss concluded that
altering the deposition angle has such a small contribution to the loss of the
coatings, that preserving the prior, normal to the plate, attachment was deemed
acceptable and hence was not further altered.

5.3.3 Absorption

Ta2O5 deposited using ECR ion sources has already validated its ability to reach
sub ppm levels of absorption. The addition of the dopant ZrO2 enables the
higher temperature heat treatment proven to have a positive outcome on the
optical and mechanical properties of materials. Even though zirconia-doped tan-
tala was expected to produce highly reflective coatings, absorption measurements
were performed to ensure the usability of said materials for gravitational wave
detectors.

The characterisations were performed on the witness samples, coated simulta-
neously with the cantilevers using a Photo-thermal Common-Path Interferometer
at the University of Glasgow, performed by Simon Tait. The absorption was mea-
sured as deposited and following heat treatments limited to temperatures lower
than 800◦C, following an analogous heat treatment procedure to the annealing
of the cantilever samples. It was observed that for coatings deposited at room
temperature, the absorption measurements had a wide variation between 10 and
40 ppm, where the minimum value measured was 12.4 ± 3.1 ppm for a wave-
length of 1064 nm. Additional measurements were performed on coatings of
higher deposition temperature (up to 400◦ C), showing an average absorption
value of 25±1.6 ppm for samples with no additional heat treatment. Following
a thermal processing at 750◦C it was deduced that irrespective of the deposition
temperature, the average value of the absorption increased, however, variation
between values decreased. This reduction of uncertainty can be attributed to
the stress relaxation of the coating, providing better coating uniformity of the
surface, hence reducing the uncertainty. It has been previously thought that due
to low deposition rates of ion-beam sputtering using ECR ion sources, their use
leads to the production of lower absorption coatings.

Measurements, obtained at room temperature and elevated temperature depo-
sitions of ZrO2 : Ta2O5 showed similar absorption levels to alternatively deposited
oxide coatings [3, 172]. A more detailed study can be performed to further inves-
tigate how the absorption varies as a function of the coating deposition rate.
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5.3.4 Thermal treatment

Unlike crystalline materials, amorphous materials lack an overall structural de-
scription, which makes these materials more difficult to optimise structurally.
However, thermal annealing had been shown to reduce the residual stress of the
sputtered films. Furthermore, thermal treatment can induce a slow amorphous-
to-crystalline transition, a process which can be associated with additional ox-
idation during annealing. Undoped tantala coatings have been determined to
remain amorphous up to temperatures of 600◦C (see Sect 4.3.3), however, higher
annealing temperatures have shown to further induce deviation from homogeneity
which can be attributed to the structure beginning to organise itself into regions
of higher order [139]. It has also been suggested that this increased ordering
affects the number and magnitude of defects forming double well potentials at
boundaries between para-crystallites [139]. It is deduced that the energy bar-
rier between two metastable states appears low for such defects, therefore it is
expected for elevated temperature deposited films to exhibit a lower overall loss
compared to room temperature depositions. Using zirconia as a dopant for tantala
has been shown to suppress crystallisation allowing for thin films to be annealed
up to temperatures of 800◦C [169].

To test these findings, different zirconia/tantala deposition ratios were studied,
where the variations in parameters further included deposition temperature and
heat treatments.

Pre-annealing

The mechanical loss of the Zr doped coatings was measured prior to any annealing
treatment as well as following each annealing step. It is known that doping with
Zr enables the suppression of the crystallization but also affects the polyhedra
structure of the material. In general, the atomic structure of amorphous materials
can be described in terms of short and intermediate range order (SRO and IRO),
where SRO generally describes the structural order up to the first coordination
sphere, and IRO describes the structural organisation that is intermediate be-
tween the discrete chemical bonds described in the SRO and the periodic lattice
of the long range order, characteristic of crystals [3]. The structure of the doped
material can also be described as a system of metal centred coordination polyhe-
dra that have oxygen atoms at their corners. The difference in Ta-O and Zr-O
bond lengths is contributory to the frustration of the crystallisation of tantala
[173]. Annealing affects both SRO and IRO, however, whilst in SRO there are
miniscule changes, in IRO there is a significant change, observed in the increase
in the M-M (metal-metal) correlation lengths.

A corner-shared polyhedra such as silica [3], has very low mechanical loss
at room temperature measurements and high loss measurements at low tempera-
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tures. Zr, however, leads to the increase in the fraction of edge-sharing polyhedra,
which leads to an increase in mechanical loss at high temperatures. Therefore,
the doping percentage of zirconia within the coating, can affect the overall loss.
If the zirconia content within the coating is too high that leads to an increase
mechanical loss even at room temperature measurements. The compositional
analysis of the coating was already conducted, yet it remained unknown whether
the doping percentage exceeded the required to keep the mechanical loss low. In
order to investigate whether the doping percentage is low enough, before any heat
treatments are performed on the coatings, the ring-downs of the cantilever vibra-
tional modes were measured to compare with prior un-doped tantala coatings.
The samples were measured between ≈ 1 Hz and 20 kHz, where this range varied
depending on the individual cantilever. Figure 5.5 shows the averaged results for
each coated sample, where the error bars are a representation of the standard de-
viation between losses for each mode. It was discovered that the losses appeared
consistently between high 10−4 order and 1 ×10−3, which matched prior results
obtained by alternative groups [3]. In comparison to the pure tantulum pentoxide
coatings from Chapter 4, the losses appear approximately two times lower at an
approximated value of ≈ 3×10−4 rad. Additionally, the set of coatings presented

Figure 5.5: Mechanical loss angle for ZrO2 doped Ta2O5 deposited at room tem-
perature using a Ta2O5 and ZrO2 targets. Averaged data presented on plot,
confirming a consistency in the loss prior to any thermal processing. Error bars
represent the standard deviation for the losses for all the modes. For samples 2
and 3, there is a larger error bar spread due to the larger number of modes which
were detected and measured.

120



here were coated by the multiple source system, which utilized a tantala and a
zirconia target. The prior pure Ta2O5 coatings had been deposited on the pro-
totype system. Therefore, comparing the two deposition rates might explain the
factor of 2. For the pure coatings at room temperature, the deposition rate was
averagely approximated at 11 nm/hr, whereas in the multi-sourced system that
rate was averaging as ≈ 6 nm/hr. Therefore, the deposition on the multi-sourced
system was two times slower than the prototype system, which can be correlated
to the factor of 2 in averaged pre-annealing losses.

Elevated temperature depositions

Figure 5.6: Mechanical loss angle for ZrO2 doped Ta2O5 deposited at alternating
temperatures using a Ta2O5 target with Zr foil attached to it. Expected ratio of
Zr/(Zr+Ta)≈0.33. The data plotted are the averaged result for each deposition
temperature, where at each step there were 2 or more samples. Modes measured
varied in frequency from ≈ 1 Hz up to 15 kHz. Error bars were estimated based
on the losses for all the modes for samples deposited at the specific temperature.
Overall, as deposited losses remain between 5 × 10−4 and 1 × 10−3 rad. Average
loss decreases between room temperature and 200◦C, similarly to the case of un-
doped tantala coatings.

Analogously to the pure tantala coatings discussed in the previous chapter,
elevated temperature depositions were tested for the doped coating material.
The temperatures at which depositions were performed were room temperature,
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200◦C, 400◦C and 500◦C. Due to the inability of both system to perform elevated
depositions, all higher temperature coatings were developed in the prototype
system, utilising a single ECR ion source. Even though all deposition parameters
were kept constant, from the inflows of both argon and oxygen, to the current
density of the ions within the plasma, there was a variation within the coating
rates. The deposition rates ranged from ≈ 11 nm/hr to 22 nm/hr, where the
lowest and highest rate were a room temperature and a 500◦C respectively.

Figure 5.6 shows the averaged mechanical loss data characterised prior to any
post-deposition heat treatment, where each data point represents the averaged
loss for that deposition temperature and the error bars represent the standard
deviation of that data set. At first glance, it is noticeable that the lowest loss
was obtained for the coatings performed at 200◦C. For higher temperatures the
average loss gradually increases. Secondly, one can compare this set of doped
coatings to the pure tantala coatings in chapter 4 (Figure 4.9), the losses appear
to be following the same trend-line with increasing deposition temperature, i.e. a
decrease in mechanical loss as the deposition temperature increased. In the case
of the pure material, a drop in the mechanical loss angle was observed at 200◦C.
Similarly, for the elevated temperature depositions of zirconia doped tantala,
there is a lowering of the average mechanical loss observed at the depositions
at 200◦C. On average, the as deposited losses for the doped tantala coatings
varied from low 10−3 orders to 10−4 orders. Furthermore, similarly to pure Ta2O5

elevated temperature depositions, a decreasing trend was observed in between
losses for coatings developed at RT and at 200◦ C, with the higher temperature
deposited films showing a decrease in average mechanical loss. The average loss
determined for the tantulum pentoxide coating derived from an oxide target at
200◦C averaged on ≈ 2.5 × 10−4, where in the case of the zirconia doped coatings
deposited at the same temperature, that loss was estimated as ≈ 5 ×10−4. The
difference between the losses, factor of 2, could be explained due to the addition of
zirconia as a dopant in the coating. Prasai et. al. [3] reported that the addition of
zirconia leads to the increase of the fraction of the edge-shared polyhedra, which
leads to an increase in the mechanical loss for measurements at room temperature.
However, the inclusion of ZrO2 enables the suppression of the crystallisation of
the coating, allowing for heat treatments at higher temperatures, speculated to
reduce the mechanical dissipation.

Post-heat treatment

Zirconia-doped tantulum pentoxide coatings were developed on two IBS systems
utilising (an) ECR source(s). The smaller system, often referenced as the proto-
type, employs an ECR ion source, and the coatings are deposited from a tantulum
pentoxide target with a Zr foil attached to its surface (Figure 5.1). The foil was
placed in the centre of the beam spot, created from previous depositions. It was
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expected that the Zr would contribute a fifth of the coating composition. The
larger system, employed three ECR sources, where two were aimed at a tantala
target and the third one was aimed at a ZrO2 target. This increases the aspect
ratio of Zr/Ta, in comparison to the smaller system, where in this case a ration
of ≈ 30% was expected. Room temperature depositions were performed in both
systems, which allowed for a comparison of the quality of production of each
system.

It was known that after the introduction of ZrO2 as a dopant, the temper-
ature at which the samples could be treated whilst remaining in an amorphous
state, would increase. However, prior to this study, ZrO2/Ta2O5 had not been
deposited using an ECR ion source IBS. This alternative technique of deposition
differs in respect to the deposition rate of the sputtered coatings, in compari-
son to alternative deposition techniques, therefore affected the packing density
of the thin films. In addition, it was unknown what the elemental composition
of the coatings was, i.e. what was the ratio between tantulum pentoxide and
zirconium dioxide. Therefore, previous research concerning the crystallisation
temperature of such coating were deemed irrelevant, and an additional study had
to be done to determine the highest annealing point prior to the thin film reaching
a crystallised state. It was deduced that after thermal processing at 825◦C, the
coatings no longer remained amorphous. Therefore, it was established that the
amorphous to crystalline transition temperature was at values lower than 825◦ C,
and higher than temperatures of 800◦ C. For the following studies, lower temper-
ature increments were utilised to enable a more exact diagnosis of the transition
temperature limit. The annealing study surmised that up to temperatures of
810◦C, coatings remained amorphous, therefore for the purpose of this thesis, the
maximum annealing point was taken as 800◦C for coatings deposited on both
systems.

Figures [5.6] and [5.7] present the averaged results of the mechanical loss
of the coatings post annealing. For the system using the foil as a dopant, the
lowest average losses were obtained following a heat treatment at 600◦C. However,
once the individual modes were explored, it was deduced that at temperatures of
750◦C, the data point had a larger variation which is visible in the range of the
error bars. Following this assortment, the temperature showing the lowest losses
was deduced to be 750◦C. Similarly, the coatings developed in the double-targeted
system underwent higher temperature treatments, and the lowest average loss was
deduced to be at 750◦C.

Based on initial analysis, there is no obvious trend with increasing temperature
in the case of the prototype system. It was expected for the coating loss angle
to decrease with the increase of the annealing temperature, with an optimum
heat treatment at 750◦ C. For the larger system, the data follows an exponential
parabola, with the lowest average loss angle obtained at 750◦C. Therefore, if the
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measurements from the two sets of coatings are imposed upon another, they differ
only at their dipping points, i.e. 600◦C and 750◦C.

This discrepancy can be attributed to multiple factors - the target utilised in
the system, the geometry of the setup, the addition of rotation to the substrates.
The difference in target materials had been acknowledged, therefore there is a
high possibility that there difference between the two sets arises from the different
material ratios.

Figure 5.7: Estimation of the mechanical loss of zirconia doped tantala, deposited
on the prototype singular ECR ion source system, following heat treatments up
to 825◦C. On average, the lowest loss detected was obtained following thermal
processing at 600◦C, which is the maximum annealing temperature for un-doped
tantala. However, inspecting the data enabled the conclusion that lowest losses
were obtained following heat treatments at 750◦C, which also explains the larger
error variation on that data set. Initially annealing was performed at increments
of 50 ◦C. Crystallisation was expected to appear at temperatures larger than
800◦C [169], therefore once that temperature was reached, following increments
were every 25 ◦C, which proved to be a value at which the coatings no longer
remain amorphous. An intermediate step at 810◦C was taken for the remaining
samples, and it was deduced that all coating remained amorphous.

124



Figure 5.8: Estimation of the mechanical loss of zirconia doped tantala, deposited
using multiple ECR ion sources, following heat treatments up to 800◦C. The coat-
ings were deposited from a tantala and a zirconia target, where two of the three
guns were aligned with the Ta2O5 target, and one was on the ZrO2 target, pro-
ducing a 33% doping. On average, the lowest loss detected was obtained following
thermal processing at 750◦C. Using the priorly deduced crystallisation tempera-
ture, the samples were treated at 50◦C increments up to a temperature of 800◦C.
All losses appear lower than 5x10−4, which is an improvement comparatively to
the doped coating using the prototype system. Furthermore, the data spread had
decreased, therefore, leading to smaller error bars, where the error bars represent
the standard deviation of the loss measurements.

Incremental annealing

Once the maximum annealing temperature for zirconia-doped tantala coatings
was obtained, a new study was initiated to understand how this maximum heating
point alternated for different depositions. In order for that to be achieved, two
silica cantilevers, and two JGS 1 discs were simultaneously coated using the multi-
sourced ion-beam system for a duration of ≈ 16 days. The two witness pieces
enabled the measurement of the coating thickness without directly damaging the
surfaces of the cantilevers. Mechanical loss measurements were performed on
both cantilevers before any thermal treatment. Furthermore, both substrates
were heat treated at the same time, minimising the risk of discrepancy. The
thermal processing was performed at 100◦C increments, up to a temperature
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Figure 5.9: Mechanical loss of zirconia doped tantala, deposited using multiple
ECR sources. Two substrates were simultaneously coated, and then heat treated
at 100◦C increments (at the same time), until a maximum annealing temperature
of 750◦C. The annealing was not continued for higher temperatures as from Figure
5.8 it was deduced that the lowest loss appears following a heat treatment at
750◦C. Following the thermal processing at 500◦C, the surface of the substrates
appeared disturbed, where cracks had appeared. It was deduced afterwards, that
this lead to a less concentrated set of loss values, thus larger deviation between
measurements. Furthermore, the vibrational modes’ ring-downs became more
difficult to obtain, which resulted in fewer data points. The losses followed a
decreasing trend, until the point at which the coating surface had been damaged.

of 700◦C. The remaining two heat treatments were performed at 750 and 800◦C
respectively. Figure 5.9 presents the evaluated mechanical loss of the two coatings,
where up to a temperature of 400◦C the loss values followed a declining in loss
trend.

It had previously been observed that for coatings deposited on cantilevers,
after annealing at 500◦C, the stress on the surface of the cantilever, due to the
thin film coating, relaxes. Figure 5.10 shows the same sample, before any heating
had been performed onto it (top), where the bottom picture demonstrates how
post annealing, the ribbon of the cantilever no longer appears curved. However,
the change in stress distribution was accompanied with micro-cracks appearing
on the surface of the cantilevers (Figure 5.11). As the heat treatments progressed,
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the cracks appeared to propagate further throughout the coating. Concurrently,
the evaluation of the mechanical loss became troublesome, which was attributed
to the scattering of the laser light hitting the edge of the cantilever. For the
previous ZrO2:Ta2O5 coatings no such event was observed.

Previous reports showed that the introduction of zirconia into the tantala
coatings can improve the composite strength in terms of high temperature per-
formance [174]. The improvement in mechanical properties is attributed to the
martensitic phase transformation of the zirconia particles from the tetragonal to
the monoclinic phase, which is generated at temperatures between 500◦C and
750◦C due to a volume change. This change in volume causes an expansion of
the zirconia crystals that hinder the propagation of cracks[175]. Furthermore,
micro-defects had also been observed in pure Ta2O5 coatings [176]. It was de-
duced that as the annealing temperature was increased, micro-defects appeared
due to densification of the tantulum oxide [176]. It was not deduced whether those
micro-defects in the doped coatings appeared due to the higher zirconia content,
the annealing rate, or cool down rate. Further investigations are required to
clarify the origin of the cracking of the optical coatings.

Figure 5.10: Side-view images illustrating the changes in thin film stress on the
silica cantilever resonators. The upper image represents the stress on the can-
tilever due to the deposited coating with no heat treatment. The bottom image
illustrates the change in stress after a heat treatment at 500◦ C.

5.4 Summary

The coatings currently employed within the Advanced LIGO detectors consist of
TiO2/Ta2O5. The requirement for the next upgrade for the observatory requires
the optimisation of the coating loss by a factor of 4, or by a factor of 2 reduction
in the strain noise. Previous coatings deposited using the two systems at the
University of Strathclyde had shown improved optical and mechanical properties.
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Figure 5.11: Micro cracks visible on the surface of a coated silica cantilever fol-
lowing a heat treatment at 500◦ . Left picture is original image of sample. Right
image is a black-white version of picture with an increased contrast to enable
the visibility of the micro cracks. These micro cracks appeared as a result of the
change in stress distribution post heat treatment. Further heat treatments lead
to further propagation of said cracks, resulting in increased light scattering which
obstructed mechanical loss measurements.

Hence it was deemed reasonable to attempt the deposition of a doped coating
material on the two systems. The use of both systems allowed for the exploration
of elevated temperature depositions, alternative deposition angles and various
material ratios. Instead of using titania as a dopant however, zirconia was chosen
as the additive material. It had been proven that the addition of zirconia into
the tantala coatings enabled the heat treatments of the coatings to a higher
temperature, which has been proven to reduce the optical absorption in thin film
coatings. Furthermore, previous thermal processing of the tantala coatings had
been limited by the crystalisation temperature of tantulum pentoxide at 600◦ C,
whereas the doped coatings had been successfully annealed up to temperatures
of 800◦ C whilst remaining amorphous.

Elevated temperature depositions were performed on the prototype system, up
to temperatures of 500. The zirconia doped tantala coatings were deposited from
an oxide tantala target, with zirconium foil attached to the surface. Upon analy-
sis it was deduced that estimated doping ratio averaged at 0.3. The addition of a
dopant allowed for higher annealing temperatures, reaching a maximum of 800◦ C.
Above such temperatures, coatings no longer remained in amorphous state. Sim-
ilar to pure tantala coatings, higher deposition temperatures contributed to less
lossy materials, with an optimum deposition temperature of 200◦ C. Post thermal
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treatment, coatings exhibited average losses ≈ 1.89 × 10−4, with an minimum
loss measurement of 1.59× 10−4 per individual mode.

Depositions performed on multi-sourced system incorporated the use of sep-
arate oxide target to achieve an approximate 33% zirconia doping. Two of the
ion guns were aimed at a Ta2O5 target, and one was aimed at zirconia target.
Following elemental analysis, the estimated material ratio was below 0.48 as im-
plied in [3], therefore there was no expected crystalline phase change. Analogous
to coatings developed in prototype system, deposited films remained amorphous
when treated at temperatures up to 800◦ C. Post thermal treatment, coatings
were estimated to exhibit losses of ≈ 2.68 × 10−4, with a minimum loss measure-
ment of 4.00× 10−5. The difference observed in the losses from the two systems
originate due to difference in coating deposition rates in each system, with proto-
type system exhibiting 4.6 times faster deposition rate. Slower deposition rates
are likely to produce more densely packed structures, leading to a lower loss.The
difference in deposition rates between two systems could also be responsible for
cracks appearing on sample surface 5.9, 5.11, which had not been observed for
coatings deposited on the prototype system.

Comparing the measured losses form both systems, it is evident that elevated
temperature depositions lead to coatings exhibiting lower loss, which is 1.33 lower
than coatings currently employed at the LIGO observatories. In order for a
reduction of a factor of 4 to be achieved, as is required for the next detector
upgrade, coatings exhibiting losses app 6 - 9× 10−5 are required. Throughout the
characterisation of the coatings developed on multi-sourced system some modes
experienced losses in the order of × 10−5 which would be an appropriate reduction
5.12. For the future of gravitational detector mirror coatings it is highly likely
that an alternative material would need to be selected, which coincidently has a
high refractive index, as well as low mechanical loss and optical absorption at the
required wavelength.
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Figure 5.12: Modelling of the coating thermal noise, considering a loss of 4 ×
10−5 rad. If this can be successfully implemented, coating Brownian noise will
no longer be the limitation to the sensitivity of the detectors at low frequencies.
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Chapter 6

Mixed material coatings

6.1 Introduction

Brownian thermal noise is the current obstruction limiting the sensitivity of
gravitational wave detectors at frequencies from 10 Hz to approx 200 Hz. The
currently employed optical coatings within the Advanced LIGO detectors are
estimated to have a coating loss of 3.6 × 10−4 rad [177], where the thin films
consist of alternating layers of SiO2 and TiO2:Ta2O5. For the Advanced LIGO
Plus (A+) update, however, the required loss target is estimated between 6 ×
10−5 → 9 × 10−5 rad, which is a value still to be reached by amorphous thin film
coatings with appropriate optical performances. The introduction of a dopant
into the high index layer material has proven beneficial, as seen in the case of
titania [157], which has encouraged the research of multiple materials as dopants
into the Ta2O5 coatings. The requirement of low mechanical loss is not the
only condition limiting the choice of dopant material. High refractive index,
higher annealing temperatures and lowering of the optical absorption are still
requirements for the Bragg reflector coatings.

The introduction of multiple dopants is a possible alternative to the current
high index optical coating. The previous chapter explored the addition of zirconia
as a dopant to tantala, which had allowed for the thin films to be heat treated at
higher temperatures, whilst the coatings remained in an amorphous state, leading
to a reduction in the mechanical loss, reducing the potential coating thermal noise.
On the other hand, the inclusion of ZrO2 had led to an increase in the optical
absorption of the coating hence doping ratio was deemed of high importance.
Titania was introduced as a dopant following results presented by G. Harry et.
al. , where the motivation for the material mixing arose due to the high index
of TiO2, and where the Ti atomic size allowed for a more densely packed Ta, Ti
and O matrix [157]. Furthermore, the introduction of Ti increased the melting
point of the material, allowing the thin film to retain a more stable amorphous
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state upon heat treatment, as well as contributing to the increase of the refractive
index.

The doping of Ta2O5 with both ZrO2 and TiO2 was considered. The addition
of both materials has proven beneficial for the reduction of the coating loss angle,
however their inclusion also leads to an increase in the optical absorption, there-
fore, low concentrations of dopants are needed for optimum improvements. The
choice of material ratio will aim to simultaneously reduce the mechanical loss of
the high index material whilst retaining a low optical absorption.

This chapter covers the deposition of ZrO2:TiO2 doped Ta2O5 coatings pro-
duced through the usage of multiple ECR ion sources. The depositions were
sputtered from a Ta2O5 target with, two guns aimed at its surface, and a ZrO2

target with the addition of two sectons of titanium foil on the surface, where only
one gun was utilised on the dopant materials. The addition of Ti was performed
in a similar manner to the production of a doped coating on the prototype system.
The mechanical and optical properties of the new materials were investigated, in-
cluding the monitoring of the composition of the thin films, which can lead to
a modification in the refractive index of the material as well as the shift in the
amorphous-to-crystalline transition temperature.

By comparing the newly developed dually doped material to priorly deposited
pure and mixed materials, this chapter will not only provide an insight into de-
velopment of multi-material mixtures but furthermore will deduce the suitability
of a multi-doped coating material for the A+ detector update.

6.2 Thin film deposition

Two deposition runs were performed on the multi-sourced ion-beam system.
The first run (B19D2614) contained two cantilevers, a JGS-1 witness piece and a
JGS-2 disc. The second run (B19E1615) contained only one cantilever, 2 JGS-1
discs, and 1 JGS-2 disc. During the depositions all 4 ECR sources were utilised.
Two of the sources were aimed at the Ta2O5, one source was aimed at the doping
target, and one was employed in the form of a neutraliser, i.e. an electron gun.
High current ion beams contain low energy electrons which are generated by
collisions with neutral particles, vacuum chamber walls and the target(s). The
electrons neutralise the ion beam charge and help keep them from diverging.
Therefore, if not supplied with negative voltage, low energy electrons would get
discharged in the plasma cavity and the ejected ion beam will strongly diverge.
Hence, the utilisation of one of the ECR sources as attentive to the discharging
during the coating process [178]. Since there was only ZrO2 and Ta2O5 targets, a
similar approach to section 5.2.2 was taken, where the second dopant was added
via an attachment of Ti foil on to the surface of the zirconia target. Based on the
deposition setup, films were expected to consist of ≈ 67% Ta2O5, and ≈ 33% of
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ZrO2 and TiO2. This elemental ratio was expected due to the sputtering yield of
the coating materials. It was deduced [179, 180] that a sputtering rate expected
for a tantulum pentoxide is 0.195 nmm−1µAcm−2, whereas for zirconium dioxide
the sputtering rate was 0.120 nmm−1µAcm−2. These sputtering rates entails
a 17% difference in sputtering yield between the two oxides. However, for the
titanium dioxide contribution, pure Ti was used, studied to have a sputtering
rate of 0.235 nmm−1µAcm−2 [180], which is expected as metals exhibit a larger
sputtering rate in comparison to oxides. Figure 6.1 shows the setup for both
depositions, where the positions of the targets were not changed between the
two coating runs. In both coating runs the substrates were attached onto the

Table 6.1: Parameters of ZrO2:TiO2 doped Ta2O5, deposited at room temperature,

within the multi-sourced ion beam system
Deposition run B19D2614 B19E1615
Extractor current Gun 1(mA) 0.67 0.68

Extractor current Gun 2(mA) 0.25 0.20

Extractor current Gun 4(mA) 0.19 0.19

Duration (hrs) 384 356

Coating thickness (nm) 1440 1162

Deposition rate (nm/hr) 3.75 3.26

rotational stage at the door of the vacuum chamber. The deposition parameters
were kept constant for both runs and a summary of them is detailed in table
6.1. The base pressure of the vacuum chamber for both coating runs was ≈ 1 ×
10−5 mbar, where after the injection of argon through the ion sources and the
neutraliser that pressure rose to ≈ 8 × 10−5 and reached its highest point of
1.3 ×10−4 mbar with the addition of oxygen in the background. The thicknesses
of the coatings had been directly measured on the surfaces of the JGS 1 discs,
using a DekTak technique, establishing an average deposition rate of ≈ 3.5 nm
per hour. The deposition rate was similar to the rate of coating run B19B0817,
proving the improved consistency and repeatability of the coating runs on the
larger coating system, following the employment of one of the ECR sources as an
electron gun.

6.3 Results/Discussion

6.3.1 Composition

Doping Ta2O5 with both ZrO2 and TiO2 has been proven beneficial to the
mechanical and optical properties of the material. However, an increased doping
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Figure 6.1: Target setup for deposition of ZrO2:TiO2 doped Ta2O5 coatings within
the multi-sourced ECR ion beam system. On the left is a tantulum pentoxide
target, positioned such that two guns can simultaneously meet the target. The
two darker spots on the target surface present the positions at which each gun
hits the target. On the right, is a ZrO2 with two Ti foil pieces attached in close
proximity to the position at which the beam collides with the target. Despite the
lower indentation on the target including a partial position on the target holder
element, no additional contamination by holder was determined.

ratio has been shown to lead to increased absorption [3, 157] in the thin film
coating, therefore a doping limitation is implied. The mixing ratio boundary has
not been examined, therefore following each of the deposition runs, elemental
analysis was performed on the doped coating. It not only enabled the verification
of deposition repeatability but furthermore provided an actual limitation to the
doping percentage for potential GW mirror coatings. All analysis was performed
through energy dispersive X-ray spectroscopy (EDS) using an scanning electron
microscope.

The verification of the coating composition was performed on the witness JGS
1 samples present in each coating run. To impose an easy comparison all ratios are
presented in the form (Zr+Ti)/(Zr+Ti+Ta), omitting the oxygen quantification.
These ratios were then compared to the doping ratio, presented in the previous
chapter, which characterises the differences due to the addition of TiO2. It was
deduced that within both coating runs, the elemental ratios were approximately
0.12 ± 0.01, where on average the Zr attributed to 7.5 ± 0.5% of the atomic
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mass and Ti attributed to 3.8 ± 0.1% of the total atomic mass. The previous
doping with ZrO2 had shown a three times higher atomic ratio (See Chapter
5), presenting differentiations in the doping percentages. Even though in both
setups, the multi-gun system had been operated at the exact same conditions,
a difference arises due to the utilisation of fourth ECR source as a neutraliser.
The usage as a neutraliser improved the stability of the deposition runs, and
since we are unable to monitor the process 24 hours a day, it is unknown whether
there were disruptions when system not monitored. Furthermore, for the zirconia
doped tantala coatings, Zr was estimated as ≈ 33% of the total atomic mass,
which was within the doping boundary, as estimated in [3].

By conducting elemental compositional analysis of the dually doped tantala
coatings one can not only establish the doping ratio within the thin films, but
furthermore it allows for the investigation of changes in the optical and mechanical
properties of the material, which can be attributed either to the additional dopant
material or the change in ZrO2 concentration. Since TiO2 possesses a higher
refractive index, comparatively to both zirconia and tantala, the next step of the
investigation would be the estimation of said refractive index as a function of
not only the doping concentrations but furthermore, how post-depositional heat
treatments affect the optical properties of the thin film.

6.3.2 Optical properties

The coating loss angle is not the exclusive concern for newly developed optical
coatings. Even though it is acknowledged to have a high impact, requirements
cannot be limited to low mechanical loss. The proposal by Harry et, al [157],
suggested the mixing of tantala with titania would not just lead to a more densely
pack coating but also to induce an increase in the refractive index of the doped
coating. A higher refractive index would allow the reduction of the total thickness
of the coating, decreasing the total coating thermal noise.

Following the elemental analysis of the coatings, one needs to deduce how the
addition of the second dopant (TiO2) affected the refractive index as a function
of wavelength. Furthermore, due to the prior depositions of pure tantala coatings
as well as zirconia doped tantala coatings, measuring the spectra of the coatings,
enables the determination of the optimum conditions, including doping and an-
nealing. The transmittance and reflectance spectra were measured by a photon
RT, which spectra was then used in the refractive index fitting, performed by
Chalisa Gier at the University of Strathclyde.

Optical transmission

A Photon RT spectrophotometer was used for transmission and reflection mea-
surements on the JGS-1 witness pieces from each coating run. Each sample was
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Figure 6.2: Mechanical loss measurements on ZrO2:TiO2 doped tantulum pen-
toxide optical coatings. Figure 6.2 presents the averaged data points for each
coated sample, before any thermal practice had been performed on the samples.
Similar to previous as deposited studies, losses appear within a reasonable and
expected range.

attached to a rotational stage. The sample was then rotated at different angles
in accordance to the detector. By choosing a low angle of incidence,close to the
near normal angle (0 - 10◦), the reflection spectrum of the surface was measured.
The angle utilised in this case was 8◦. As the position of the light source and
the detector cannot be at the same position, the smallest angle possible for the
detector was 8 degrees, whereas the sample was rotated to 4 degrees, also known
as the specular Fresnel direction [181]. Furthermore, by changing the position of
the detector in relation to the incident light, the transmission spectrum of the
sample was obtained. Both acquired spectra are representative of the whole disc
(substrate + coating). This data was then used to determine the thickness of
the coating on the surface of the disc (tc), the refractive index (n), the extinction
coefficient (k) and the absorption coefficient of the coating (α).

The Advanced LIGO A+ coatings are required to be highly reflective, there-
fore the reflection from the coated discs was of interest. However, the spectrum
obtained was corresponding of the full sample, coating and substrate, and since
the coating was a lot thinner in comparison to the thickness of the substrate, low
reflection and high transmission were deduced. Through the transmission data,
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Figure 6.3: Transmission curves as a function of wavelength for a ZrO2 : TiO2 :
Ta2O5 film before and after annealing at a temperature of 700◦C. It was deduced
that as a consequence of to the heat treatment the transmission of the sample had
increased by ≈ 1%. One has to consider the multiple reflections within the films.
The overall transmission had increased by 1% however, this could be also be
attributed to the systematic error of the apparatus. Furthermore, the uniformity
of the coating can additionally affect the RT measurements.

one was able to determine the thickness of the coating, and furthermore investi-
gate the effect post-deposition heat treatments have on the optical properties of
the coatings.

The variation of the transmission spectrum following a thermal treatment
was studied. Figure 6.3 shows the difference between the two measurements.
For a wavelength of 1064 nm, pre-annealing the transmittance was correspond-
ing to 84.76%. Following a 5 hour heat treatment at 700◦C, at 1064 nm, the
transmission percentage was evaluated as 85.64%. Therefore, after annealing
the absorption coefficient of the full sample had increased, and since SiO2 has
very low optical absorption, it was deduced that the decrease in reflectance was
due to the optical coating, as postulated in the previous chapter. Absorption
coefficient is inversely proportional to the transmission percentage, however, as
the transmission spectrum measured accounted for the entire sample (substrate
and thin film), in order to establish the absorptivity of the film, additional PCI
measurements are needed.
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The transmission and reflection spectra were analysed through SCOUT pro-
gramme using the OJL2 model [182]. The transmission spectrum acquired was
compared to a calculated model, enabling the estimation of the coating thickness
and complex refractive index, which is a function of the refractive index and the
extinction coefficient of the material, due to multiple variables. Since the refrac-
tive index is a function of the reflection property of the coating, the next section
will study the evolution of the refractive index due to variations in the elemental
composition of the coatings as well as heat treatments.

Refractive index

Through the measurements of the overall reflectance and transmittance of the
samples, one has the ability to model and evaluate the refractive index of the
coating as a function of wavelength. The reflectance of the coating is depen-
dent on the complex refractive index, which varies as a function of the refractive
index and extinction coefficient. However due to the multiple refractions transpir-
ing through the distinct layers of the substrate, including the coating, one cannot
simply distinguish the refractive index, exclusive for the thin film. In order for the
reflectivity of the coating to be estimated, the acquired transmittance data had
to be analysed through the SCOUT Operating language, employing model OJL
2. The measured spectrum was compared to a pre-modelled spectrum, and once
a matching model was determined, the refractive index and extinction coefficient
of that condition were equated with the values for our coatings. Furthermore, the
matching of model additionally allowed for an indirect evaluation of the coating
thickness. Previous research has shown that post-deposition heat treatments
are beneficial for the reduction of the optical absorption of the coatings [183].
In cases of coatings experiencing low level of oxygen, the additional annealing
allows for the oxygenation of the coating, which in turn increases the coating
density [184]. However, in cases where there are defects in the structure of the
coating, known as voids, the additional thermal processing might enable the en-
largement of said voids [185]. For amorphous oxide coatings, the effect of the heat
treatments depends on the stoichiometry of the structures. Furthermore, the ab-
sorption coefficient is proportional to ln(T ), therefore if there is an increase in the
coating transmittance, there would be a corresponding increase in the absorption
coefficient. Different research groups have acquired opposing data in regards to
the variability of the refractive index as a function of annealing temperature. In
cases of ion-beam sputtered alternating layers of Ta2O5 and SiO2 deposited using
an RF ion-beam deposition technique (Veeco IonTech - Spector), post-deposition
anneal affects the coating stress, stoichiometry and density. Coatings generally
processed using IBS sputtering experience high levels of compressive stress, which
get decreased through post-deposition annealing, however, it was observed that
the stress in the tantala did not reduce but inverted to tensile stress [186]. Dif-
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Figure 6.4: Comparison in the refractive index values, between pure tantala,
zirconia doped tantala and zirconia:titania doped tantala, deposited using ECR
ion-beam deposition. The optimum magnitude was deduced for un-doped Ta2O5.
The addition of zirconia and titania had been shown to increase the fraction of
the edge-shared polyhedra within the structure of the coatings. There was a
noticeable difference in the curve associated with the ZrO2:Ta2O5 coating. The
minor atomic percentage of titania within the dually doped coating could not
have attributed such a large effect on the refractive index, in comparison to the
zirconia-doped-tantala. This variation due to coating compositions required fur-
ther investigation, which had not been performed throughout the project covered
in this thesis.

ferent researchers had arrived at the conclusion that heat treatments decrease
the stress, and decrease the optical absorption [187]. Nichelatti [188], derived a
relation allowing for the direct calculation of the refractive index and the extinc-
tion coefficient though analysis of the reflection and transmittance data. In the
paper, it was shown that the extinction coefficient, k, is proportional to the nat-
ural logarithm of the ratio of the intensity reflectance and the overall reflectance,
where for the refractive index, n, that expression had a direct proportionality to
the intensity reflectance. Therefore, one would expect an increase in the refrac-
tive index as the reflectance increases, or transmittance decreases. However, the
transmittance and reflectance spectra obtained characterise the combination of
substrate and coating. In order for a conclusion to be made on the evolution of
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Figure 6.5: Change in refractive index due to post-deposition heat treatment at
a temperature of 700◦C for a ZrO2 : TiO2 : Ta2O5 coatings. As there was an
increase in the transmittance of the coating, 1%, an alteration was expected in
the refractive index function. That increase was characterised by less than half
a percent, making the change in value miniscule and deemed to be caused by
systematic errors. Therefore, it can be assumed that the refractive index did not
experience a change following thermal processing at 700◦C, which was consistent
with the compositional analysis of the coatings.

the refractive index, the coating transmittance and reflectance needs separated
from the full stack.

Figure 6.3 presented the transmittance data acquired for the same sample pre
and post heat treatments at 700◦C. The increase in the transmittance percent-
age was estimated as 1%, which is almost a negligible difference. However, one
would expect that since the transmittance percentage increased as a function of
annealing, the refractive index of said coating should decrease. Figure 6.5 shows
the distribution of the refractive index values as a function of wavelength. It can
be observed that in the case of the ZrO2:TiO2:Ta2O5 coating, thermal processing
resulted in a refractive index gain. The results presented in Figures 6.3 and 6.5
are conflicting, which could be explained due to low uniformity of the coating on
the surface of the substrate.

To summarise, the addition of TiO2 aimed to increase the Young’s modulus
and refractive index of the dually doped coating, however the low titania com-
position (≈3%) within the threefold thin film, could not explain the increase in
refractive index in comparison to the prior zirconia-doped coatings. Additional
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characterisation in regards to the film stoichiometry required to pinpoint the rea-
son for change in refractive index. Furthermore, post-deposition heat treatment
had been previously shown to be beneficial to the reduction of optical absorp-
tion [183]. However, the acquired transmittance spectra (Figure 6.3) were in
contradiction with the results for the refractive index. The conflicting data sets
would require additional characterisation in order to produce an explanation to
the inconsistency in the two models.

6.3.3 Heat treatment

The addition of ZrO2 has enabled the thermal treating of optical coatings to
higher temperatures, suppressing the amorphous to crystalline transition. The
dual doping of the Ta2O5 IBS thin films, aimed to not only retain the low level
of coating loss angle obtained after heat treatments at high temperatures but
to furthermore increase the density of the coating, leading to a corresponding
higher refractive index enabling the reduction of number of alternating low and
high refractive index layers. In a discussion presented previously [3], there exists a
limitation of the dopant ratio within the coating. Even though, zirconia enables
higher heat treatments and titania contributes to an increase in the Young’s
modulus, the excessive addition of oxides could eventually lead to the forming
of separate crystalline phases. Therefore, the goal for the two depositions was
to allow for a maximum of 25% doping, whereas the remaining 75% were to
remain tantulum pentoxide. However, as discussed in section 6.3.1 the doping
concentrations were substantially lower than expected.

The forming of cracks on the coated surface had been a pre-existing issue. In
order to deduce the origination of this effect, two of the three coated cantilevers
had been directly compared, where one was annealed in 100◦C increments and
its identical companion was directly heat treated at 600◦C, and then in 100◦C
steps, both reaching a maximum anneal temperature of 750◦C. The temperature
of 600◦ C was chosen as a result on the uncertainty in elemental composition of
the coating at this point, therefore to ensure the thin film remains in an amor-
phous state, coatings were annealed only up to a temperature which has been
previously proven to be below the crystallisation point of tantala coatings. For
the case of the dually doped coatings, cracks on the surface of the coating were
not present, independent of the annealing temperature, as long as it remained
under a crystallisation amplitude. Therefore, evaluations of the coating loss angle
were deemed acceptable, as the uniformity of the coated surface had not been
disturbed. Figure 6.2 presented the averaged mechanical loss evaluations before
any heat treatment had been performed. The measured values were as expected
considering that for all the IBS ECR deposited coatings before any thermal an-
nealing, the as deposited loss was approximately at the order of 1 - 2 × 10−3
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Figure 6.6: Characterisation of the mechanical loss of zirconia/titania doped
tantala coatings as a function of annealing temperature. Optimum annealing
temperature was at 750◦C, which simultaneously allowed the coatings to remain
in an amorphous state and exhibit a low coating loss angle. In comparison to
the ZrO2 doped Ta2O5 coatings, there was a factor of 2 reduction in the average
coating loss angle.

rad. Figure 6.6 demonstrates the variation of the average coating loss angle as a
function of increasing annealing temperature, which manifested the same trend
of loss angle decrease at a temperature of 400◦C as the ZrO2 doped tantulum
pentoxide thin films. The dip in loss at the 400 point of annealing coincided
with the change of orientation of the stress on the coated sample. The lowest
average loss was detected post annealing at 600◦C at 2.47 × 10−4 rad, however,
the average loss detected at 750◦C was only 8% higher in comparison. As there
was a larger spread in loss estimations following the heat treatment at the higher
temperature, the variation between the two averaged losses could be conspired
equivalent, since a similar trend was observed for the twofold coatings covered
in the previous chapter. The identical declination of the mechanical loss with
the increase of the annealing temperature for both the single and dually doped
coatings were in correspondence with the low titania concentration.

In order to deduce whether the contribution of the second dopant is substan-
tial enough to improve the currently employed Bragg refractor coatings, the three

142



sets were compared (elevated ZrO2:Ta2O5, multi-sourced ECR system using in-
dividual oxide targets and the dually doped titania/zirconia/tantala thin films).
In comparison with the three individual sets, the dually doped coatings exhib-
ited a middle position, with an improvement in loss of 60% in comparison to the
deposition of zirconia/tantala using oxide target, however it still remained 35%
higher than the lowest average coating loss for elevated temperature deposited
ZrO2 doped Ta2O5, using a oxide target, with the addition of a metal foil section.

6.4 Summary

The mixture of multiple materials has ben currently implemented as the high-
refractive (HR) optical layer of the Bragg refractors’ coatings, in the form of
titania doped tantulum pentoxide. However, the next step of the development
of gravitational wave observatories requires an improvement in regards to the
optical coatings of the test masses. Doping of the HR coating layer has aimed to
increase the amorphous-to-crystalline transition temperature, as well as increase
the Young’s modulus of the coating. Independent dopants contribute to different
characteristic improvements. The addition of zirconia has increased the thermal
treatment limit, whereas the mixture with titania aims to decrease the number of
layer required in the coating stack, both of which would contribute to a decrease
in the limiting coating thermal noise trend.

Dual doping was performed on a multi-source ECR IBS system, using two
oxide targets, Ta2O5 and ZrO2, where a Ti foil was attached to the surface of
the latter one, enabling the addition of the second material. The aim was to
introduce a 25% mixture of zirconia and titania, to the high n coating layer.
However, it was deduced that the ratio between tantala and the dopants was
lower than expected, leading to the assumption that there was no change in the
corner-shared polyhedra structure of the coating due to the doping [3]. Therefore,
compositionally the developed coatings remained within the imposed doping ratio
boundary.

The inclusion of TiO2 was expected to increase the overall refractive index of
the coating, however the low atomic ratio of the element within the composition of
the thin films could not provide sufficient evidence of modification. Nevertheless,
optical properties of the developed coatings were studied, showing a minimal in-
crease in transmittance percentage following thermal annealing. This effect could
be attributed to an inhomogeneity of the coating surface, or a structural void,
enhanced by the heat treatments. The increase of the transmittance contradicted
the diagnosed increase in refractive index. The justification of said increase could
not be accredited to the titania doping, and would require further investigation.

Furthermore, the mechanical loss of the coatings, even though lower than
pure tantala, was ≈ 35% higher than the single doped optical coatings. These
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results may have several explanations, including the doping concentration, nature
of doping material (oxide or metal), deposition temperature, uniformity of the
film, etc. If the coating loss angle is directly compared to the identical sputtering
of ZrO2 doped Ta2O5 covered in the previous chapter, the mechanical loss asso-
ciated with the dually doped material is almost 30% lower than the single doped
material. Speculations suggest that this de-escalation in the internal friction fac-
tor was due to the lower zirconia content and almost negligible titania content,
resulting in higher fraction of the corner-shared polyhedra, which provided the
lower loss measurements at higher temperatures. In order to better understand
how multi material doping affects the deposited film, an investigation is required,
which should investigate different ZrO2/ TiO2/ Ta2O5 ratios.

To summarise, multi-doped coatings suggest improving optical and mechanical
properties of mirror coatings, however further investigation is necessary into the
doping concentrations of the individual elements. The reduction of number of
variables would allow for an optimum doping ratio, and therefore an optimum
threefold thin film. Currently, based on the results presented in this chapter, the
ZrO2:TiO2:Ta2O5 mix does not fulfil the requirements for Advanced LIGO A+,
and is still a factor of two higher than demanded.
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Chapter 7

Conclusions

The detection of gravitational waves, caused by the merger of two black holes,
on September 14th 2015 at the LIGO detectors, introduced a whole new era of
gravitational wave astronomy. All these years following Einstein’s publication, re-
searchers had been investigating various possibilities to prove the validity of the
theory. By implementing and researching new technologies, with the observation
of the gravitational wave signal, the legitimacy of the speculation was confirmed.
Subsequent observing runs, accompanied by the Advanced Virgo detector, in-
creased the number of observations, including the originators of such events. As
both detectors have reached their sensitivity limits, improvement of the current
noise limitations is required, especially in regards to the coating thermal noise and
quantum noise. Advancements in the decrease of the quantum noise amplitude
have been obtained in the form of squeezing, and are to be introduced during
the next detector sensitivity improvement, i.e. Advanced LIGO +. The remain-
ing dominating noise contributor will then be coating Brownian noise which is
attributed to the optical coatings on the surface of the Bragg reflectors, within
the gravitational wave interferometers, and is the main research topic covered
within this thesis presentation. Different approaches have been taken in aim to
reduce the boundary due to coating thermal noise and a summary of the results
presented within this thesis work will be condensed in the following sections.

Substrates Throughout the studies, both silica cantilevers and JGS 1 silica
pieces were utilised. Whilst the cantilever substrates contributed to the evalua-
tion of the mechanical loss of the optical coatings, the silica discs were used for
deduction of optical properties including Young’s modulus, coating thicknesses,
etc. All the SiO2 cantilevers have been separately made from base components i.e.
glass block and rectangular µm thick ribbon, which were then welded together.
The variation in substrate thickness was understood to originate within the ultra
thin silica disc from which the cantilever ribbons were diced. It was deduced that
cantilever produced from lower thickness discs showed lower mechanical loss prior

145



to any coating deposition and furthermore, exhibited a wider spread of measur-
able vibrational modes. In order to decrease variability in surface parameters of
coating substrates, all samples were heat treated at 950◦C for a duration of 5
hours, prior to any characterisations.

Coating deposition Ion-beam sputtering has been acknowledged as an ul-
timate deposition technique. The two deposition apparatuses utilised for the
development of the optical coatings covered in this thesis employed an ECR/
multiple ECR source/s instead of the commonly use RF sources. Due to the grid
less nature of the ECR sources structure, they produce lesser contaminated films.
Furthermore, it has been proven that the slower deposition rate, attributed to the
two apparatuses, enables higher packing density of the coating elements, hence
decrease the amount of internal friction causing mechanical loss. The low deposi-
tion rate further affects the levels of optical absorption and reflection, providing
optimum optical coatings.

The prototype system, containing a single ECR ion source, allowed for ele-
vated temperature depositions with a maximum temperature of 500◦C, alongside
room temperature depositions. The size of the vacuum chamber enabled the use
of a single sputtering target, limiting the incorporation of additional dopants.
Nevertheless, the addition of up to two dopants was achievable.

The multi-sourced deposition system, utilising up to four ECR sources, en-
abled the usage of multiple sputtering targets as long as composition was set
up in accordance to the positions of the ion guns. Furthermore, the inclusion
of a rotational stage, containing the uncoated substrates, improved on the coat-
ing uniformity. The alteration of the separation between the substrates and the
targets allowed for modification of the deposition rate. One of the ion sources
was subsequently utilised as a neutralising electron gun, diminishing the effect of
discharging during deposition runs.

The production of thin films on the two IBS systems, provided variability in
the deposition parameters, which further expanded the coating research area and
allowed for the direct comparison of independently produced coatings from the
two apparatuses.

Tantulum pentoxide coatings Pure tantulum pentoxide coatings were de-
posited on the prototype system, sputtering from an oxide and a metal target.
Unlike typical depositions, the thin films produced were developed at different
temperatures, ranging from room temperature to 500◦C. The instability of the
system for the highest temperature deposition affected the quality of optical coat-
ings, hence they had been excluded. Depositions at 100◦C and 200◦C demon-
strated the lowest average mechanical losses, implying a proposition of further
elevated depositions using alternative coating materials. The low deposition rate
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of IBS ECR systems contributes to higher packing density films, which leads to
better optical and mechanical properties. Sputtering from the metal target was
deduced to have a higher deposition rate in comparison to the Ta2O5 target,
which in turn explains the lower mechanical loss characterised for the coatings
deposited from the oxide target. All coated substrates had went through thermal
processing at 600◦C, allowing the coatings to remain amorphous after the heat
treatment. It was observed that on average, coatings deposited at 200◦C using
the oxide target, had a ≈ 35% reduction in loss, in comparison to the identical
coating, deposited from a metal target.

Overall, the use of oxide target lead to the production of less lossy materials.
Instead of using averaged data, the lowest measured mode ring-down for the
metal target coatings showed a loss of 9.82 × 10−5 rad, whereas the lowest value
obtained accordingly for the oxide target coatings was 2.00 × 10−4 rad. The loss
in the order of 10−5 was correspondent to a 100◦C deposition, whereas the low
10−4 loss corresponded to a 200◦C deposition.

Post-deposition annealing showed improvement in the mechanical loss in both
cases. For the coatings deposited with the metal target, after heat treatments
at 600◦C, the average loss improved by ≈ 75%. In the case of the oxide target
depositions, the reduction in loss post the same heat treatment was estimated as
≈ 30%. Coatings, deposited from the Ta target had the risk of being oxygen de-
ficient, which was corrected with the post depositional thermal processing. This
in turn explains the larger decrease in losses in the metal target coatings in com-
parison to the oxide target coatings. Higher temperature anneals have improved
the mechanical and optical properties of thin films, reducing the mechanical loss
and the absorption coefficient of the coating. In order for tantulum pentoxide
coatings to be heat treated to a higher temperature, the introduction of a dopant
is required, which enables the suppression of the crystallisation of the material.
As the current dopant (TiO2) does not affect the amorphous to crystalline transi-
tion, an alternative material is required to enable higher temperature annealing.
Zirconia was chosen as a doping candidate, as it has been shown to increase the
packing density of the Ta and O matrix and furthermore increase the melting
point of the deposited material.

Zirconia doped tantulum pentoxide coatings Zirconia doped tantala coat-
ings were deposited on both the prototype and the multi-sources system. Whilst
the prototype system utilised a Ta2O5 with Zr foil attached to its surface, the
larger system successfully employed a tantala and a zirconia target, where two of
the ECR sources were aimed at the Ta2O5 target and one on the dopant. The
depositions performed on the single-sourced system allowed for higher coating
temperatures, whereas the multi-sourced system provided a more controlled dop-
ing environment, allowing for an exact choice of atomic ratio between elements.
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Depositions on the prototype system, using a Zr foil, produced a doping ratio
of Zr/(Zr+Ta)=0.3. Depositions up to temperatures of 500◦C were performed.
In order for the optimum annealing temperature to be deduced each coating had
been annealed at 600◦C, 700◦C, 750◦C and 800◦C. Higher temperatures were not
achievable as the coating crystallised. Based on multiple depositions at each
temperature, it was gathered that the deposition temperature leading to the
lowest loss material was at 200◦C which is analogous to what was deduced for
the pure tantala coatings. On average the lowest loss obtained was after a heat
treatment at 800◦C, estimated as 1.89 × 10−4 rad, or per individual ringdown
1.59 × 10−4 rad after the same temperature thermal treatment. In comparison to
the currently employed titania doped tantala coatings, the ones developed on the
ECR system showed a factor of two improvement. However, there is an overall
reduction of a factor of 4 in mechanical loss required for the Advanced LIGO +
optical coatings.

The coatings, produced on the multi-sourced IBS system, contained a similar
dopant to base atomic ratio as the coatings developed in the prototype system.
The alignment of the three guns suggested a ≈ 33% ZrO2 doping ratio. The use
of a ZrO2 target also decreased the probability of oxygen deficiency within the
optical coatings. Variation was introduced in the deposition angle for some of the
coatings, investigating the optimal deposition conditions characterised with the
best uniformity and lowest loss, confirming a position normal to the substrate
plate as the most efficient. Furthermore on inspection it was deduced that de-
position on this system was ≈ 4.6 times slower in comparison to the prototype
system. Slower deposition rates are expected to produce more densely packed
coatings with lower loss. The average loss was estimated as 2.68 × 10−4 rad
after a heat treatment at 750◦C, which matches the expectancy of loss for the
Advanced LIGO titania doped tantala coatings. The lower optimum temperature
is presumed to be due to elemental composition of coatings, i.e. lower zirconia
content, lower crystallisation temperature. However, the lowest detected loss was
4.26 × 10−5, which is three times lower than the average mechanical loss, but
within limitations for the requirements for the Advanced LIGO + coatings. This
is the lowest loss measured at this point in time of a zirconia doped tantala film
deposited using ion-beam sputtering. Further investigation of doping ratios could
identify a mixture with an overall loss in the 10−5 range.

It was deduced that in both coating setups, the absorption coefficient of the
thin films was sufficiently larger than expected, i.e. the coatings were not as
reflective as anticipated. Therefore, in attempt to coincidently maintain a low
mechanical loss and improve reflectivity of optical coatings, a second dopant,
TiO2 was interpolated.
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Titania and zirconia doped tantulum pentoxide coatings The addition
of ZrO2 and TiO2 to tantulum pentoxide envisioned ultra low loss optical coatings
with a high refractive index. Multiple coatings were deposited on the multi-beam
IBS system, as the dual doping imposed limitations of the choice of system.
Similar to the zirconia doped coatings, two of the ECR sources were pointed at
the Ta2O5 target, and on was aimed at the ZrO2, where Ti foil was attached to
its surface, incorporating it in the final mixture. It was deduced that the overall
achieved doping was ≈ 12%, where Ti represented only 0.03 parts of the complete
mixture.

The presence of ZrO2 enabled the thermal treatment of deposited films up to
a temperature of 750◦C, whereas TiO2 was expected to affect the optical prop-
erties of the coating. The implementation of titania into the mixture did not
alter the reflectance or transmittance of the thin film, which is attributed to the
limited doping concentration. Upon inspection, it was established that post heat
treatment, the refractive index of the coating increased, which was attributed
to the densification of the thin film following additional oxygenation. In order
for the addition of titanium to enable the decrease of number of coating layers,
higher doping concentrations are required, which will enable the improvement in
film reflectivity.

On average, the dually doped thin films experienced a loss of ≈ 2.46 × 10−4

rad, where the ultimate mechanical loss estimated as ≈ 1.85 × 10−4 rad. In
comparison to the zirconia doped coatings, there was an 8% improvement in the
average loss, however, independent ringdowns did not de-escalate correspondingly.

The dual doping was an attempt to provide an option for the Advanced
LIGO+ stage, however, it did not fulfil the optical requirements for the next
enhancement. Studies demonstrated an overall improvement, however, further
investigations into the doping concentrations are required to complete the review
of TiO2:ZrO2 doped Ta2O5.

Future work Depositions utilising ECR ion-beam sources presented a major
qualitative advantage over alternative deposition techniques. The two IBS sys-
tems demonstrated an improvement in optical and mechanical properties of mixed
or pure materials, however, due to the only recent employment of these plasma
sources, there is high unpredictability in the resulting thin films. Continuous
usage will enable the improvement in repeatability.

The production of less lossy, highly reflective materials has been successfully
achieved. The introduction of multiple doping mixtures showed diversity in possi-
ble compound materials, with improved mechanical and optical properties. Even
though the dually doped materials did not attain to the required parameters,
higher doping percentage zirconia/tantala coatings provided an excellent exam-
ple of future possible conglomerations.
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[181] S. Lüth et al. “Fresnel volume migration of multicomponent data”. In:
Geophysics (2005). issn: 00168033. doi: 10.1190/1.2127114.

[182] Ferroli. SCOUT Technical Manual. 2019. url: http://www.act.org/
content/dam/act/unsecured/documents/ACT_Technical_Manual.pdf.

[183] H. Nyakotyo, T. S. Sathiaraj, and E. Muchuweni. “Effect of annealing
on the optical properties of amorphous Se79Te10Sb4Bi7 thin films”. In:
Optics and Laser Technology (2017). issn: 00303992. doi: 10.1016/j.
optlastec.2017.01.023.

[184] Y. Wang et al. “Effect of inter-annealing between two stages of extrusion
on the microstructure and mechanical property for spray deposited Al-
Cu-Li alloy 2195”. In: Journal of Materials Research and Technology 8.5
(2019). issn: 22387854. doi: 10.1016/j.jmrt.2019.06.052.

[185] N. R. Mathews et al. “TiO2 thin films - Influence of annealing temperature
on structural, optical and photocatalytic properties”. In: Solar Energy 83.9
(2009), pp. 1499–1508. issn: 0038092X. doi: 10.1016/j.solener.2009.
04.008.

[186] R. P. Netterfield et al. “Low mechanical loss coatings for LIGO optics:
progress report”. In: Advances in Thin-Film Coatings for Optical Applica-
tions II 5870 (2005). issn: 0277786X. doi: 10.1117/12.618288.

[187] I. W. Martin et al. “Effect of heat treatment on mechanical dissipation in
Ta2O 5 coatings”. In: Classical and Quantum Gravity 27.22 (2010). issn:
02649381. doi: 10.1088/0264-9381/27/22/225020. arXiv: 1010.0577.

164

https://doi.org/10.1103/PhysRevD.98.122001
https://doi.org/10.1103/PhysRevD.98.122001
https://doi.org/10.1103/PhysRevD.98.122001
https://doi.org/10.1063/1.1135144
https://doi.org/10.1002/sia.740070209
10.1088/0022-3727/43/25/253001
https://doi.org/10.1190/1.2127114
http://www.act.org/content/dam/act/unsecured/documents/ACT_Technical_Manual.pdf
http://www.act.org/content/dam/act/unsecured/documents/ACT_Technical_Manual.pdf
https://doi.org/10.1016/j.optlastec.2017.01.023
https://doi.org/10.1016/j.optlastec.2017.01.023
https://doi.org/10.1016/j.jmrt.2019.06.052
https://doi.org/10.1016/j.solener.2009.04.008
https://doi.org/10.1016/j.solener.2009.04.008
https://doi.org/10.1117/12.618288
https://doi.org/10.1088/0264-9381/27/22/225020
https://arxiv.org/abs/1010.0577


[188] E. Nichelatti. “Complex refractive index of a slab from reflectance and
transmittance: Analytical solution”. In: Journal of Optics A: Pure and
Applied Optics 4.4 (2002), pp. 400–403. issn: 14644258. doi: 10.1088/
1464-4258/4/4/306.

165

https://doi.org/10.1088/1464-4258/4/4/306
https://doi.org/10.1088/1464-4258/4/4/306


List of publications

[1] B. P. Abbott et al. “GW170817: Observation of Gravitational Waves from
a Binary Neutron Star Inspiral”. In: Physical Review Letters 119.16 (2017).
issn: 10797114. doi: 10.1103/PhysRevLett.119.161101.

[2] G. Vajente et al. “Effect of elevated substrate temperature deposition on
the mechanical losses in tantala thin film coatings”. In: Classical and
Quantum Gravity (2018). issn: 13616382. doi: 10.1088/1361- 6382/

aaad7c.

[3] K. Prasai et al. “High Precision Detection of Change in Intermediate
Range Order of Amorphous Zirconia-Doped Tantala Thin Films Due to
Annealing”. In: Physical Review Letters 123.4 (2019), pp. 1–6. issn: 10797114.
doi: 10.1103/PhysRevLett.123.045501.

166

https://doi.org/10.1103/PhysRevLett.119.161101
https://doi.org/10.1088/1361-6382/aaad7c
https://doi.org/10.1088/1361-6382/aaad7c
https://doi.org/10.1103/PhysRevLett.123.045501


GW170817: Observation of Gravitational Waves from a Binary Neutron Star Inspiral

B. P. Abbott et al.*
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On August 17, 2017 at 12∶41:04 UTC the Advanced LIGO and Advanced Virgo gravitational-wave
detectors made their first observation of a binary neutron star inspiral. The signal, GW170817, was detected
with a combined signal-to-noise ratio of 32.4 and a false-alarm-rate estimate of less than one per
8.0 × 104 years. We infer the component masses of the binary to be between 0.86 and 2.26 M⊙, in
agreement with masses of known neutron stars. Restricting the component spins to the range inferred in
binary neutron stars, we find the component masses to be in the range 1.17–1.60 M⊙, with the total mass of
the system 2.74þ0.04

−0.01M⊙. The source was localized within a sky region of 28 deg2 (90% probability) and

had a luminosity distance of 40þ8
−14 Mpc, the closest and most precisely localized gravitational-wave signal

yet. The association with the γ-ray burst GRB 170817A, detected by Fermi-GBM 1.7 s after the
coalescence, corroborates the hypothesis of a neutron star merger and provides the first direct evidence of a
link between these mergers and short γ-ray bursts. Subsequent identification of transient counterparts
across the electromagnetic spectrum in the same location further supports the interpretation of this event as
a neutron star merger. This unprecedented joint gravitational and electromagnetic observation provides
insight into astrophysics, dense matter, gravitation, and cosmology.

DOI: 10.1103/PhysRevLett.119.161101

I. INTRODUCTION

On August 17, 2017, the LIGO-Virgo detector network
observed a gravitational-wave signal from the inspiral of
two low-mass compact objects consistent with a binary
neutron star (BNS) merger. This discovery comes four
decades after Hulse and Taylor discovered the first neutron
star binary, PSR B1913+16 [1]. Observations of PSR
B1913+16 found that its orbit was losing energy due to
the emission of gravitational waves, providing the first
indirect evidence of their existence [2]. As the orbit of a
BNS system shrinks, the gravitational-wave luminosity
increases, accelerating the inspiral. This process has long
been predicted to produce a gravitational-wave signal
observable by ground-based detectors [3–6] in the final
minutes before the stars collide [7].
Since the Hulse-Taylor discovery, radio pulsar surveys

have found several more BNS systems in our galaxy [8].
Understanding the orbital dynamics of these systems
inspired detailed theoretical predictions for gravitational-
wave signals from compact binaries [9–13]. Models of the
population of compact binaries, informed by the known
binary pulsars, predicted that the network of advanced
gravitational-wave detectors operating at design sensitivity

will observe between one BNS merger every few years to
hundreds per year [14–21]. This detector network currently
includes three Fabry-Perot-Michelson interferometers that
measure spacetime strain induced by passing gravitational
waves as a varying phase difference between laser light
propagating in perpendicular arms: the two Advanced
LIGO detectors (Hanford, WA and Livingston, LA) [22]
and the Advanced Virgo detector (Cascina, Italy) [23].
Advanced LIGO’s first observing run (O1), from

September 12, 2015, to January 19, 2016, obtained
49 days of simultaneous observation time in two detectors.
While two confirmed binary black hole (BBH) mergers
were discovered [24–26], no detections or significant
candidates had component masses lower than 5M⊙, placing
a 90% credible upper limit of 12 600 Gpc−3 yr−1 on the rate
of BNS mergers [27] (credible intervals throughout this
Letter contain 90% of the posterior probability unless noted
otherwise). This measurement did not impinge on the range
of astrophysical predictions, which allow rates as high as
∼10 000 Gpc−3 yr−1 [19].
The second observing run (O2) of Advanced LIGO, from

November 30, 2016 to August 25, 2017, collected 117 days
of simultaneous LIGO-detector observing time. Advanced
Virgo joined the O2 run on August 1, 2017. At the time of
this publication, two BBH detections have been announced
[28,29] from the O2 run, and analysis is still in progress.
Toward the end of the O2 run a BNS signal, GW170817,

was identified by matched filtering [7,30–33] the data
against post-Newtonian waveform models [34–37]. This
gravitational-wave signal is the loudest yet observed, with a
combined signal-to-noise ratio (SNR) of 32.4 [38]. After

*Full author list given at the end of the Letter.
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01�
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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Additionally, a short instrumental noise transient
appeared in the LIGO-Livingston detector 1.1 s before
the coalescence time of GW170817 as shown in Fig. 2.
This transient noise, or glitch [71], produced a very brief
(less than 5 ms) saturation in the digital-to-analog converter
of the feedback signal controlling the position of the test
masses. Similar glitches are registered roughly once every
few hours in each of the LIGO detectors with no temporal
correlation between the LIGO sites. Their cause remains
unknown. To mitigate the effect on the results presented in
Sec. III, the search analyses applied a window function to
zero out the data around the glitch [72,73], following the
treatment of other high-amplitude glitches used in the
O1 analysis [74]. To accurately determine the properties
of GW170817 (as reported in Sec. IV) in addition to the
noise subtraction described above, the glitch was modeled
with a time-frequency wavelet reconstruction [75] and
subtracted from the data, as shown in Fig. 2.
Following the procedures developed for prior gravita-

tional-wave detections [29,78], we conclude there is no
environmental disturbance observed by LIGO environmen-
tal sensors [79] that could account for the GW170817
signal.
The Virgo data, used for sky localization and an

estimation of the source properties, are shown in the
bottom panel of Fig. 1. The Virgo data are nonstationary
above 150 Hz due to scattered light from the output optics
modulated by alignment fluctuations and below 30 Hz due
to seismic noise from anthropogenic activity. Occasional
noise excess around the European power mains frequency
of 50 Hz is also present. No noise subtraction was applied
to the Virgo data prior to this analysis. The low signal
amplitude observed in Virgo significantly constrained the
sky position, but meant that the Virgo data did not
contribute significantly to other parameters. As a result,
the estimation of the source’s parameters reported in
Sec. IV is not impacted by the nonstationarity of Virgo
data at the time of the event. Moreover, no unusual
disturbance was observed by Virgo environmental sensors.
Data used in this study can be found in [80].

III. DETECTION

GW170817 was initially identified as a single-detector
event with the LIGO-Hanford detector by a low-latency
binary-coalescence search [81–83] using template wave-
forms computed in post-Newtonian theory [11,13,36,84].
The two LIGO detectors and the Virgo detector were all
taking data at the time; however, the saturation at the LIGO-
Livingston detector prevented the search from registering a
simultaneous event in both LIGO detectors, and the low-
latency transfer of Virgo data was delayed.
Visual inspection of the LIGO-Hanford and LIGO-

Livingston detector data showed the presence of a clear,
long-duration chirp signal in time-frequency representations
of the detector strain data. As a result, an initial alert was

generated reporting a highly significant detection of a binary
neutron star signal [85] in coincidence with the independ-
ently observed γ-ray burst GRB 170817A [39–41].
A rapid binary-coalescence reanalysis [86,87], with the

time series around the glitch suppressed with a window
function [73], as shown in Fig. 2, confirmed the presence of
a significant coincident signal in the LIGO detectors. The
source was rapidly localized to a region of 31 deg2,
shown in Fig. 3, using data from all three detectors [88].
This sky map was issued to observing partners, allowing
the identification of an electromagnetic counterpart
[46,48,50,77].
The combined SNR of GW170817 is estimated to be

32.4, with values 18.8, 26.4, and 2.0 in the LIGO-Hanford,

FIG. 2. Mitigation of the glitch in LIGO-Livingston data. Times
are shown relative to August 17, 2017 12∶41:04 UTC. Top panel:
A time-frequency representation [65] of the raw LIGO-Living-
ston data used in the initial identification of GW170817 [76]. The
coalescence time reported by the search is at time 0.4 s in this
figure and the glitch occurs 1.1 s before this time. The time-
frequency track of GW170817 is clearly visible despite the
presence of the glitch. Bottom panel: The raw LIGO-Livingston
strain data (orange curve) showing the glitch in the time domain.
To mitigate the glitch in the rapid reanalysis that produced the sky
map shown in Fig. 3 [77], the raw detector data were multiplied
by an inverse Tukey window (gray curve, right axis) that zeroed
out the data around the glitch [73]. To mitigate the glitch in the
measurement of the source’s properties, a model of the glitch
based on a wavelet reconstruction [75] (blue curve) was sub-
tracted from the data. The time-series data visualized in this figure
have been bandpassed between 30 Hz and 2 kHz so that the
detector’s sensitive band is emphasized. The gravitational-wave
strain amplitude of GW170817 is of the order of 10−22 and so is
not visible in the bottom panel.
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LIGO-Livingston, and Virgo data respectively, making it
the loudest gravitational-wave signal so far detected. Two
matched-filter binary-coalescence searches targeting
sources with total mass between 2 and 500 M⊙ in the
detector frame were used to estimate the significance of this
event [9,12,30,32,73,81–83,86,87,91–97]. The searches
analyzed 5.9 days of LIGO data between August 13,
2017 02∶00 UTC and August 21, 2017 01∶05 UTC.
Events are assigned a detection-statistic value that ranks
their probability of being a gravitational-wave signal. Each
search uses a different method to compute this statistic and
measure the search background—the rate at which detector
noise produces events with a detection-statistic value equal
to or higher than the candidate event.
GW170817 was identified as the most significant event

in the 5.9 days of data, with an estimated false alarm rate of
one in 1.1 × 106 years with one search [81,83], and a
consistent bound of less than one in 8.0 × 104 years for the
other [73,86,87]. The second most significant signal in this
analysis of 5.9 days of data is GW170814, which has a
combined SNR of 18.3 [29]. Virgo data were not used in
these significance estimates, but were used in the sky
localization of the source and inference of the source
properties.

IV. SOURCE PROPERTIES

General relativity makes detailed predictions for the
inspiral and coalescence of two compact objects, which

may be neutron stars or black holes. At early times, for low
orbital and gravitational-wave frequencies, the chirplike
time evolution of the frequency is determined primarily by
a specific combination of the component masses m1 and
m2, the chirp mass M ¼ ðm1m2Þ3=5ðm1 þm2Þ−1=5. As the
orbit shrinks and the gravitational-wave frequency grows
rapidly, the gravitational-wave phase is increasingly influ-
enced by relativistic effects related to the mass ratio
q ¼ m2=m1, where m1 ≥ m2, as well as spin-orbit and
spin-spin couplings [98].
The details of the objects’ internal structure become

important as the orbital separation approaches the size of
the bodies. For neutron stars, the tidal field of the
companion induces a mass-quadrupole moment [99,100]
and accelerates the coalescence [101]. The ratio of the
induced quadrupole moment to the external tidal field is
proportional to the tidal deformability (or polarizability)
Λ ¼ ð2=3Þk2½ðc2=GÞðR=mÞ�5, where k2 is the second Love
number and R is the stellar radius. Both R and k2 are fixed
for a given stellar massm by the equation of state (EOS) for
neutron-star matter, with k2 ≃ 0.05–0.15 for realistic neu-
tron stars [102–104]. Black holes are expected to have
k2 ¼ 0 [99,105–109], so this effect would be absent.
As the gravitational-wave frequency increases, tidal

effects in binary neutron stars increasingly affect the phase
and become significant above fGW ≃ 600 Hz, so they are
potentially observable [103,110–116]. Tidal deformabil-
ities correlate with masses and spins, and our measurements
are sensitive to the accuracy with which we describe
the point-mass, spin, and tidal dynamics [113,117–119].
The point-mass dynamics has been calculated within the
post-Newtonian framework [34,36,37], effective-one-body
formalism [10,120–125], and with a phenomenological
approach [126–131]. Results presented here are obtained
using a frequency domain post-Newtonian waveform
model [30] that includes dynamical effects from tidal
interactions [132], point-mass spin-spin interactions
[34,37,133,134], and couplings between the orbital angular
momentum and the orbit-aligned dimensionless spin com-
ponents of the stars χz [92].
The properties of gravitational-wave sources are inferred

by matching the data with predicted waveforms. We
perform a Bayesian analysis in the frequency range
30–2048 Hz that includes the effects of the 1σ calibration
uncertainties on the received signal [135,136] (< 7% in
amplitude and 3° in phase for the LIGO detectors [137] and
10% and 10° for Virgo at the time of the event). Unless
otherwise specified, bounds on the properties of
GW170817 presented in the text and in Table I are 90%
posterior probability intervals that enclose systematic
differences from currently available waveform models.
To ensure that the applied glitch mitigation procedure

previously discussed in Sec. II (see Fig. 2) did not bias the
estimated parameters, we added simulated signals with
known parameters to data that contained glitches analogous

18h

15h 12h
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-30° -30°

0 25 50 75
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 5°
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N

FIG. 3. Sky location reconstructed for GW170817 by a rapid
localization algorithm from a Hanford-Livingston (190 deg2,
light blue contours) and Hanford-Livingston-Virgo (31 deg2,
dark blue contours) analysis. A higher latency Hanford-Living-
ston-Virgo analysis improved the localization (28 deg2, green
contours). In the top-right inset panel, the reticle marks the
position of the apparent host galaxy NGC 4993. The bottom-right
panel shows the a posteriori luminosity distance distribution
from the three gravitational-wave localization analyses. The
distance of NGC 4993, assuming the redshift from the NASA/
IPAC Extragalactic Database [89] and standard cosmological
parameters [90], is shown with a vertical line.
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to the one observed at the LIGO-Livingston detector during
GW170817. After applying the glitch subtraction tech-
nique, we found that the bias in recovered parameters
relative to their known values was well within their
uncertainties. This can be understood by noting that a
small time cut out of the coherent integration of the phase
evolution has little impact on the recovered parameters. To
corroborate these results, the test was also repeated with a
window function applied, as shown in Fig. 2 [73].
The source was localized to a region of the sky 28 deg2

in area, and 380 Mpc3 in volume, near the southern end of
the constellation Hydra, by using a combination of the
timing, phase, and amplitude of the source as observed in
the three detectors [138,139]. The third detector, Virgo, was
essential in localizing the source to a single region of the
sky, as shown in Fig. 3. The small sky area triggered a
successful follow-up campaign that identified an electro-
magnetic counterpart [50].
The luminosity distance to the source is 40þ8

−14 Mpc, the
closest ever observed gravitational-wave source and, by
association, the closest short γ-ray burst with a distance
measurement [45]. The distance measurement is correlated
with the inclination angle cos θJN ¼ Ĵ · N̂, where Ĵ is the
unit vector in the direction of the total angular momentum
of the system and N̂ is that from the source towards the
observer [140]. We find that the data are consistent with an
antialigned source: cos θJN ≤ −0.54, and the viewing angle
Θ≡minðθJN; 180° − θJNÞ is Θ ≤ 56°. Since the luminos-
ity distance of this source can be determined independently
of the gravitational wave data alone, we can use the
association with NGC 4993 to break the distance degen-
eracy with cos θJN . The estimated Hubble flow velocity
near NGC 4993 of 3017� 166 km s−1 [141] provides a
redshift, which in a flat cosmology with H0 ¼ 67.90�
0.55 km s−1 Mpc−1 [90], constrains cos θJN < −0.88 and
Θ < 28°. The constraint varies with the assumptions made
about H0 [141].

From the gravitational-wave phase and the ∼3000 cycles
in the frequency range considered, we constrain the chirp
mass in the detector frame to be Mdet ¼ 1.1977þ0.0008

−0.0003M⊙
[51]. The mass parameters in the detector frame are related
to the rest-frame masses of the source by its redshift z as
mdet ¼ mð1þ zÞ [142]. Assuming the above cosmology
[90], and correcting for the motion of the Solar System
Barycenter with respect to the Cosmic Microwave
Background [143], the gravitational-wave distance meas-
urement alone implies a cosmological redshift of
0.008þ0.002

−0.003 , which is consistent with that of NGC 4993
[50,141,144,145]. Without the host galaxy, the uncertainty
in the source’s chirp mass M is dominated by the
uncertainty in its luminosity distance. Independent of the
waveform model or the choice of priors, described below,
the source-frame chirp mass is M ¼ 1.188þ0.004

−0.002M⊙.
While the chirp mass is well constrained, our estimates

of the component masses are affected by the degeneracy
between mass ratio q and the aligned spin components χ1z
and χ2z [38,146–150]. Therefore, the estimates of q and
the component masses depend on assumptions made
about the admissible values of the spins. While χ < 1
for black holes, and quark stars allow even larger spin
values, realistic NS equations of state typically imply
more stringent limits. For the set of EOS studied in [151]
χ < 0.7, although other EOS can exceed this bound. We
began by assuming jχj ≤ 0.89, a limit imposed by
available rapid waveform models, with an isotropic prior
on the spin direction. With these priors we recover q ∈
ð0.4; 1.0Þ and a constraint on the effective aligned spin of
the system [127,152] of χeff ∈ ð−0.01; 0.17Þ. The aligned
spin components are consistent with zero, with stricter
bounds than in previous BBH observations [26,28,29].
Analysis using the effective precessing phenomenological
waveforms of [128], which do not contain tidal effects,
demonstrates that spin components in the orbital plane are
not constrained.

TABLE I. Source properties for GW170817: we give ranges encompassing the 90% credible intervals for different assumptions of the
waveform model to bound systematic uncertainty. The mass values are quoted in the frame of the source, accounting for uncertainty in
the source redshift.

Low-spin priors ðjχj ≤ 0.05Þ High-spin priors ðjχj ≤ 0.89Þ
Primary mass m1 1.36–1.60 M⊙ 1.36–2.26 M⊙
Secondary mass m2 1.17–1.36 M⊙ 0.86–1.36 M⊙
Chirp mass M 1.188þ0.004

−0.002M⊙ 1.188þ0.004
−0.002M⊙

Mass ratio m2=m1 0.7–1.0 0.4–1.0
Total mass mtot 2.74þ0.04

−0.01M⊙ 2.82þ0.47
−0.09M⊙

Radiated energy Erad > 0.025M⊙c2 > 0.025M⊙c2
Luminosity distance DL 40þ8

−14 Mpc 40þ8
−14 Mpc

Viewing angle Θ ≤ 55° ≤ 56°
Using NGC 4993 location ≤ 28° ≤ 28°
Combined dimensionless tidal deformability ~Λ ≤ 800 ≤ 700
Dimensionless tidal deformability Λð1.4M⊙Þ ≤ 800 ≤ 1400
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From M and q, we obtain a measure of the component
masses m1 ∈ ð1.36; 2.26ÞM⊙ and m2 ∈ ð0.86; 1.36ÞM⊙,
shown in Fig. 4. As discussed in Sec. I, these values are
within the range of known neutron-star masses and below
those of known black holes. In combination with electro-
magnetic observations, we regard this as evidence of the
BNS nature of GW170817.
The fastest-spinning known neutron star has a dimension-

less spin≲0.4 [153], and the possible BNS J1807-2500B has
spin≲0.2 [154], after allowing for a broad range of equations
of state. However, among BNS that will merge within a
Hubble time, PSR J0737-3039A [155] has the most extreme
spin, less than ∼0.04 after spin-down is extrapolated to
merger. If we restrict the spin magnitude in our analysis to
jχj ≤ 0.05, consistent with the observed population, we
recover the mass ratio q ∈ ð0.7; 1.0Þ and component masses
m1 ∈ ð1.36;1.60ÞM⊙ andm2 ∈ ð1.17; 1.36ÞM⊙ (see Fig. 4).
We also recover χeff ∈ ð−0.01; 0.02Þ, where the upper limit
is consistent with the low-spin prior.
Our first analysis allows the tidal deformabilities of the

high-mass and low-mass component, Λ1 and Λ2, to vary
independently. Figure 5 shows the resulting 90% and
50% contours on the posterior distribution with the
post-Newtonian waveform model for the high-spin and

low-spin priors. As a comparison, we show predictions
coming from a set of candidate equations of state for
neutron-star matter [156–160], generated using fits from
[161]. All EOS support masses of 2.01� 0.04M⊙.
Assuming that both components are neutron stars described
by the same equation of state, a single function ΛðmÞ is
computed from the static l ¼ 2 perturbation of a Tolman-
Oppenheimer-Volkoff solution [103]. The shaded regions in
Fig. 5 represent the values of the tidal deformabilitiesΛ1 and
Λ2 generated using an equation of state from the 90% most
probable fraction of the values ofm1 andm2, consistent with
the posterior shown in Fig. 4. We find that our constraints on
Λ1 and Λ2 disfavor equations of state that predict less
compact stars, since the mass range we recover generates
Λ values outside the 90% probability region. This is con-
sistent with radius constraints from x-ray observations of
neutron stars [162–166]. Analysis methods, in development,
that a priori assume the same EOS governs both stars should
improve our constraints [167].
To leading order in Λ1 and Λ2, the gravitational-wave

phase is determined by the parameter

~Λ ¼ 16

13

ðm1 þ 12m2Þm4
1Λ1 þ ðm2 þ 12m1Þm4

2Λ2

ðm1 þm2Þ5
ð1Þ

[101,117]. Assuming a uniform prior on ~Λ, we place a 90%
upper limit of ~Λ ≤ 800 in the low-spin case and ~Λ ≤ 700 in
the high-spin case. We can also constrain the functionΛðmÞ
more directly by expanding ΛðmÞ linearly about m ¼
1.4M⊙ (as in [112,115]), which gives Λð1.4M⊙Þ ≤ 1400
for the high-spin prior and Λð1.4M⊙Þ ≤ 800 for the low-
spin prior. A 95% upper bound inferred with the low-spin
prior, Λð1.4M⊙Þ ≤ 970, begins to compete with the 95%
upper bound of 1000 derived from x-ray observations
in [168].
Since the energy emitted in gravitational waves depends

critically on the EOS of neutron-star matter, with a wide
range consistent with constraints above, we are only able to
place a lower bound on the energy emitted before the onset
of strong tidal effects at fGW∼600Hz asErad > 0.025M⊙c2.
This is consistent with Erad obtained from numerical
simulations and fits for BNS systems consistent with
GW170817 [114,169–171].
We estimate systematic errors from waveform modeling

by comparing the post-Newtonian results with parameters
recovered using an effective-one-body model [124] aug-
mented with tidal effects extracted from numerical relativity
with hydrodynamics [172]. This does not change the
90% credible intervals for component masses and effective
spin under low-spin priors, but in the case of high-spin priors,
we obtain the more restrictive m1 ∈ ð1.36; 1.93ÞM⊙, m2 ∈
ð0.99; 1.36ÞM⊙, and χeff ∈ ð0.0; 0.09Þ. Recovered tidal
deformabilities indicate shifts in the posterior distributions
towards smaller values, with upper bounds for ~Λ and
Λð1.4M⊙Þ reduced by a factor of roughly (0.8, 0.8) in the

FIG. 4. Two-dimensional posterior distribution for the compo-
nent massesm1 andm2 in the rest frame of the source for the low-
spin scenario (jχj < 0.05, blue) and the high-spin scenario
(jχj < 0.89, red). The colored contours enclose 90% of the
probability from the joint posterior probability density function
for m1 and m2. The shape of the two dimensional posterior is
determined by a line of constant M and its width is determined
by the uncertainty inM. The widths of the marginal distributions
(shown on axes, dashed lines enclose 90% probability away from
equal mass of 1.36M⊙) is strongly affected by the choice of spin
priors. The result using the low-spin prior (blue) is consistent with
the masses of all known binary neutron star systems.
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low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional to k2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.
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astrophysical origin. However, upper limits placed on the
strength of gravitational-wave emission cannot definitively
rule out the existence of a short- or long-lived postmerger
neutron star. The implications of various postmerger scenar-
ios are explored in [45,193].

C. Tests of gravity

GRB 170817A was observed 1.7 s after GW170817.
Combining this delay with the knowledge of the source
luminosity distance, strong constraints are placed on the
fundamental physics of gravity. The observed arrival times
are used to investigate the speed of gravity, Lorentz
invariance, and tests of the equivalence principle through
the Shapiro time delay, as reported in [45].
We also expect the much longer duration of the BNS

signal compared to previous BBH gravitational-wave
sources to yield significantly improved constraints when
testing for waveform deviations from general relativity
using a parametrized waveform expansion [194], especially
at low post-Newtonian orders. Placing these bounds
requires a deep understanding of the systematic uncertain-
ties resulting from waveform modeling and data condition-
ing, and is the subject of ongoing investigations.

D. Cosmology

The gravitational-wave signal gives a direct measure-
ment of the luminosity distance of the source, which, along
with a redshift measurement, can be used to infer cosmo-
logical parameters independently of the cosmic distance
ladder [141,195]. Using the association with the galaxy
NGC 4993 and the luminosity distance directly measured
from the gravitational-wave signal, the Hubble constant
is inferred to be H0 ¼ 70þ12

−8 km s−1Mpc−1 [141] (most
probable value and minimum 68.3% probability range,
which can be compared to the value from Planck H0 ¼
67.90� 0.55 km s−1Mpc−1 [90]). Alternatively, we may
assume the cosmology is known and use the association
with NGC 4993 to constrain the luminosity distance of the
source, in which case the gravitational-wave measurement
of the inclination angle of the source is significantly
improved, with consequences for the γ-ray burst opening
angle and related physics [45].

VI. CONCLUSIONS

In this Letter we have presented the first detection of
gravitational waves from the inspiral of a binary neutron star
system. Gravitational-wave event GW170817, observed and
localized by the two Advanced LIGO detectors and the
Advanced Virgo detector, is the loudest gravitational-wave
signal detected to date. This coalescence event was followed
by a short burst of γ rays observed with the Fermi Gamma-
Ray Burst Monitor [39–42] and INTEGRAL [43,44]. The
coincident observation of a gravitational-wave signal and a γ-
ray burst appears to confirm the long-held hypothesis that

BNS mergers are linked to short-γ-ray bursts [196,197].
Subsequent observations have determined the location of the
source and followed its evolution through the electromag-
netic spectrum [50].
Detailed analyses of the gravitational-wave data,

together with observations of electromagnetic emissions,
are providing new insights into the astrophysics of compact
binary systems and γ-ray bursts, dense matter under
extreme conditions, the nature of gravitation, and indepen-
dent tests of cosmology. Less than two years after the debut
of gravitational-wave astronomy, GW170817 marks the
beginning of a new era of discovery.
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Abstract. Brownian thermal noise in dielectric multilayer coatings limits the

sensitivity of current and future interferometric gravitational wave detectors. In this

work we explore the possibility of improving the mechanical losses of tantala, often

used as the high refractive index material, by depositing it on a substrate held at

elevated temperature. Promising results have been previously obtained with this

technique when applied to amorphous silicon. We show that depositing tantala on a

hot substrate reduced the mechanical losses of the as-deposited coating, but subsequent

thermal treatments had a larger impact, as it reduced the losses to levels previously

reported in literature. We also show that the reduction in mechanical loss correlates

with increased medium range order in the atomic structure of the coatings using x-ray

diffraction and Raman spectroscopy. Finally, a discussion is included on our results,

which shows that the elevated temperature deposition of pure tantala coatings does

not appear to reduce mechanical loss in a similar way to that reported in the literature

for amorphous silicon; and we suggest possible future research directions.

PACS numbers: 00.00, 20.00, 42.10

Keywords: dielectric coatings, tantala, gravitational wave detectors, thermal noise, ion-

beam sputtering, magnetron sputtering
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1. Introduction

The recent detections of gravitational wave signals from the coalescence of black holes

[1, 2, 3, 4] and neutron stars [5] opened a new era in astronomy, and renewed the interest

in the design and development of techniques to improve the sensitivity of the present

generation of gravitational wave detectors such as Advanced LIGO [6], Advanced Virgo

[7] and KAGRA [8].

The design sensitivity of Advanced LIGO is limited, in its most sensitive frequency

range (20-300 Hz), by an equal contribution of quantum noise and thermal noise [6].

The dominant contribution to thermal noise is due to Brownian motion of the highly

reflective, multilayer dielectric coatings deposited on the surfaces of the interferometer

test masses [9]. Therefore, to further improve the sensitivity of the detectors in the

present facilities, it is necessary to reduce the coating Brownian noise [10].

The Advanced LIGO high reflectivity multilayer coatings use alternating layers

of silica (SiO2) and titania-doped tantala (TiO2-Ta2O5) [11, 12], where silica is the low

refractive index material and titania-doped-tantala is the high refractive index material.

The dominant contribution to the coating thermal noise comes from Brownian motion,

which is directly related to the internal mechanical losses of the two materials [13, 14, 15].

In the state-of-the-art ion-beam-sputtered coatings used today, the measured mechanical

loss angle for silica is 4× 10−5 radians [16, 12], while for doped tantala it is 2.4× 10−4

radians [11, 17]. Thus, the titania-doped-tantala layers are the dominant source of

thermal noise.

There are many approaches under development to reduce the coating thermal noise:

crystalline coatings [18], employing different materials and doping [19], or using different

deposition and heat treatment techniques [20]. The goal for a medium term upgrade

of Advanced LIGO (called Advanced LIGO+ [10]) is to improve the sensitivity by a

factor of about two. This corresponds to a reduction of mechanical loss in the coating

by a factor of four. For coatings of the dimensions needed for the Advanced LIGO

core optics, no single approach has, as of today, provided a viable method to reduce

mechanical losses by this factor.

In this work we discuss the exploration of one promising technique to deposit low

loss coatings, by heating the substrate during the deposition process. It has been known

for some time that post-deposition annealing reduces mechanical losses [20]. Recently,

experimental studies performed with amorphous silicon [21] showed a reduction of 2-3

orders of magnitude in the mechanical losses, by depositing the thin film on a substrate

heated to about 85% of the glass transition temperature. Similar results were obtained

with different deposition techniques and materials [22]. Keeping the substrate at an

elevated temperature increases the mobility of the atoms incident on the surface, which

results in a more stable glass [23] and a reduced density of two-level tunnelling states

[24, 25]; factors which have been shown to be correlated with mechanical losses in

amorphous thin films. We should note here that post-deposition annealing at high

temperature also allows an exploration of the energy landscape and a reduction of
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the mechanical losses. However, both theoretical arguments and experimental results

indicate that an elevated temperature during deposition allow a larger set of degrees of

freedom to be explored by each atom that hits the surface, before being buried by the

following layers.

We focused our first experimental efforts on the study of thin films made of un-

doped tantalum pentoxide (tantala). The lowest mechanical loss angle measured on thin

films of this material after a post-deposition heat treatment is in the range 2.6 × 10−4

to 4.7× 10−4 radians, depending on the deposition conditions [17, 26, 27, 28, 29, 30]. In

this work we explored elevated temperature deposition using two different techniques

that were readily available to us: magnetron sputtering and ion-beam sputtering [31].

Section 2 describes in detail both deposition techniques, as well as the substrates

that were used. Section 3 describes the post-deposition heat treatment which was

performed (annealing). Section 4 briefly describes the techniques used to measure the

mechanical losses. Section 5 discusses the results of the measurements and Section 7

describes the structural studies that were carried out to try to understand the evolution

of the coatings’ microscopic structure.

2. Deposition techniques

We deposited undoped tantalum pentoxide thin films using two different techniques and

substrates.

2.1. Magnetron sputtering deposition

A first set of depositions consisted of 1-µm-thick layers of tantala, deposited using

magnetron sputtering (MS) [31], on a fused silica disk (Corning 7980), 75 mm in

diameter and 1-mm-thick. The depositions were carried out at the École Polytechnique

de Montréal and the Université de Montréal. The surfaces of the disk were polished,

while the edge of the disk was simply ground. It has been shown that mechanical losses

in fused silica substrates are limited by the surfaces that are not polished [32]. The disks

have two flat cuts on opposite sides, to break the degeneracy of the resonant modes.

The measurable vibrational modes of the disks had frequencies between 1.1 kHz and

30 KHz. The substrates were heat treated for 9 hours at 900◦C in air before deposition.

This step ensures that all the substrates have an equivalent low mechanical loss angle,

and that residual stresses due to the machining process are reduced [33].

A total of 12 disk samples were coated using magnetron sputtering: four at room

temperature (in reality approximately 50◦C, due to the substrate heating up from the

deposition process), and two disks at each of the following temperatures: 150◦C, 250◦C,

400◦C and 480◦C.

The magnetron-sputtered tantalum pentoxide films were deposited in a high

vacuum CMS-18 process chamber built by Kurt J. Lesker Co. Ltd, equipped with a 7.62

cm diameter tantalum target of 99.95% purity located ∼25 cm beneath the substrate



Effect of elevated substrate temperature deposition on mechanical losses 4

holder. Prior to deposition, the base pressure was below 10−7 Torr.

The 1-mm-thick fused-silica substrates were installed one at a time on a 15-cm-

diameter rotating stainless steel holder, designed with a 7.62-cm-diameter hole in the

middle, and supported at the edges by a 1-mm ledge. A 3-mm-thick MacorR© puck of the

same diameter as the substrate was placed on its backside and thus directly exposed to

the halogen heating lamps positioned above the substrate holder. The high emissivity

of MacorR© (0.93 according to [34]) helped increase mid-infrared radiation in order to

reach the highest temperature of 480◦C. The surface temperature of the substrates was

pre-calibrated by installing a thermocouple in direct contact with a substrate’s surface

before the deposition. The thermocouple was not installed during the actual deposition.

Each deposition run began by setting the desired temperature, increasing it at a

rate of 5◦C/min and allowing it to stabilize for 30 minutes once reached. The sample

was then subjected to a radio-frequency plasma cleaning procedure for 10 minutes in

an Ar and O2 gas mixture (2:1 Ar to O2 ratio) at a pressure of 8 mTorr and a bias

voltage between 90 and 100 V (the discharge power was maintained between 6 and 8

W). The tantalum target was then precleaned for 3 minutes in a pure Ar plasma at a

discharge power of 440 W. Oxygen was then introduced into the chamber (60% O2:Ar

ratio at a pressure of 2 mTorr) and the discharge allowed to stabilize for 20 minutes

to ensure steady-state conditions (bias cathode voltage of approximately -210 V). The

main shutter was then opened and the film deposition started. It is important to note

that the process itself typically heats the sample by 30 to 40◦C when depositing at room

temperature; this temperature increase is expected to be smaller for samples heated to

higher temperatures. The deposition time was kept constant for all samples and the

deposition rate was seen to decrease from 2.27 Å/s to 2.07 Å/s as the temperature was

increased. Following the deposition, the samples were cooled down to room temperature

at a rate of 10◦C/min.

Rutherford backscattering spectrometry (RBS) confirms the expected stoichiometry

of the films, and reveals the presence of Ar and H impurities at levels of 3% and 1.5%

respectively. By combining RBS and ellipsometry measurements, we found the average

density of the layers produced by MS to be (7.5±0.3)×1022 atoms/cm3. The combined

uncertainty on the RBS and ellipsometry measurements did not allow us to find a

correlation between the density and the loss angle or X-ray diffraction peak width (see

also Section 7). The refractive index of the tantala layer has also been measured. For

all samples, except the one deposited at the highest temperature (480◦C), the refractive

index is 2.14 ± 0.01. The sample deposited at 480◦C instead has a refractive index of

2.24± 0.01, however this sample showed signs of crystallization (see also Section 7).

2.2. Ion beam sputtering deposition

A further set of depositions consisted of ∼0.5µm-thick layers of tantala, deposited

using ion beam sputtering (IBS) [31], on fused silica cantilevers. The depositions were

carried out at SUPA, Institute of Thin Films, Sensors and Imaging, University of the
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West of Scotland. The samples were fabricated by dicing ∼ 150-µm-thick fused silica

wafers (JGS1 material, 100-mm-diameter) into 45-mm-long strips, 5-mm-wide. These

were then flame welded to a 3.1-mm-thick clamping block, of the same silica material,

with area 10 × 10 mm2, using a hydrogen-oxygen flame, on the 5 mm edge. The

cantilevers were subsequently placed in boiling H2O2 (30 % w/w in H2O) with 1 mol/l

KOH dissolved, in order to clean the sample surface and to remove silica particulates

associated with the welding process. Finally, the samples were annealed at 900◦C in air

for 1 hour. Further high temperature annealing did not change the substrate mechanical

losses. The measurable vibrational modes of the cantilevers were between ∼300 Hz and

∼11 kHz.

A set of 5 cantilevers were coated by sputtering from a circular 4” diameter

pure tantalum metal target of 0.125” thickness, purity 99.9% (Pi-Kem, UK), at room

temperature and at elevated temperatures 100◦C, 200◦C, 300◦C and 400◦C. A further

set of 6 cantilevers were then coated by sputtering from a 4” pure tantalum pentoxide

target (Pi-Kem, UK), purity 99.99%, at room temperature and at elevated temperatures

100◦C, 200◦C, 300◦C, 400◦C and 500◦C (the maximum possible with the current setup).

Additional JGS1 silica witness samples, of 20 mm diameter and 0.5 mm thickness, for

optical and structural characterization, were coated in separate deposition runs using

nominally identical conditions.

The IBS system was custom-built and uses a single electron cyclotron resonance

(ECR) ion source developed by Polygon Physics [35], as shown in Figure 1. The source

uses a small λ/4 microwave (2.4 GHz) cavity, which is held at 11.7 kV in order to

extract argon ions through a single aperture, which are focused into a near-parallel

beam using electrostatic optics placed in front of the ECR cavity. The deposition

system was specifically developed to be more flexible than standard (typically RF) ion

beam sputtering, in addition to being potentially ’cleaner’ due to the gridless extraction

of the ions. However, the ion current is very low, typically in the range of ∼0.2→0.5

mA, which limits the deposition rate in this geometry to within a range of 1→10 Å/min.

The base vacuum pressure was around 0.8 × 10−6 Torr or better prior to deposition,

with the pressure rising to 6× 10−5 Torr when injecting the required level of argon into

the plasma cavity; finally increasing to 9× 10−5 Torr once the reactive oxygen gas was

fed into the chamber (introduced directly above the substrates being coated).

The temperature during deposition was monitored on the copper substrate holder,

with calibration runs conducted by gluing PT100 resistance thermometers to silica

cantilevers under identical conditions (the correction of the cantilever temperature with

respect to the substrate holder was typically 20 → 40 ◦C, depending on deposition

temperature). As with the magnetron coating process, the temperature was allowed

to stabilize for a minimum of 30 mins before the deposition was commenced. The

samples were allowed to cool naturally after deposition, with a maximum cooldown rate

of 30◦C/s for the 500◦C deposition run, and slower cooldown rates for lower deposition

temperatures.
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Ar gas inlet

microwave antennae

ECR plasma generation

extraction cavity

(typically 11.7kV)

Heated substrate holder

target
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Electrostatic focus

(typically 9.2kV)

Ground

ion beam→

sputtered flux

ion beam

ECR plasma cavity

Figure 1. Schematic diagram (left) showing the configuration and geometry of the

ion beam sputtering system, with images (right) of the chamber and ion source during

operation (inset).

3. Post-deposition heat treatments

After deposition, the mechanical losses of all samples were measured using the techniques

described below in Section 4. Additional structural measurements, described below in

Section 7, were also performed. Afterwards, a subset of the samples were subjected to

a heat treatment cycle (annealing). In the case of the magnetron-sputtered samples, we

first annealed them at 300◦C for 3 hours, then at 400◦C for 3 hours, and finally at 500◦C

for 3 hours, carrying out mechanical loss and structural measurements after each heat

treatment cycle. In each case the samples were heated up at a rate of about 1◦C/min,

and allowed to cool down at the same rate.

Similarly, the IBS samples were annealed for 5 hours in air, at increasing

temperatures of 100, 200, 300, 400, 500, 600 and 650◦C, and again allowed to cool

naturally in the oven (maximum ramp-up rate 4◦C/s, maximum ramp-down rate 3◦C/s.

Mechanical loss measurements were performed after each annealing step.

The small difference in annealing time for the MS and IBS samples does not

significantly affect the measured loss angle. Longer annealing times have been tested

by the authors on a subset of the samples, and the measured loss angles found to be

comparable.

4. Measurement of mechanical losses

The mechanical loss angle of each sample was measured by exciting its resonant modes

and tracking the amplitude of the motion at the mode peak frequency over time. The

ring-down time is directly linked to the total mechanical loss angle of the sample φtotal,

including contributions from both the substrate losses and the coating layer losses:

A(t) = A(0)e−tπfφtotal (1)

where f is the frequency of one of the resonant modes of the sample. To disentangle the

two contributions, we built finite element models of the coated substrates. The models
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Silica Tantala

Young’s modulus [GPa] 73.2 [12] 140 [36]

Poisson ratio 0.164 [12] 0.28 [36]

Density [kg/m3] 2200 [12] 8200 [36]

Table 1. Material parameters used in finite element models.

are based on the values for the Young’s modulus, density and Poisson ratio of silica and

tantala listed in Table 1. The models are first tuned to accurately predict the resonant

frequencies of the uncoated substrate. Afterwards, the coating thickness is tuned to the

mean value over the whole surface measured by ellipsometry. Finally, the model can be

used to extract the distribution of elastic energy in the substrate and in the coating.

The ratio of the energy in the coating divided by the energy in the substrate is known

as the dilution factor. It can be used to extract the coating loss angle from the total

measured loss angle:

φ
(i)
total = D(i)φ

(i)
coating + (1−D(i))φ

(i)
substrate (2)

where the subscript (i) refers to the vibrational modes, since the dilution factor differs

from mode to mode. Also, in general, the loss angle may be frequency dependent. To

accurately extract the coating loss angle, a measurement of the substrate loss is needed;

this can be obtained by measuring the ring-down time of the uncoated sample, assuming

that the deposition does not affect the substrate properties in a significant way. Typical

numbers for the fused silica disks used in our experiments are φsubstrate ∼ 10−7 and

φtotal ∼ 3× 10−6. The mechanical losses of the uncoated substrates used here are larger

than what is expected for fused silica bulk [33], and they are limited by surface loss on

the unpolished sides [32].

The coating loss angle could in principle be different for shear and bulk deformations

[37]. Our finite element simulations show that most of the elastic energy is in shear.

Moreover, recent results suggest that φshear and φbulk [38] are not largely different.

Therefore, in the analysis presented here we do not make this distinction. This approach

also makes it simpler to compare our measurements with previous results reported in

the literature, which also do not take into account the distinction between shear and

bulk losses. Moreover, our main goal is to determine if there is any change in the

mechanical loss that is deposition-process dependent, and therefore using a single loss

angle is sufficient.

The samples coated by magnetron sputtering (75-mm-diameter disks) were

measured at the LIGO Laboratory (Caltech) using a system based on the Gentle Nodal

Suspension [39, 40]. The fused silica substrate is supported at its center by a curved

silicon surface, relying on gravity and friction between the sample and the support. This

nodal suspension allows the measurements of all resonant modes between 1 kHz and 30

kHz with negligible clamping losses for all modes that have a node of non-motion at the

center of the disk [41]. Four disks are mounted into one vacuum chamber, which allows
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the parallel measurement of four samples. The disks are excited using an electrostatic

comb drive [42], and the motion is read-out with an optical lever system; a HeNe laser

beam is reflected off the disk surface, close to the edge, and the beam displacement is

measured with a quadrant photo-detector (QPD). The output signals are sampled at

65 kHz and saved to disk to be processed offline. This excitation and data acquisition

system allows the simultaneous measurement of the ring downs of all resonant modes

of four samples. More details on the measurement system can be found in [40].

In the case of the coatings deposited on cantilevers by IBS, each sample was

measured before and after coating using a readout technique similar to the one described

above, but with a few notable differences. The silica cantilevers were each secured

inside a vacuum chamber by fixing the clamping block in place with a stainless steel

clamp. A He-Ne laser outside the chamber was then directed through a chamber window,

incident upon the edge of the cantilever, and passed through a second window onto a

split photodiode detector, again outside the chamber. The cantilever creates a shadow

on the laser spot, the displacement of which (due to excitation of the cantilever) is

then measured; each mode was measured and recorded individually by an automated

LabView program for offline analysis. The mechanical losses were then calculated in

the same way as with the disk samples, using eq. 2, with dilution factors obtained from

finite element models of the cantilever geometry.

5. Results

The coating loss angle measured for all 12 MS samples is shown in Figure 2. For

each sample, several resonant modes could be measured, with frequencies between 1

kHz to more than 20 kHz. All samples were measured after deposition, and before

any additional treatment. Then, 5 samples (two deposited at room temperature and

one for each of the other deposition temperatures) were treated with annealing cycles,

at increasing temperatures of 300, 400 and 500◦C. The results of all mechanical loss

measurements, for all the frequencies, are shown in Figure 2.

For the majority of samples, the dependence of the loss angle upon the mode

frequency is rather weak and, in most cases, a clear trend is difficult to identify. For

these reasons, and to facilitate easier comparison between samples, the loss angle has

been averaged over frequency for each sample; the results are shown in Figure 3. One can

first observe that there is a reduction of mechanical losses in the as-deposited samples,

when the substrate is at an elevated temperature during deposition. However, the

measured losses further improved with post-deposition annealing, reaching a level as

low as 4.5× 10−4 rad; comparable with what is reported in the literature for annealed

pure tantala [27, 30, 29].

For the IBS coatings, Figure. 4 shows the measured loss angles for all resonant

modes and all samples. Again, the dependence of loss angle upon mode frequency

is quite weak in most cases; therefore, the loss angles were again averaged over all

resonant frequencies for ease of comparison between different samples (see Figure 5).
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Figure 2. Summary of all measurements performed on the magnetron sputtered

samples. Each panel corresponds to a different sample. The title shows the temperature

at which the coating was deposited, while the different traces (if present) in each

panel refer to the coating as-deposited or after subsequent annealing treatments. The

numbers in the legend are unique identification numbers for each substrate. The

error bars at each frequency are 95% confidence intervals computed from the standard

deviation of repeated measurements.
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Figure 3. Averaged mechanical loss angle for magnetron sputtered tantala. The

values shown here are obtained by averaging the results shown in Figure 2, over all

frequencies. The error bars are 95% confidence intervals computed from the standard

deviation of the loss angles measured for the different modes for each sample (the

uncertainty in the single frequency measurements are negligible). A random horizontal

shift of the points have been added to improve the readability of the plot.

The IBS coatings showed broadly similar results to the magnetron sputtered coatings,

in that mechanical loss is reduced by elevated temperature deposition. However, the

measured losses further improved with post-deposition annealing, with the average loss

reaching 2.7± 0.8× 10−4 rad, which is in line with the lower end of previously reported

measurements [26], and also close to the loss angle measured on the titania-doped-

tantala used in the Advanced LIGO coatings [17]. It should be noted that there are two

significant differences between the ECR ion beam sputtering process employed in this

work and current industry standard processes: a significantly slower deposition rate and

a higher extraction potential. Further investigations of these factors, in relation to the

achievable levels of mechanical loss, are therefore worth exploring.

In summary, the mechanical loss of as-deposited tantala improves with the

deposition temperature up to about 250◦C and then remains roughly constant, although

at a value better than that measured on room-temperature-deposited samples. However,

high temperature annealing erases the deposition history of the coating. The main

remaining difference is the fact that coatings deposited by IBS have about 1.6 times

lower mechanical loss angle than the coatings deposited by MS. It is worth noting that
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Figure 4. Summary of all the measurements performed on ion beam sputtered

samples. Each panel corresponds to a different sample. The title shows the temperature

at which the coating was deposited, with separate traces to show the mechanical loss

as-deposited and post annealing treatment (all at 600◦C for 1 hr). The uncertainty for

all data points is about 1%, and not visible in the plot.
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Figure 5. Averaged mechanical loss angle for ion beam sputtered tantala. The

values shown here are obtained by averaging the results shown in Figure 4 over all

frequencies. The error bars show the standard error associated with the spread in the

measured mechanical losses. The slight change in deposition temperature between the

metal and oxide target sputtered coatings are associated with improvements in the

calibration of the temperature readout carried out between these sets of coating runs.

a small discrepancy has been observed in the past between mechanical loss measurements

performed on disk with gentle nodal suspension systems and cantilevers. However, as

shown in [12], the mechanical loss measured on disks were lower than the mechanical

losses measured on cantilever. Therefore we believe that the larger difference in our

samples is due to the deposition techniques.

6. Structural characterization : measurement techniques

6.1. X-ray diffraction

X-ray diffraction study of all MS samples was carried out on a PANalytical X’Pert

PRO x-ray diffraction system in parallel beam mode at the Stanford Nano Shared

Facilities. For these measurements, in order to obtain maximum scattered intensity

from the deposited thin films, while minimizing the contribution from the substrate, the

incident x-ray beam angle was fixed at 1.5◦ while the detector was scanned from 10◦

to 90◦. The angle of divergence for the incident and diffracted beams was 0.04◦ and

0.27◦, respectively. For polycrystalline samples, such a scan results in the same Bragg



Effect of elevated substrate temperature deposition on mechanical losses 13

peaks as a standard θ-2θ scan but with slightly different relative peak intensities. In

amorphous thin films, one would not observe sharp Bragg peaks but broad diffraction

peaks. Once properly reduced (i.e. expressed as oscillations about the structure factor

versus scattering vector) a Fourier transform of these broad structures gives the atomic

radial distribution function (see, e.g., ref. [43]. Therefore, increased medium range order

in the atomic structure of an amorphous material usually results in sharper (less broad)

diffraction features.

6.2. Raman spectroscopy

Raman spectroscopy was performed using a Renishaw Invia Reflex Raman microscope

employing an Argon laser operating at 514 nm, non-polarized in a backscattering

geometry. The 25.0 mW laser beam was focused to a circular spot of 2 µm diameter.

Rayleigh scattering was removed by an edge filter with a 90 cm−1 cut-off. A 1800

l/mm grating spectrometer dispersed the scattered light onto 1040 × 256 pixel CCD

resulting in a spectral resolution of 1.0 cm−1. Three measurements were carried out at

different locations on each sample, and the average is plotted in the figure. Individual

measurements were also analyzed to check for non-uniformity; no obvious effect was

found. The Raman spectrum of an amorphous material resembles its vibrational

density of states, since the selection rules that affect the Raman scattering in crystalline

materials is not operative. The shape of the Raman spectrum can be described in an

ad-hoc fashion, as a combination of lorentzian curves each representing one band in the

(crystalline) phonon dispersion diagram or from a molecular dynamics simulation of the

material. For the case of Ta2O5, the first approach requires 19 lorentzians ref. [44];

the vibrational density of states deduced from molecular dynamics was reported by ref.

[45].

7. Structural studies: results

Several structural studies (X-ray diffraction (XRD) and Raman spectroscopy) were

carried out to gain more insights into the effect of deposition temperature and annealing,

and to look for residual differences between coatings deposited at different substrate

temperatures.

7.1. X-ray diffraction

As a first step, XRD measurements were performed for all samples to check for possible

crystallization, both immediately after deposition and after subsequent heat treatment

cycles. Figure 6 shows the resulting diffraction patterns for the IBS samples and the

MS samples. In the case of IBS samples, XRD scans were performed on the samples as

deposited, and after the last annealing step at 600◦C. No crystallization was detected

for any deposition temperature in IBS samples, while the MS coating deposited on a

substrate at 480◦C showed clear signs of crystallization. Crystallization in MS thin



Effect of elevated substrate temperature deposition on mechanical losses 14

films was already observed at deposition temperatures above 450◦C [46, 47]. No further

crystallization was induced by the post-deposition annealing cycles. The IBS deposition

is likely to produce denser coating, thus suppressing crystallization; other workers have

also reported crystallisation of amorphous thin films to increase with increasing packing

density [48].
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Figure 6. Left. XRD diffraction patterns for ion beam deposited tantalum pentoxide

films, sputtered from an oxide target, before (top) and after (bottom) annealing at

600◦C. The temperatures listed in the graph correspond to the different substrate

temperature during deposition. XRD scans were carried out using a Siemens D5000

X-ray diffractometer at room temperature with Cu Kα radiation (λ = 0.154 nm)

in the range of 2θ between 20◦ and 80◦ (2 seconds per scan, step size = 0.02◦.

Right. X-ray diffraction curves for a selection of the magnetron sputtered samples,

before (top) and after (bottom) annealing. In each panel, the curves corresponding to

different deposition temperatures have been shifted vertically by an arbitrary amount

for readability.

7.2. Medium range order and loss angle

XRD measurements were also used to characterize more subtle changes in the

microscopic structure of the coatings. In particular, medium range order (the local

atomic structure in the range of 0.5 - 5 nm) in amorphous covalent glasses can be

characterized by the first sharp diffraction peak (FSDP) in the XRD spectrum [49]. Both

the position and width of the FSDP provide information on the statistical distribution of

bond angles [50]. We have therefore attempted to correlate the loss angle measurements

with the width and position of the FSDP on the MS samples. Since in Ta2O5 the FSDP

is very asymmetric with a large shoulder on the high-angle side, we selected an angular

range of 2θ between 16 and 28 degrees and fit the data with a Gaussian peak plus a

constant offset. Figure 7 shows the results for the as-deposited and post-annealing MS

coatings. The width of the FSDP is correlated with the deposition temperature, as
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visible in the left panel of Figure 7: for both the as-deposited samples and the annealed

samples, the peak width decreases with increasing deposition temperature. The effect

of annealing is also important: annealed samples show narrower peaks with respect to

the corresponding as-deposited sample.

The correlation between the loss-angle measurements and the FSDP-peak widths

is shown in the right panel of Figure 7. The anneal temperature in all cases was 500◦C.

Very similar results are obtained when comparing the loss angle measurements to the

FSDP position instead of width (not shown here). There is a weak linear correlation

(correlation coefficient r = 0.78) between the FSDP width and the mechanical loss

angle: lower loss angles correspond to narrower peaks.

In view of the good linear fit for most data points, we can speculate that a narrower

FSDP, corresponding to an increased medium range order, is correlated to lower loss

angle. However, for two samples (as deposited, 250◦C and 400◦C), another mechanism

inhibited low loss angles in spite of good medium range order. This could be caused by,

for example, a strain mismatch between substrate and deposited layer, or some other

issue that can be remedied with the post-deposition anneal. Still, aiming at low loss

angles one should strive for increased medium range order [51]. This suggests that the

deposition should be carried out at as high a deposition temperature as possible, and

post-deposition annealing should be carried out at as high a temperature as possible.

Indeed, in the case of pure amorphous silicon, high medium range order, as characterized

by X-ray diffraction and Raman spectroscopy, was obtained by a short, high temperature

flash anneal [52]; crystallization was avoided by limiting the anneal time to a few

seconds. It is therefore worthwhile to investigate the loss angle in samples deposited

at temperatures above 400◦C (but below 480◦C which results in partly crystalline MS

films) and subsequently heat treat at higher anneal temperatures, perhaps using rapid

thermal annealing.

7.3. Raman spectroscopy and loss angle

Raman spectroscopy is a powerful tool to detect structural relaxation, as shown in

amorphous silicon in [53]. This type of structural relaxation, or change in the medium

range ordering, involves a thermally activated atomic rearrangement of the otherwise

static atomic structure. Based on our XRD observations, we surmise that the dynamical

relaxation or internal friction mechanisms which we try to minimize in the Ta2O5 layers

are reduced somewhat in materials that have undergone such a structural relaxation of

the permanent atomic structure. In other words, the mechanical loss angle in Ta2O5 may

be correlated to medium range order, and in turn the medium range order in amorphous

Ta2O5 can perhaps be detected by Raman spectroscopy. Therefore we decided to

measure the Raman spectrum of all the samples for which the mechanical loss angle

had also been measured. The Raman spectrum of Ta2O5 is much more complicated

than that of amorphous silicon: in the case of silicon, there are only four main bands

(TO-, TA-, LA-, LO -like) relatively well separated, so that one can determine the
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Figure 7. Left. First sharp diffraction peak (small angle side only) of four

magnetron sputtered samples, before annealing. Spectra have been offset vertically

for clarity. From top to bottom : deposited at 400◦C, 250◦C, 150◦C, and at room

temperature. The solid lines show a gaussian fit to the experimental data. The peak

positions determined by the fit are shown as vertical lines across the maximum of

each curve, and the peak widths are reported in the legend. The quoted uncertainty

corresponds to the 1-sigma increase in chi-squared as determined by the fitting routine.

Right. Mechanical loss angle as a function of the FSDP width for magnetron sputtered

samples, before (red triangles) and after (blue circles) annealing at 500◦C . The solid

line is a linear fit to all datapoints, excluding the one deposited at 400◦ C before

annealing.

width, position, and relative intensity of each band. In particular, the width of the

amorphous silicon TO-like band has been shown to depend on the average distortion of

the tetrahedral bond angle, and hence to be a good indicator of medium range order

[54]. In the case of Ta2O5, the Raman spectra of the crystalline and amorphous phases

can be described with a fit containing essentially 19 Lorentzian curves [44], and most of

those are overlapping. This makes it difficult to reliably extract the width of any single

band from the Ta2O5 Raman spectrum.

The left panel in Figure 8 shows the Raman spectrum measured for each of the

magnetron sputtered samples, after annealing. The main feature in all spectra is a large

peak centered near 700 cm−1, which is due to at least 4 separate bands according to the

fit described in [44]. Molecular dynamics ([45]) indicate this frequency range corresponds

to bending and stretching movements involving 3 Ta coordinated oxygen atoms. One

spectrum (deposition temperature = 480◦C) also shows a peak near 200 cm−1 indicative

of crystallization [44], as already noticed in the XRD analysis (see Figure 6 ). The right

panel in Figure 8 compares the mechanical loss angles of all samples with the Raman

peak width. As can be observed, this analysis is inconclusive: lower mechanical losses are

weakly correlated to narrower peaks (correlation coefficient r = 0.71), similarly to what

was already determined in the XRD analysis. We have extracted many more parameters

from the Raman spectra, such as the relative intensity of the bands at 90 and 650 cm−1

or the mean position rather than FWHM of the main peak, and evaluated their behavior



Effect of elevated substrate temperature deposition on mechanical losses 17

Raman shift [cm-1]

0 200 400 600 800 1000 1200

C
o

u
n

ts

0

200

400

600

800

1000

1200

1400

1600

Raman FWHM [cm-1]

155 160 165 170 175 180

Lo
ss

 a
n

g
le

 [
×

1
0

-4
 r

a
d

]

2.0

3.6

5.2

6.8

8.4

10.0

RT

RT

150°C

150°C

250°C

250°C

400°C

400°C

Figure 8. Left. Raman spectra of five magnetron sputtered samples, after

annealing. From top to bottom: deposited at 480 ◦C, 400 ◦C nearly overlapping

with the one deposited at 250◦C, 150◦C, and at room temperature. Right. Loss angle

as a function of the full width at half maximum (FWHM) of the main peak of the

Raman spectrum, for the magnetron sputtered samples. Open circles correspond to

measurements performed on samples as-deposited, while solid squares to measurements

performed on samples annealed at 500◦C. The substrate temperature during deposition

is written next to each data point.

versus the loss angle or anneal temperature. So far, no parameter measured by Raman

spectroscopy shows a clear correlation with the mechanical loss angle even though in

all samples the anneal treatment leads to both a decrease in Raman peak width and

mechanical loss angle. Further efforts are needed, especially from a simulation point of

view, in order to interpret the features of these spectra.

8. Discussion of the results

In this work, we explored the effect of deposition on a substrate held at elevated

temperature on the mechanical loss of pure tantala. The results obtained from two

different deposition techniques agree quite well: depositing the coating on a hot substrate

improves the mechanical loss. However, the as-deposited coatings did not show a

significant improvement of mechanical loss with respect to previous results for room-

temperature-deposited films after optimal post-deposition annealing. Additionally,

heat treatment after deposition appears to have a much larger effect than elevated

temperature deposition: after annealing at about 400◦C all coatings, regardless of the

deposition technique or the substrate temperature, show mechanical loss in the range

2.7 − 4 × 10−4 radians, in line with previous results. It is worth noting that post

annealing the IBS films exhibit about 1.6 times lower loss angle than the MS films:

further investigations are needed to confirm if this difference is due to the deposition

technique, or that the IBS coatings were deposited at a significantly lower rate.

Structural studies were carried out to correlate the mechanical loss with increased

medium range order. Lower mechanical losses are correlated with a narrower width of
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the first diffraction peak in X-ray measurements and, more weakly, with the width of

the main Raman spectrum peak. Although the substrate temperature during deposition

played a role in determining the peak widths as well as the mechanical loss, the

effect of post-deposition heat treatment is much more significant: annealed samples

systematically showed lower loss angles and more relaxed structure (narrower peaks).

In conclusion, we could not achieve for tantala the same level of reduction in

mechanical loss angle observed in amorphous silicon [21]. From a theoretical point

of view, mechanical losses are associated with low-energy excitations usually modeled

as two-level systems (TLS). The structure of the energy landscape in glasses depends on

the fabrication history: a detectable change in the glass structure is expected to happen

when the deposition is carried out at a significant fraction (85%) of the glass transition

temperature [24, 25]. This was indeed observed in amorphous silicon. If, as expected

from experiments and models, the fraction of the glass transition temperature at which

the density of TLS reduces is universal, we might expect any effect to be visible in tantala

for temperatures much higher than those explored in this study, which was limited by

the incipient crystallization of the thin film. It is possible that the glass transition

temperature of tantala is too high to be practically reachable before crystallization of

the coating is induced. A strategy that will be explored in the future is the prevention

of crystallization, either geometrically, with nano-layers [55], or chemically, with the

addition of dopants to tantala, for example titania [11] or zirconia [17].

Further investigations are needed to better understand the microscopic structure of

tantala coatings. Future planned experiments will use X-ray scattering [56] and electron

diffraction [57], combined with atomic deposition modeling [58], to perform a detailed

analysis of the medium range order. Such studies could elucidate the atomic structure

motifs that play a significant role in the mechanical loss, in particular with elevated

temperature deposition and post-deposition heat treatment of tantala and other oxides.

The results reported here indicate that elevated temperature deposition of pure

tantala might not be a viable solution for low mechanical loss coatings for future

gravitational wave detectors. We do not have enough data to generalize these results to

other materials, or to doped tantala. Future investigations will therefore focus on doping,

other oxides with lower melting temperatures, and alternative deposition techniques,

such as ion-beam-assisted IBS and lower deposition rates.
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Intermediate range order (IRO) of amorphous thin films is di�cult to measure and unambiguously
interpret. Through x-ray scattering measurements on thin films of amorphous zirconia-doped-tantala
(ZrO2-Ta2O5), we present high precision detection of the change in the IRO as a function of post-
deposition heat treatment (annealing). We present an integrated atomic modeling approach and
show for the first time that the annealing-induced changes seen in measured pair distribution function
(PDF) can be captured in atomic models with high accuracy. Structural analysis shows that the
material has building blocks of metal-centred polyhedra and the e↵ect of annealing is to alter the way
the polyhedra connect with each other. We explain the observed changes in IRO in terms of a shift
in the ratio of corner-sharing to edge-sharing polyhedra as a function of annealing. We compute the
degree of orientational order in metal-metal correlations and speculate on the correlations between
the observed changes in the IRO and measured mechanical loss of thin films.

A scientific and technological grand challenge lies in the
ability to understand the atomic structure properties
that govern the performance of functional amorphous
materials, and enabling the accelerated discovery and
development of improved materials. Amorphous thin
film coatings, in particular, are technologically impor-
tant materials that often limit the performance of a va-
riety of precision measurements. For example, Brown-
ian thermal noise, due to mechanical loss, is a signif-
icant impairment in thin film coatings used in atomic
clocks [1] and interferometric gravitational-wave detec-
tors [2], such as the Laser Interferometer Gravitational-
wave Observatory (LIGO), Virgo and KAGRA. The
research presented here is driven by the critical impor-
tance in developing thin-film coatings with lower mechan-
ical losses, and hence lower Brownian thermal noise, to
the performance of future generations of interferometric
gravitational-wave detectors [3].

In general, the atomic structure of amorphous materi-
als can be described in terms of short- and intermediate-
range order (SRO and IRO, respectively); the long-range
order (LRO), characteristic of crystals, is unambiguously
absent [4, 5]. SRO generally describes the structural

order up to the first coordination sphere measured as
the first peak in the pair distribution function (PDF),
which often resembles the amorphous material’s crys-
talline counterpart. Despite the general agreement on
the concept, the definition of distance boundaries in SRO
can vary in the literature [6]. In this letter, we study
zirconia-doped tantala and use the SRO to describe the
order up to ⇠ 2.9 Å, which is where the first coordina-
tion polyhedra of the material end. The IRO describes
the structural organization that is intermediate between
the discrete chemical bonds described in the SRO and the
periodic lattice described in the LRO, and is the highest
level of structural organization in amorphous materials.
However, the IRO is less well understood than the SRO,
and is more dependent on the details of how the material
was synthesized or deposited.

Post-deposition annealing of amorphous thin films has
been shown induce changes in both the atomic structure
and mechanical loss [7, 8]. The structural changes asso-
ciated with post-deposition annealing are often observed
beyond the first coordination sphere, and lie in the IRO
[9]. Even with tools that are best suited to probe the
IRO, such as fluctuation electron microscopy (FEM) and
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x-ray or neutron PDFs, the observed structural changes
can be small and di�cult to interpret. Accurate atomic
modeling is required to capture the small changes in the
atomic structure, and probe the IRO in detail.

In this paper, we demonstrate high precision atomic
structure measurements and modeling of amorphous
zirconia-doped tantala thin films that show small, but
systematic, changes in IRO as a function of post-
deposition annealing. We use grazing-incidence PDF
(GIPDF) measurements and unprecedentedly sensitive
atomic structure modeling that captures the local or-
der changes accurately up to 15 Å. Finally, we discuss
the implications of this increased understanding of the
atomic structure and its relation to our e↵orts to reduce
mechanical loss.

GIPDF data was collected from thin films of zirconia-
doped tantala deposited by MLD Technologies (Moun-
tain View, CA), were deposited by ion-beam sputtering
with a Zr/(Zr+Ta) ' 0.48, ⇠ 590 nm in thickness (see
[10]) on fused silica substrates. The target materials were
pure metals in a partially pressurized oxygen environ-
ment, and the ambient temperature during deposition
was less than 100°C. Post-deposition annealing of three
di↵erent samples was carried out at 300, 600 and 800�C
in air for 12 hours. GIPDF data was collected at the
dedicated X-ray scattering beamline 10-2 at the Stan-
ford Synchrotron Radiation Lightsource (SSRL), with q-
range of 21 Å�1. This unique GIPDF capability allows
us to overcome a significant di�culty in measuring PDFs
from thin films: a grazing incidence angle can be chosen
that will enable the collection of X-rays scattered from
the coatings and not the substrate. In addition, there is
no destructive sample preparation, ensuring that the ob-
served changes in the measured atomic structure do not
result from the sample preparation process, which is espe-
cially relevant when looking at small structural changes
due to annealing. Further details on the GIPDF data
collection method are discussed in Refs [11–13]. The to-
tal scattering data was reduced to the normalized struc-
ture factor after applying corrections for air scattering,
absorption, Compton scattering, polarization e↵ects and
geometric e↵ects due to the detector footprint [13, 14].

The measured PDFs for one as-deposited and the three
annealed samples are plotted in figure 1. At a first glance,
all PDFs appear largely similar; all show a sharp first
peak at 2.0(2) Å, a bifurcated second peak between 2.9(0)
and 4.3(0) Å, and a series of smaller peaks between 5
Å and 15 Å. A closer look reveals a number of changes
among the PDFs; the major changes, for example marked
by letters a to f in figure 1, lie in the IRO. These include
an increase in intensity of the peaks, appearance of new
peaks, shifts in the position of the peaks and a deepening
of the troughs. In most cases, the change is systematic
with respect to the annealing temperature, an example
is highlighted in the inset.

In order to better understand the annealing-induced

FIG. 1. Detection of annealing induced changes: Mea-
sured pair distribution functions (PDFs) of four thin films of
zirconia-doped tantala are shown. The thin films di↵ered only
in annealing history: as-deposited, 300, 400, 600 and 800°C.
The di↵erences among the PDFs are the result of annealing-
induced change to the atomic structure. The letters represent
sections of PDF where the most significant changes are ob-
served: (a), (b) and (d) change in intensity, (c) new peaks
appearing, (e) and (f) shift in peak positions. Section (d) is
magnified in the inset to highlight the systematic change as a
function of annealing temperature.

atomic level processes that cause the changes seen in
the PDFs, it is essential to develop atomic models that
are sensitive enough to capture the observed changes in
PDFs. A common method of choice is to follow a re-
gression algorithm that fits atomic coordinates with the
measured PDFs, e.g. simulated annealing [15] or re-
verse Monte Carlo (RMC) [16] etc. However, the changes
caused by annealing are subtle even for the two extreme
ends of annealing (viz as-deposited and 800°C annealed)
and hence one faces an interesting problem and require-
ment: how to reliably generate two slightly di↵erent
structural solutions of an otherwise identical disordered
system? Conventional modeling techniques often fail to
resolve subtle changes in atomic structure with high fi-
delity, especially in the IRO, which makes it di�cult to
give definitive statements about the changes in structure.

We follow an integrated modeling approach that seeks
to maximally constrain the solution space by using all
a priori information. In this work, the set of a priori
information consisted of density-functional-theory-based
atomic models, a classical two-body force field, density
and composition measurements on thin films, and the X-
ray GIPDF measurements. These data are used to guide
an RMC-based high-throughput modeling routine. In or-
der to have the correct atomic ratio and supercell size in
our models, we measured the composition and density in
our samples using Rutherford Back-scattering Spectrom-
etry (RBS) and used the results to constrain the compo-
sition and density of the models (see [10]). The measured
PDFs show some structure up to a distance of ⇠ 15 Å and
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FIG. 2. Measured and computed PDFs: The measured
PDFs from two samples (top) are compared with PDFs com-
puted from atomic models (bottom). The PDFs are grouped
to highlight that the atomic models are able to closely track
the annealing-induced changes in PDFs. Computed PDFs in
the bottom plot are averages of over 1000 independent mod-
els. The 5 Å to 15 Å section of PDFs in each plot are shown
in higher resolution in insets. See [10] for plot involving all
four samples.

accordingly the supercell size of the model is chosen to be
able to compute G(r) up to 15 Å. Using the composition
and density from the RBS measurements, we generated
starting configurations of zirconia-doped tantala by em-
ploying melt-quench molecular dynamics (MD) simula-
tions where we used two-body empirical potentials from
[18, 19]. These configurations are then modified using
RMC until the computed PDF matches with the GIPDF
data. However, it is well known that a traditional RMC
produces non-physical solutions, even in elemental sys-
tems [20]. We used ab initio molecular dynamics (AIMD)
to generate smaller models (190 atoms) of the same sys-
tem, and the distribution of bond-lengths present in the
AIMD models was used as a constraint to RMC. This was
done by requiring that the metal-oxygen bond distances
lie in the range predicted by the partial PDFs of AIMD
models (see [10]). Furthermore, following the “FEAR”
method [21], RMC moves were interspersed with energy
minimization moves iteratively until the desired agree-
ment with experiments was obtained. The entire mod-
eling algorithm was repeated to get 1000 independent
atomic models corresponding to each of the four samples
i.e. as-deposited, 300°C annealed, 600°C annealed and
800°C annealed. All the properties reported hereafter
are computed by averaging over 1000 models. Figure 2
shows the ability of the models to capture the changes on
measured PDF up to 15 Å; to the best of our knowledge,
it is the first demonstration that atomic models can cap-
ture changes in IRO up to 15 Å with such a high accuracy.
It should be emphasized here that the models reported
in this work are chemically realistic i.e. they contain no

non-physical metal-metal chemical bonds. The models,
by construction, have density and composition that are
representative of the IBS coatings. In the following, we
show that the deductions made from the models agree
with experiments and the structural features computed
from the models show a systematic trend with anneal-
ing temperature. A plot showing the fit of the structure
factor S(q) and G(r) along with additional information
on the modeling method is given in the supplementary
material [10].

In the following, we present a discussion of the struc-
ture of a-Ta2O5:ZrO2 based on the models we obtained.
As in many glass-forming materials like silica, the struc-
ture of a-Ta2O5:ZrO2 can be described as a 3-dimensional
network of metal (M)-centred coordination polyhedra
that have oxygen (O) atoms at their corners. The M-O
correlation gives rise to the first peak. The polyhedra are
predominantly distorted octahedra (⇠80% for Ta, ⇠60%
for Zr, [10]). It has been shown that the first peak of G(r)
for pure a-Ta2O5 closely resembles to the corresponding
peak of crystalline Ta2O5 [13]. We find that the coordi-
nation of Ta by O (nTaO) is 6.13 whereas nZrO is 6.14;
both values are for un-annealed sample. The measured
value of nTaO using 17O NMR studies on IBS deposited
pure a-Ta2O5 is 6.1(3) [22, 23]. The M-O bond distance
peaks at 2.0(2) Å and it is comprised of a Ta-O sub-
peak at 1.98 Å and and a Zr-O sub-peak at 2.06 Å. The
slight di↵erence in Ta-O and Zr-O bond distances is also
consistent with ab initio models; it is likely that this dif-
ference is helpful in frustrating the crystallization of tan-
tala [24]. As a result of annealing, coordination of M by
O (nMO) shows a small but consistent trend to smaller
values, and a corresponding change, although small, in
the M-O bond distance towards a lower value is observed
in the total G(r) (see figure 10 in [10]). The structure
within the first coordination sphere of tantala has been
extensively characterized [7, 13, 25, 26].

The polyhedra link with each other through O-atoms
at each corner. Each O-atom is at least 2-coordinated
with metal atoms. The ratio of 2-coordinated to 3-
coordinated O-atoms is ⇠ 1:2, which is notably di↵er-
ent from pure tantala where the value measured using
NMR is 2:3 [22, 23]. The di↵erence comes from O-
atoms bonding preferentially 3-fold with Zr; the mean
O-coordination by M is 2.7 (see inset of figure 3(e)).
The correlation between two metal atoms connected by
at least one O-atom gives rise to the second peak in to-
tal G(r). It is interesting to note the bifurcation in the
M-M peak into two sub-peaks at 3.35 Å and 3.75 Å since
similar measurements in pure tantala show the first sub-
peak at 3.35 Å at much reduced intensity [13, 25]. Its
much more pronounced presence in the mixed phase is
an e↵ect of doping by zirconia and has structural impli-
cations in that the first and second peaks originate from
correlations of edge-sharing (ES) and corner-sharing (CS)
polyhedra respectively (figure 3(b)). For the as-deposited
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FIG. 3. Structural fingerprints of annealing: Plots of major structural trends in the models. All results are averages
over 1000 models. When it applies, an M-O bond cuto↵ distance of 2.9 Å is used. This distance is the minimum directly
after the first peak in total G(r). (a) Partial PDFs for M-M pairs are plotted. (b) Origin of the double hump in G(r) as
correlations between corner and edge shared M-M pairs. The orange line represents total G(r). The shaded regions represent
the distribution of M-M pair distances separated on the basis of the number of O-atoms they share. A shared O-atom is
the one that lies within the bond cuto↵ distance from both M-atoms. (c) The evolution percentages of corner-, edge-, and
face- shared M-M pairs with annealing. (d) BADF from the as deposited (the dashed lines) and 800°C annealed models (e)
Distribution of O-coordination by M for samples with di↵erent annealing history. Inset shows the averaged coordination vs
annealing temperature. (f) BOO parameters (Q6) [17] as a function of annealing temperature. The black and red dots show
the Q6 for M-O and M-M correlations. The error bars are standard deviations. The dots are connected to guide the eyes.

sample, the ratio of CS to ES correlations is 3.93 for
Ta-Ta, 2.23 for Ta-Zr, and 1.78 for Zr-Zr. There is also a
small concentration of face-sharing (FS) polyhedra where
the polyhedra share 3 O-atoms between them.

The e↵ect of annealing is much more pronounced be-
yond the first M-O peak and all the way to 15 Å. Many of
the changes observed in the total G(r) can be explained
by considering the partial M-M correlation (figure 3(a)),
where changes are observed from ⇠3 Å all the way up to
15 Å. First of all, the peaks become narrower and sharper
suggesting that annealing increases the order in M-M cor-
relation lengths. Since the bifurcated M-M peak repre-
sents the correlations between the polyhedra, the anneal-
ing induced change in the peak signifies that annealing
alters the mode by which polyhedra connect with each
other. An analysis presented in figure 3(c) shows that
the concentration of CS polyhedra increases as a result
of annealing whereas it decreases for ES and FS polyhe-
dra. The e↵ect of the overall decrease of density of ES
and FS polyhedra is that the average O-coordination by
M decreases as a function of annealing temperature (see
figure 3(e)). A decrease in O-coordination upon anneal-
ing was also observed for pure tantala using 17O NMR
studies in [23]. An analysis of the M-O-M bond angle dis-

tribution function (BADF) shows that BADF, in general,
narrows and shows a more defined peak upon annealing
3(d). However, there is a more characteristic change in
BADF that is worth noting: each M-O-M BADF curve
shows a double peak and the peak around 120° to 130°
increases with annealing. Further analysis shows that the
characteristic two-peak BADF arises from the presence
of ES and CS polyhedra; the increase in M-O-M BADF
around 120° to 130° is caused by increase in the ratio of
CS to ES polyhedra (see figure 9 in [10]).

We use the bond orientational order (BOO) parame-
ter Q6 [17] to quantify the degree of disorder present in
the models. The BOO parameter corresponding to M-O
bonds, denoted by QM-O

6 in figure 3(f), shows that there is
no significant e↵ect of annealing in the M-O coordination
sphere. We also probed the degree of order among the
polyhedral units by computing QM-M

6 among the metal
atoms and the values suggest an increase in BOO with
annealing, a trend clearly seen in the measured G(r). To
the extent QM-M

6 is a measure of IRO among the polyhe-
dral units, it is noteworthy to observe an inverse corre-
lation of QM-M

6 with measured values of mechanical loss
at room temperature (see figure 1 in [10]). Future mod-
eling experiments are planned to directly compute the
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mechanical loss on these structures [27], which will help
elucidate the role of IRO in mechanical loss.

The experimental observations, atomistic models, and
resulting atomic structure analysis suggest the following
consequences of annealing:

1. There is evidence of subtle change in first co-
ordination sphere around M-atoms in that M-
coordination by O decreases upon annealing and
M-O bond distance trends to a smaller value.

2. The major e↵ect of annealing is found to be the
change in the way the polyhedral units organize
themselves in the film. The ratio of edge-sharing
to corner-sharing M-M polyhedra decreases upon
annealing and, as a corollary, the average O-
coordination by M decreases.

3. There is a hint of an increased order in M-M cor-
relation as indicated by narrowing and sharpening
of M-M peaks in partial PDFs and increase in the
computed values of QM-M

6 .

It is observed experimentally that as a result of anneal-
ing tantala-based coatings the mechanical loss at room
temperature decreases [8, 10, 28, 29]. The dissipation
mechanism for mechanical loss is often conceptualized as
two-level systems (TLSs) which are asymmetric double-
wells separated by an energy barrier. TLSs arise from
subtle rearrangements of clusters of atoms [27, 30]. The
observed trends in mechanical loss with annealing sug-
gests that ES-polyhedra are more likely associated with
TLSs that contribute to room temperature mechanical
loss, whereas the CS-polyhedra that form lower barrier
height TLSs contribute to low temperature mechanical
loss. This conjecture is bolstered by the observation that
silica, which has nearly 100% CS polyhedra has low loss
in room temperature and high loss at low temperature
[31]. If this conjecture is correct, then in order to re-
duce mechanical loss at room temperature one would aim
to have a material that produces less ES-polyhedra and
more CS-polyhedra. Conversely, a material with less CS-
polyhedra and more ES-polyhedra would likely reduce
mechanical loss at low temperature. As doping with zir-
conia helps suppress the crystallization but increases the
ratio of ES-polyhedra, the doping percentage of zirconia
is a key variable to optimize in order to reduce mechanical
loss at room temperature. In particular, a lower concen-
tration of zirconia that is just enough to suppress the
crystallization would be desirable. Indeed, in a study by
Tewg et al. [24], lower zirconia doping concentrations in
tantala were observed to suppress crystallization, with
a highest crystallization temperature measured from a
sample with Zr/(Zr+Ta) ' 0.33. Investigations are cur-
rently underway for thin films with varying levels of zir-
conia doping concentrations.

In conclusion, we have presented a detailed study on
the e↵ect of annealing on zirconia-doped tantala amor-

phous thin films using a combination of experimental
data and modeling routines. Upon annealing, there are
subtle changes observed in the SRO, but the most signifi-
cant change is the increase in IRO. The GIPDF measure-
ment method and the modeling scheme employed in this
work represent a significant step forward for the detailed
study of the atomic structure of amorphous thin films,
providing a powerful tool capable of accurately captur-
ing subtle changes in the atomic structure up to 15 Å.
Important to the particular usage case of reducing ther-
mal noise in interferometric gravitational-wave detectors,
caused by mechanical loss in the mirror coatings, our
analysis and interpretation suggests that, compared to
the Zr/(Zr+Ta) ' 0.48 measured here, lowering the zir-
conia doping concentration merits further study and is
the subject of ongoing research.
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Carmen S Menoni,5 Steven Penn,10 Stuart Reid,3 Raymond Robie,9 François Schiettekatte,8 Rosalie Shink,8

Badri Shyam,11 Gabriele Vajente,6 Hai-Ping Cheng,2 Martin M Fejer,1 Apurva Mehta,12 and Riccardo Bassiri1, †

1E. L. Ginzton Laboratory, Stanford University, Stanford, California 94305, USA
2Department of Physics and Quantum Theory Project,
University of Florida, Gainesville, Florida 32611, USA

3SUPA, Department of Biomedical Engineering, University of Strathclyde, Glasgow G1 1QE, United Kingdom
4Department of Physics and Astronomy, Ohio University, Athens, Ohio 45701, USA

5Department of Electrical and Computer Engineering,
Colorado State University, Fort Collins, Colorado 80523, USA

6LIGO Laboratory, California Institute of Technology, Pasadena, California 91125, USA
7Department of Physics, American University, Washington, DC 20016, USA
8Department of Physics, Université de Montréal, Québec H3T 1J4, Canada
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S1. Motivations for studying zirconia-doped tantala

The work presented in this letter is a part of research di-
rected at identifying low Brownian thermal noise optical
coatings for the test masses of the LIGO gravitational
wave detectors. The current generation of the LIGO de-
tectors use highly reflective dielectric coatings for its core-
optics, which consist of alternating layers of amorphous
silica and titania-doped-tantala. At the most sensitive
frequency range (⇠ 40 - 200 Hz), these coatings give rise
to a limit in the detector sensitivity due to Brownian
thermal noise. The dominant source of Brownian ther-
mal noise arises from the mechanical loss in the high-
refractive index titania-doped-tantala layers, with a me-
chanical loss of ⇠ 2 ⇥ 10�4. For the Advanced LIGO +
upgrade, planned to start commissioning in 2021, a coat-
ing with at least a factor of two improvement in mechan-
ical loss is required (mechanical loss  1 ⇥ 10�4).

The current coatings for LIGO optics are deposited
using ion-beam sputtering (IBS). One of the ways of re-
ducing the thermal noise at room temperature of thin
film coatings is post-deposition annealing. It has been
shown that post-deposition annealing of tantala up to
the temperatures of 600°C, prior to the onset of crystal-
lization, reduces the room temperature mechanical loss
of the coatings [1]. Doping amorphous tantala with zir-
conia at a ratio of Zr/(Ta+Zr) = 0.33 can suppress crys-
tallization, allowing the films to remain amorphous after
annealing up to 800°C [2].

The mechanical loss was measured at room temper-
ature as a function of post-deposition annealing tem-
perature from similar coatings used for GIPDF analy-
sis of zirconia-doped tantala (Zr/(Ta+Zr) ' 0.48) coat-

ings. The results shown in figure 1 indicate that, as with
pure tantala, the mechanical loss of zirconia-doped tan-
tala decreases with increasing post-deposition annealing
temperature. As indicated in figure 1, the annealing time
is extended for temperatures at 600°C and above, but ap-
pears to have little e↵ect at 600°C compared to the an-
nealing temperature. Interestingly, the 800°C annealed
sample has a loss of 1.8⇥10�4, which is slightly below the
currently employed titania-doped tantala coatings, and
demonstrates that zirconia-doped tantala is a promising
coating material system that warrants further study as a
potential Advanced LIGO + coating.

FIG. 1. Mechanical loss at room temperature for zirconia
doped tantala as a function of annealing temperature. For
details of the measurement process see Refs. [3].
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S2. Density and composition of samples

We measured the composition, density and thick-
ness of two of the four samples used in GIPDF mea-
surements. Those two samples are as-deposited and
800°C annealed. The composition was determined us-
ing Rutherford Backscattering Spectrometry (RBS) [4]
analysis where the samples were exposed to a beam of
↵ particles at an energy of 2.9 MeV at normal incidence
and the back-scattered particles were detected at 170°.
Atomic concentrations were determined by fitting a sim-
ulated spectra to the measured spectra. The best fit was
obtained at the concentrations given in table I.

TABLE I. Composition measurements using RBS
Atomic Concentration (%)

Element As deposited 800°C annealed
Ta 16.00±0.15 15.50±0.15
Zr 14.8±0.3 14.8±0.3
O 66.4±1.5 67.0±1.5
Ar 2.8±0.4 2.7±0.4

Areal densities of the samples were also obtained from
RBS to be 4370±90 ⇥ 1015 atoms/cm2 for both as-
deposited and 800°C annealed samples. The thicknesses
of the samples were measured, using combinations of sty-
lus profilometry and ellipsometry [5, 6] measurements, to
be 589±4 nm and 587±10 nm for as-deposited and 800°C
annealed samples respectively. Thickness measurements,
combined with areal density and composition measure-
ments from RBS, enabled us to calculate mass densities
of the samples to be 6.53±0.15 gm/cm3 for as-deposited
sample and 6.53±0.18 gm/cm3 for 800°C sample.

Following these measurements, we used a stoichiomet-
ric ratio of 15:67.5:15 for Ta, O and Zr respectively for all
our models. We have not included Ar atoms in our mod-
els because the x-ray scattering signature of ⇠2.5% Ar is
low (see figure 2) and because our separate DFT based
calculations (not shown here) indicate that Ar atoms
have a negligible e↵ect on the structure of the material
itself. We used a density of 6.53 gm/cm3 for our models,
but we did take into account a mass of 2.5% Ar to obtain
the e↵ective box-size for our models. After considering
the mass of Ar atoms, the e↵ective density in our mod-
els is 6.41 gm/cm3. The size of our models is chosen to
enable computation of G(r) up to 15 Å which is the dis-
tance up to which measured GIPDF shows some degree
of IRO. With all of these considerations in place, our fi-
nal models have 400 Ta, 1800 O and 400 Zr in a cubic
box of dimension 32.92 Å.
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FIG. 2. The x-ray structure factors, S(q), computed from the
models. The red curve is from a model which has Ta, O, Zr
and Ar atoms in the ratio 15:67.5:15:2.5. The black curve
represents when the Ar atoms were removed from the model.

S3. Integrated modeling approach

The modeling scheme that is used to obtain the atomic
models presented in this work is further illustrated here.
The flowchart in figure 3(a) shows the sequence of steps
followed to obtain the final models. The modeling al-
gorithm starts by considering 1000 independent systems
where each system has 2600 randomly positioned atoms
in a cubic supercell; a threshold distance of 1.9 Å be-
tween is maintained between the atoms even for random
positions. The atomic ratio and density are chosen as dis-
cussed in section S2 and are kept fixed. These models are
taken through a conventional melt-quench MD modeling
cycle (as discussed in section S5). The final configura-
tions from MD serve as the starting configuration for the
RMC models. RMC moves are set to fit to the measured
S(q) and are constrained by enforcing a distance window
of 1.5 Å to 2.9 Å for Ta-O bond distance and of 1.5 Å to
3.2 Å for Zr-O bond distance. M-M lower cuto↵ of 2.9
Å and O-O lower cuto↵ of 2.0 Å were also used to con-
strain the RMC moves. These distances correspond to
the lower and upper cuto↵ of the corresponding partial
PDFs of AIMD-based models (see discussion in section
S4 and figure 5). RMC moves and energy minimization
moves are iterated back and forth until a convergence
in chi-squared (degree of misfit) and a convergence in
the total energy are reached. This iterative approach
was first proposed as force enhanced atomic relaxation
(FEAR) in [7, 8]. The final models from this process
are considered as representative of the samples on which
the GIPDF measurements were made. To get a better
statistical accuracy, we repeat the process for 1000 in-
dependent models and take an average for all quantities
reported in the paper. The plot of the fitted structure
factor (S(q)) and the corresponding plot in real space is
presented in figure 3(b) and (c).
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FIG. 3. More on the modeling approach and results (a) The integrated modeling approach: Illustration of how ab initio
MD, classical MD, RMC based on measure GIPDF data and density and composition measurements of thin films are combined
together to obtain models that are realistic and sensitive to annealing induced changes in the structure. (b) Goodness of fit:
The structure factor, S(q), measured on samples is compared the corresponding fitted models. The computed S(q) are averages
over 1000 models. (c) The computed G(r) on models are compared with G(r) obtained from GIPDF measurements. The
computed G(r) are averages over 1000 models. (d) The ability of the computed models to track the changes in IRO seen in the
measured G(r) at di↵erent annealing temperature. This figure is the complete version of figure 2 in main paper.
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S4. Melt-quench models using ab initio molecular
dynamics (AIMD)
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FIG. 4. The total G(r) of AIMD models is compared with
measured G(r) and the computed G(r) from RMC based mod-
els.
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FIG. 5. The partial G(r) computed on AIMD models. Note
that the definition of G(r) used in this plot is di↵erent the
definition of G(r) used in the paper. In this case, g↵� =

V
4⇡r2N↵

dn↵�

dr
, where V is volume of supercell, N↵ is number

of species ↵, and dn↵� is the number of � atoms at distance r
to r+dr from ↵ atom. This definition of G(r) is useful to help
infer the cuto↵s for atomic correlations. Additionally, the area
under the partial G(r) give the corresponding coordinations
as a function of r.

We performed ab initio molecular dynamics (AIMD) to
obtain smaller atomic models of zirconia-doped tantala.
The purpose of this exercise was to provide geometrical
constraints to bond distances during RMC modeling and
also to enable basic sanity checks on our main models.
30 Ta atoms, 30 Zr atoms and 135 O atoms are taken
in a cubic supercell of dimensions 13.78 Å and periodic
boundary conditions were applied. This is equivalent to
a bulk mass density of 6.55 gm/cm3. In order to create
the starting configuration for AIMD, the system is first

taken through a melt-quench molecular dynamics cycle
employing an empirical force field [9, 10] over a total
time period of 1.15 ns. LAMMPS simulation software
was used [11]. The starting configuration obtained is
then taken through an AIMD melt-quench cycle using
Vienna ab initio software package (VASP) [12, 13]. PBE
functionals were used [14, 15] and valence electrons were
treated using plane waves of upto 400 eV. The system was
equilibrated at 4000 K, then at 2500 K, then quenched
to 300 K, and then again equilibrated at 300 K. Total
simulation time for the melt-quench dynamics was 104.6
ps, wherein time steps of 2 fs were used throughout the
simulation. The computed G(r) from AIMD models is
compared with measured G(r) and computed G(r) from
RMC-based models in figure 4.

S5. Melt-quench models using classical molecular
dynamics (CMD)
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FIG. 6. Partial PDF from MD models: The partial PDFs ob-
tained from the melt-quench MD modeling described in sec-
tion S4 and S5 are plotted here for comparison. CMD denotes
the models using classical molecular dynamics as described in
section S5. AIMD denotes the ab initio molecular dynamics
described in section S4. The partial PDFs from CMD are
averages of 1000 snapshots of the model over 100 ps of MD
at 300 K; each model contains 975 atoms. The partial PDFs
from AIMD are averages of 7844 snapshots of the model over
15.7 ps of MD at 300 K; each model contains 195 atoms.

We use a unified classical two-body potential from ref-
erences [9, 10] to perform the energy minimization com-
ponent of our modeling (see figure 3). To investigate the
ability of the potential to predict basic structural fea-
tures, we carried out melt-quench molecular dynamics
simulation in the framework of the classical potential.
We used the LAMMPS simulation program [11] as fol-
lows: A random collection of 975 atoms (of type Ta, O
and Zr atoms in the ratio discussed in section S2) in a
supercell of size determined by the density is taken. Con-
stant pressure (NPT) MD simulations were carried out at
various starting densities (viz 6.0, 6.3, 6.55, 6.7, 7.0 and
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7.5 gm/cm3). For all simulations, the system was taken
to a high temperature of 6000 K, equilibrated at that
temperature, then cooled down to 300 K and equilibrated
again at 300 K. The total number of steps was more than
1.3 ⇥106 which corresponds to more than 1.3 ns of sim-
ulated time. The structures were finally relaxed to its
minimum energy configurations using conjugate gradient
algorithm. The final density of all the models converged
to ⇠6.8 gm/cm3. In figure 6, we compare the partial
PDFs of these models with the AIMD generated models
(described in section S4). We find that the CMD predicts
the basic features of the partial PDF correctly, although
the M-M correlations are not predicted very well. The
energy minimization with respect to the referenced force-
field is a useful constraint, however one needs to be care-
ful about how it interferes with the overall models. Note
that the melt-quench MD used to generate the starting
configurations for RMC modeling follows the same rou-
tine as described in this section, except that those models
contain 2600 atoms and constant volume (NVT) ensem-
ble is used for MD.

S6. Further plots on coordinations and bond angle
distributions

FIG. 7. The distribution of Ta-coordination by O atoms in
our models. The bond cuto↵ is taken to be 2.90 Å which
is the first minimum of total G(r). The coordination values
are averages over 1000 models. The inset shows the average
coordination number for the four samples.

FIG. 8. The distribution of Zr-coordination by O atoms in
our models. The bond cuto↵ is taken to be 2.90 Å which
is the first minimum of total G(r). The coordination values
are averages over 1000 models. The inset shows the average
coordination number for the four samples.
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FIG. 9. BADF resolved into edge-sharing and corner-sharing
polyhedra for Ta-O-Ta and Zr-O-Zr. Solid line represents as
deposited sample and dashed line represents 800°C annealed
sample.
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Appendix

Fig. 7.1 - 7.5 present internal loss measurements of elevated temperature deposi-
tions of tantulum pentoxide films from a metallic Ta target.

Fig. 7.6 - 7.11 present internal loss measurements of elevated temperature
depositions of tantulum pentoxide films from an oxide Ta2O5 target.

Fig. 7.12 - 7.14 present internal loss measurements of elevated temperature
depositions of zirconia doped tantulum pentoxide coatings from an oxide Ta2O5

target with Zr foil attached to its surface.
Fig. 7.15 - 7.20 present internal loss measurements of zirconia doped tantulum

pentoxide coatings deposited from Ta2O5 and ZrO2 targets.

Figure 7.1: Tantulum pentoxide film deposited at room temperature utilising a
Ta metal target. Film had been annealed at a temperature of 600◦ C.
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Figure 7.2: Tantulum pentoxide film deposited at 100◦ C utilising a Ta metal
target. Film had been annealed at a temperature of 600◦ C.

Figure 7.3: Tantulum pentoxide film deposited at 200◦ C utilising a Ta metal
target. Film had been annealed at a temperature of 600◦ C.
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Figure 7.4: Tantulum pentoxide film deposited at 300◦ C utilising a Ta metal
target. Film had been annealed at a temperature of 600◦ C.

Figure 7.5: Tantulum pentoxide film deposited at 400◦ C utilising a Ta metal
target. Film had been annealed at a temperature of 600◦ C.
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Figure 7.6: Tantulum pentoxide film deposited at room temperature utilising a
Ta2O5 oxide target. Film had been annealed at a temperature of 600◦ C.

Figure 7.7: Tantulum pentoxide film deposited at 100◦ C utilising a Ta2O5 oxide
target. Film had been annealed at a temperature of 600◦ C.
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Figure 7.8: Tantulum pentoxide film deposited at 200◦ C utilising a Ta2O5 oxide
target. Film had been annealed at a temperature of 600◦ C.

Figure 7.9: Tantulum pentoxide film deposited at 300◦ C utilising a Ta2O5 oxide
target. Film had been annealed at a temperature of 600◦ C.
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Figure 7.10: Tantulum pentoxide film deposited at 400◦ C utilising a Ta2O5 oxide
target. Film had been annealed at a temperature of 600◦ C.

Figure 7.11: Tantulum pentoxide film deposited at 500◦ C utilising a Ta2O5 oxide
target. Film had been annealed at a temperature of 600◦ C.
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Figure 7.12: Zirconia doped tantulum pentoxide film deposited at 400◦ C utilising
a Ta2O5 target with Zr foil attached to its surface. Film had been annealed up
to a temperature of 800◦ C.

Figure 7.13: Zirconia doped tantulum pentoxide film deposited at 400◦ C utilising
a Ta2O5 target with Zr foil attached to its surface. Film had been annealed up
to a temperature of 800◦ C.
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Figure 7.14: Zirconia doped tantulum pentoxide film deposited at 500◦ C utilising
a Ta2O5 target with Zr foil attached to its surface. Film had been annealed up
to a temperature of 800◦ C.

Figure 7.15: Zirconia doped tantulum pentoxide film deposited at RT utilising
a Ta2O5 and ZrO2 targets. Coating performed on multi - sourced system at an
inclination of 0◦. Film had been annealed up to a temperature of 800◦ C.
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Figure 7.16: Zirconia doped tantulum pentoxide film deposited at RT utilising
a Ta2O5 and ZrO2 targets. Coating performed on multi - sourced system at an
inclination of 30◦ (27◦). Film had been annealed up to a temperature of 800◦ C.

Figure 7.17: Zirconia doped tantulum pentoxide film deposited at RT utilising
a Ta2O5 and ZrO2 targets. Coating performed on multi - sourced system at an
inclination of 15◦ (12◦). Film had been annealed up to a temperature of 800◦ C.
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Figure 7.18: Zirconia doped tantulum pentoxide film deposited at RT utilising
a Ta2O5 and ZrO2 targets. Coating performed on multi - sourced system at an
inclination of 0◦. Film had been annealed up to a temperature of 800◦ C.

Figure 7.19: Zirconia doped tantulum pentoxide film deposited at RT utilising a
Ta2O5 and ZrO2 targets (1/2). Film annealed at steps of 100◦ C, up to a tem-
perature of 750◦ C. Cracking on coating surface appeared after heat treatments
at 500◦ C.
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Figure 7.20: Zirconia doped tantulum pentoxide film deposited at RT utilising a
Ta2O5 and ZrO2 targets (2/2). Film annealed at steps of 100◦ C, up to a tem-
perature of 750◦ C. Cracking on coating surface appeared after heat treatments
at 500◦ C.
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