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Abstract

The research presented in this Thesis deals with the concepts of joint radar
and communication system for automotive application. The novel systems
developed include a joint radar and communication system based on the frac-
tional Fourier transform (FrFT) and two interference mitigation frameworks.

In the joint radar and communication system the FrFT is used to embed
the data information into a radar waveform in order to obtain a signal shar-
ing Linear Frequency Modulation (LFM) characteristics while allowing data
transmission. Furthermore, in the proposed system multi user operations
are allowed by assigning a specific order of the FrFT to each user. In this
way, a fractional order division multiplexing can be implemented allowing
the allocation of more than one user in the same frequency band with the
advantage that the range resolution does not depend on the number of the
users that share the same frequency band but only from the assigned of
the FrFT. Remarkably, the predicted simulated radar performance of the
proposed joint radar and communication system when using Binary Frequency
Shift Keying (BFSK) encoding is not significantly affected by the transmitted
data.

In order to fully describe the proposed waveform design, the signal model
when the bits of information are modulated using either BFSK or Binary
Phase Shift Keying (BPSK) encoding is derived. This signal model will result
also useful in the interference mitigation frameworks.

In multi user scenarios to prevent mutual radar interference caused by
users that share the same frequency band at the same time, each user has to
transmit waveforms that are uncorrelated with those of other users. However,
due to spectrum limitations, the uncorrelated property cannot always be
satisfied even by using fractional order division multiplexing, thus interfer-



ence is unavoidable. In order to mitigate the interference, two frameworks
are introduced. In a joint radar communication system, the radar also has
access to the communication data. With a near-precision reconstruction
of the communication signal, this interference can be subtracted. In these
two frameworks the interfering signal can be reconstructed using the derived
mathematical model of the proposed FrFT waveform.

In the first framework the subtraction between the received and recon-
structed interference signals is carried out in a coherent manner, where the
amplitude and phase of the two signals are taken into account. The per-
formance of this framework is highly depend on the correct estimation of
the Doppler frequency of the interfering user. A small error on the Doppler
frequency can lead to a lack of synchronization between the received and
reconstructed signal. Consequently, the subtraction will not be performed in
a correct way and further interference components can be introduced.

In order to solve the problem of the lack of the synchronization an al-
ternative framework is developed where the subtraction is carried out in
non-coherent manner. In the proposed framework, the subtraction is carried
out after that the received radar signal and the reconstructed interference
are processed, respectively. The performance is tested on simulated and real
signals. The simulated and experimental results show that this framework is
capable of mitigating the interference from other users successfully.
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Chapter 1

Introduction

1.1 Preface

Road traffic injuries are a major but neglected global public health problem,
requiring concerted efforts for effective and sustainable prevention. In [96], it
was presented that the number of people killed in road traffic crashes each
year is estimated at almost 1.2 million, while the number injured could be
as high as 50 million. The appraisal of the main responsible accident factors
indicates different solutions to adopt in order to reduce the total number of
crashes. The most important and efficient solution is to raise awareness in
society. However, they also emphasize the concept of intelligent vehicles and
smart city in order to improve the visibility of the driver, provide road state
knowledge, or just to reduce the reaction time against an accident through
automatic brake controls.
The European standard for Intelligent Transportation Systems (ITS) [86] and
the international standard IEEE 802.11p [63], are the reference standards
in this field. Their aim is to establish an intelligent network among vehicles
and the infrastructure, such to provide the Vehicle-to-Vehicle (V2V) and
Vehicle-to-Infrastructure (V2I) communication. This network could be used
to share information such as payment, road status, weather forecasts, with
other drivers.
Nonetheless, the idea of using an intelligent network to perform a traffic safety
system is considered as an indirect method, since the locations of the vehicles
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can be implicitly determined by the communication among the vehicles that
belong to this network. An obvious drawback of this system is related to the
vehicles that do not belong to the network or possible objects obstructing the
road; in these situations, the obstacles and vehicles cannot be detected.
In order to overcome this issue, a direct method can be applied using sensors
as radar, camera, lidar. From the earliest days, the use of radar is oriented
to detect and track targets accurately. The capability to operate in hostile
weather and day and night are two great advantages of the use of electromag-
netic waves compared with other sensors.
The separation of the radar and communication functions is a waste of the
hardware and the spectrum is not used in an efficient manner. Additionally,
it has been demonstrated that the radar spectral efficiency can be improved
incrementing the bandwidth or reusing the radar bandwidth to perform com-
munication operation [84] [45]. Besides, a joint radar and communication
applications are feasible due to recent advances in digital signal process-
ing unit, such that the computational cost arises from the baseband signal
processing unit from such a merged system can be easily performed. The
mains advantages of a joint radar communication system are that both func-
tions share the same hardware, transmitter, receiver, antennas, as well as
the radio-electromagnetic spectrum; thus, the efficiency of the spectrum is
improved.

1.2 Motivations

The aim of this thesis is to develop a new joint radar communication system
based on the fractional Fourier transform (FrFT) for automotive applications.
Additionally, in an automotive environment where more than one vehicle
shares the same channel at the same time strong mutual radar interference can
arise leading to a degradation of the radar and communication performance.
In order to reduce the interference, two frameworks for interference mitigation
are developed. The objectives of the research presented in this thesis are:
to use the FrFT to embed the data information into a radar waveform; to
use the different order of the FrFT to allocate more than one user in the
same frequency band. The radar performance of the proposed joint radar
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and communication system is evaluated and compared to that when a Linear
Frequency Modulated (LFM) pulse is transmitted. The radar performance
of the proposed system is evaluated considering the ability of the proposed
waveform to distinguish multiple targets allocated at the same distance or have
different distance and Doppler frequencies. In addition, the radar performance
is evaluated even in multi user scenarios, where the targets are transmitting
a radar communication signal. In this scenario a degradation of the detection
performance is achieved. In an automotive environment, a radar sensor is
used to increase security, consequently, in order to improve the detection
performance additionally processing is required. Thus, two interference
mitigation frameworks based on joint radar and communication system are
presented. The main difference between these two frameworks is that in the
first the interference is mitigated by applying a coherent subtraction between
the received and reconstructed signals, while in the second framework the
subtraction is carried out in a non-coherent manner. The performance of these
two frameworks are compared respect to the Signal to Interference plus Noise
Ratio (SINR) against different values by offset frequency and amplitude.

1.3 Original Contributions

The research detailed in this thesis includes original contributions to the field
of joint radar and communication system for automotive applications. The
original contributions can group in two different groups. In the first group, a
new joint radar and communication system, based on the fractional Fourier
transform, is presented. In the second group, in order to alleviate the mutual
radar interference, two frameworks for interference mitigation are presented
and described. The main contributions are as follows:

• A new joint radar and communication system, based on the FrFT
for automotive application, is developed. So considering its related
framework, the FrFT is used to generate a signal sharing LFM feature,
while allowing communication and radar functions to run simultaneously
by using the same hardware and the same spectrum.
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• In order to allow more than one user to share the same channel at the
same time a fractional order division multiplexing is proposed.

• The closed form derivation of the analytical signal model and the Power
Spectral Density (PSD) of the proposed joint radar and communication
system is derived, when the bits are mapped into symbols through a
BFSK and BPSK encoding scheme.

• A coherent interference mitigation framework is proposed where the sub-
traction between the reconstructed and received interference is carried
out, by considering the amplitude and phase of these two signals.

• A non-coherent interference mitigation framework is presented where
the interference is mitigated in a non-coherent way. This means that
the subtraction between the reconstructed interference and the received
one, is carried out only considering the amplitude.

• The proposed joint radar and communication system is developed on
SDR device and the real data are achieved in a controlled laboratory
environment.
The first three contributions are presented in chapter 5, while last three
ones are presented in chapter 7

1.4 Publications

Journal Paper

• P. Striano, C.V. Ilioudis, C. Clemente, J. Soraghan (2019), Communicat-
ing radar using frequency-shift keying and fractional Fourier transform
for automotive applications, in The Journal of Engineering, vol. 2019,
no. 19, pp. 6016-6020.

Conference Papers

• P. Striano, C. V. Ilioudis, C. Clemente, J. Soraghan, (2019) Performance
of a Communicating Radar using FSK and Fractional Fourier Transform
for Automotive Applications, 2019 IEEE Radio and Wireless Symposium
(RWS), Orlando, FL, USA, pp.1-4
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• P. Striano, C. V. Ilioudis, C. Clemente, J. Soraghan, (2019) Frac-
tional Fourier Transform based Joint Radar Communication system
for Multi-User Automotive Applications, 2019 IEEE Radar Conference
(RadarConf), Boston, MA, USA, pp.1-6

• C. V. Ilioudis, J. Cao, I. Theodorou, P. Striano, W. Coventry, C.
Clemente, J. Soraghan, (2019), GNSS Based Passive Radar for UAV
Monitoring, 2019 IEEE Radar Conference (RadarConf), Boston, MA,
USA, pp.1-6

• P. Striano, C. V. Ilioudis, J. Cao, C. Clemente, J. Soraghan, (2020),
Interference Mitigation for a joint radar communication system based
on the FrFT for Automotive Applications, 2020 IEEE International
Radar Conference (RADAR), Washington, DC, USA, pp. 1-6.

• P. Striano, C. V. Ilioudis, J. Cao, C. Clemente, J. Soraghan, (2020),
Assessment of Micro-Doppler based road targets recognition based on
co-operative multi-sensor automotive radar applications, 2020 IEEE
Radar Conference (RadarConf20), Florence, Italy, pp.1-5

1.5 Thesis Organization

The remainder of the thesis is divided into eight chapters as follows:
C hapter 2 introduces the key concepts of radar systems, describing basic

and advanced operational modes. In the second part of the chapter, the
fundamentals automotive radar system are described.

Chapter 3 is dedicated to advanced time-frequency transforms. First,
the concept of the Ambiguity Function is introduced. Later, the concept of
time-frequency analysis is introduced with commonly time-frequency signal
representations is also discussed. Additionally, an extensive analysis of FrFT
is presented. Specifically, the properties, implementations, and applications
of FrFT in communication and radar systems are discussed in more detail.

Chapter 4 introduces the motivation that leads to share radar and com-
munication functions. First, the different frameworks to provide radar and
communication functions, to run simultaneously using the same hardware
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and sharing the same spectrum. In last part of the chapter a review of the
frameworks to alleviate the mutual interference for radar and communication
system was presented.

Chapter 5 presents a new joint radar and communication system based
on the FrFT for automotive applications. Then the analytical model and
the PSD of the proposed system are derived when the bits are mapped in
symbols using a BFSK or BPSK encoding scheme.

Chapter 6 demonstrates the capability of the proposed system to embed
data information into a radar waveform and at the same time the charac-
teristics of an LFM pulse are obtained. Thus, the radar performance of the
proposed system does not depend highly on data information. Additionally,
the simulated results demonstrate the capability of the proposed system to
distinguish different targets in an ambiguous manner in multi target scenarios.
In last part of the chapter, communication performance will show the capa-
bility of the proposed system to work in different types of channels ensuring
an acceptable Bit Error Rate (BER).

Chapter 7 presents two novel interference mitigation frameworks based on
the proposed joint radar and communication system. In both frameworks,
the interference signal is reconstructed and then mitigated from the received
radar signal. In the first framework, the interference is mitigated in a coher-
ent manner, where the amplitude and phase of both signals are taken into
account. While in the second framework, the interference is alleviated in a
non-coherent manner, where only the amplitude of the two signals is taken
into account. Additionally, the performance of these two proposed frameworks
is evaluated in terms of the Signal Interference Ratio (SIR) obtained when
the interference has been mitigated, SIRout against different values of offset
frequency and amplitude. This performance is evaluated considering two
scenarios. In the first scenario, the received radar signal and reconstructed
signal one are obtained using the proposed joint radar and communication
system, Section 5.1. In the second scenario, the received interference signal
is generated by the Matlab function while the reconstructed one is obtained
by using the signal model of the proposed joint radar and communication
system.

Chapter 8 presents a summary and conclusions of the thesis, providing an
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overview of possible future directions of this work.
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Chapter 2

Automotive radar

The word RADAR was coined in 1940 by the United States Navy as an
acronym for RAdio Detection and Ranging [113]. The term radio refers to
the use of electromagnetic (EM) waves with wavelength in the so-called radio
wave portion of the spectrum. The detection and ranging part of the acronym
is accomplished by timing the delay between transmission of a pulse of radio
energy and its subsequent return.
Modern radar systems are sophisticated systems that not only detect targets
and determine target range, but also identify, track, image and classify targets
while suppressing strong unwanted interference from the environment and
countermeasures. Modern radars are used in an expanding range of appli-
cations, from the traditional military and civilian tracking of aircraft and
vehicles to two- and three-dimensional mapping, collision avoidance, Earth
resources monitoring, automotive, and many others.
The use of radar technology in commercial vehicle applications can provide
great benefits in safety and driver assistance. Radar can be used for forward
and side obstacle detection, and collision warning as well as extended applica-
tions including Advanced Driver Assistance Systems (ADAS). In automotive
environment also other sensors like ultrasounds, camera, and Lidar are used.
However, a radar system offers advantages due to its capacity to enable a de-
tailed representation of the environment, independent of weather conditions.
In this chapter, the basic concepts of radar systems are introduced, highlight-
ing those particularly relevant to the scope of this thesis. The chapter will
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focus on describing the fundamental principles of automotive radars, describ-
ing their capabilities, characteristics and typical waveforms. The remainder of
the chapter is organized as follows. Section 2.1 describes the basic concepts
of a radar system including radar range equation, processing gain such as
matched filter and pulse integration, slow time/fast time matrix and Doppler
spectrum. While the automotive radar, its applications and the different
waveforms are presented in Section 2.2.

2.1 Basic concepts

Radar is an electrical system exploiting radiofrequency (RF) electromagnetic
waves transmitted towards a particular region of interest and collecting and
analysing EM waves that are reflected by objects in that region. A simple
radar system must include the following subsystems: a transmitter, one or
more antennas, a receiver, and a signal processing unit. A representation of a
radar system is illustrated in Fig. 2.1. The transmitter subsystem generates
the EM waves. The antenna is the subsystem that takes as input these EM
waves from the transmitter and introduces them into the atmosphere. The
transmit/receive (T/R) device has the function of connecting the transmitter
and receiver to the antenna and it protects the sensitive receiver components.
The EM waves that are reflected by an object that propagates back to the
radar system are captured by the antenna [113]. The receiver subsystem takes
as input the received echoes from the antenna and introduces them into the
signal processing unit. Finally, the received signals are analysed by the signal

Fig. 2.1. Major elements of the radar transmission/ reception process.
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processing unit.
The range, R, to a detected target can be determined based on the time,

τ . Where τ is the time that EM waves take to propagate to that target and
back. The relationship between the range and time is given by

R = cτ

2 (2.1)

where c is the speed of light in free space. Since the waves travel to a target
and back, the round trip time is divide by two in order to obtain the time
that waves took to reach the target.

Range resolution, ∆R, is the ability of a radar system to distinguish
between targets that are very close range. In the literature two more common
metrics are used to define resolution [112]:

1. The Rayleigh criterion, which defines resolution as the separation be-
tween the peak and the first null;

2. The width of the mainlobe at specific point below the peak, most
commonly such at −3 dB point.

For an unmodulated pulse, the range resolution is defied as the separation
between the peak and the first null. In this case, the range resolution is
defined as [111]

∆R = ctp

2 (2.2)

where tp is the width of the transmitted waveform. The range resolution
defined in (2.2) depends on the width of the transmitted waveform. How-
ever, the resolution can be improved dramatically when proper waveforms
are transmitted and signal processing is applied. It will be discussed in
Section 2.1.3.

2.1.1 Radar Range Equation

The radar range equation predicts the received radar power. The formulation
of the radar equation was given by Ugo Tibero [37] and provides a useful
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relationship between all the elements in a radar system:

Pradar = PtGtGrσradarλ
2

(4π)3R4Ls

(2.3)

where Pt is the power developed by the transmitter, Gt and Gr are the
transmit and the receiver antenna gains respectively, σradar is the Radar Cross
Section (RCS) which depends on different parameters as (size of the target,
operating frequency, material of which the target is made, the incident angle,
the polarization, and the reflected angle), λ is the wavelength, Ls > 1 is a
loss factor.
Considering a simple radar scenario where the received signal is affected only
by the noise, the Signal to Noise Ratio (SNR) can be written as

SNR = Pradar

Pn

= PtGtGrσradarλ
2

(4π)3R4LsPn

(2.4)

where Pn is the power of the noise. The power, Pn, of the thermal noise in a
radar receiver is given by

Pn = kTsB = kT0FB (2.5)

where

• k is Boltzmann’s constant (1.38 × 10−23 watt-sec/K)

• T0 is the standard temperature (290 K)

• Ts is the system noise temperature (Ts = T0F )

• B is the instantaneous receiver bandwidth in Hz

• F is the noise figure of the receiver subsystem (unitless).

The detection range at which a given target can be detected with a given
SNR is obtained solving (2.4)

R =
[

PtGtGrσradarλ
2

(4π)3SNRPnLs

] 1
4

(2.6)
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The detection range given in (2.6) depends on radar parameters, target,
environment and geometry.

2.1.2 Processing Gain

In radar theory, the probability of detection is related to the SNR rather than
the exact waveform of the received signal. This means that on the receiver
side, the main interest is that to maximize the SNR rather than in preserving
the shape of the signal. In order to obtain a high SNR value, in literature, two
main approaches known as matched filter and pulse integration are widely
used. A matched filter is a filter that provides the maximum output SNR
when the signal is corrupted by the white Gaussian noise. White noise means
that the power spectrum of the noise is uniformly distributed over the entire
frequency domain, and Gaussian noise indicates that the probability density
function of the amplitude of the noise is a Gaussian distribution.

Matched filter

The impulse response of a matched filter is defined by the particular signal to
which the filter is matched. The maximum SNR at the output of the filter is
obtained when the signal to which the filter was matched, plus white noise, is
passed through it.
The impulse response, h(t), that maximizes the SNR at the output of the
filter is given by [75]

h(t) = x∗(τ − t) (2.7)

where x(t) is the transmitted signal while (·)∗ is the complex conjugate. As
it can be seen the impulse response is linearly related to the time-inverted
complex conjugate of the transmitted signal.
In radar processing, this filter is widely used due to its ability to detect the
presence of the transmitted signal in the received one.

Pulse Integration

Another common signal processing technique for achieving higher SNR is the
integration of multiple received echoes scattered by the same target. These
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echoes can be integrated in a coherent or non-coherent manner. In a coherent
integration, the sum is carried out employing both amplitude and phase
information. The SNR resulting from the coherent integration, SNRc is [113]

SNRc(Nwave) = NwaveSNR(1) (2.8)

with Nwave number of echoes integrated by a radar sensor, while SNR(1) is the
SNR obtained with a single echo. As we can see from (2.8), when a coherent
integration is carried out the SNR increases by a factor Nwave. The coherent
integration can be carried out only if the Nwave echoes have a predictable
phase relationship. It is true when a target is in the same range bin over the
entire Coherent Processing Interval (CPI).
In a non-coherent integration, the echoes are summed taking into account
only the amplitude information of the scattered echoes. When a non-coherent
integration is carried out the SNRnc is not defined unequivocally

SNRnc(Nwave) ∈
[√

NwaveSNR(1), NwaveSNR(1)
]

(2.9)

The non-coherent integration of Nwave echoes provides an integration gain
less then Nwave, but greater than about

√
Nwave. Equation 2.9 suggests that

when the received echoes are summed between them taking into account only
the amplitude, the gain does not scale linearly to the number of the pulses
that are summed. The limit of the integration depends on time that a target
takes to move from two consecutive range bins.

2.1.3 Pulse compression

As we can see from (2.2) the range resolution of unmodulated pulse depends
on the time duration of the signal. Additionally, in order to obtain a high
SNR value a long transmitted waveform has to be transmitted. Consequently,
a trade-off between the SNR and range resolution is required [113].
In order to solve the coupling between the energy and range resolution a pulse
compression technique can be applied. This technique allows to obtain at the
same time high SNR and fine resolution.
In a pulse compression, the resolution is defined using the −3 dB resolution
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definition, consequently, the range resolution can be written as:

∆R = ctp

2 ≈ c

2B
(2.10)

The range resolution given by (2.10) does not depend on the duration of
the transmitted waveform, but on its bandwidth. Consequently, when this
technique is applied a fine range resolution and a high SNR can be simultane-
ously obtained.
In Fig. 2.2 the matched filter output of an unmodulated square pulse, Fig. 2.2a,
and of a compressed pulse such as LFM are illustrated. These two signals
have the same bandwidth. Comparing the width of the mainlobe shown in
Fig. 2.2a with Fig. 2.2b we can see that the width of an LFM is smaller
than the one obtained when a square pulse is used. Consequently, when a
pulse compression is applied a fine range resolution is obtained. Additionally,
Fig. 2.2b shows that sidelobes appear due to the fact that the total energy
of the signal does not change. Meaning that a sharper mainlobe leads to the
more significant presence of sidelobes.

2.1.4 Radar Data Matrix

On receiver side, before that the radar processing unit is applied, the received
signal is organized in a fast-time slow-time matrix.

0

Mainlobe
width

(a) Unmodulated pulse
0

Main lobe

Sidelobes
Peak Sidelobe

Mainlobe
width

(b) LFM pulse

Fig. 2.2. Matched filter output of 2.2a an unmodulated pulse and 2.2b an
LFM waveform.
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In a pulsed radar configuration, the transmitter emits a pulse every TPRI

seconds where this interval is known as Pulse Repetition Time (PRI). The
inverse of the PRI is called Pulse Repetition Frequency (PRF).
The received signal is sampled in an interval time that corresponds to the
minimum and the maximum of the desired range. The sampling is performed
at a sampling rate fs = 1/ts, where ts is the sampling time. After this
operation, L samples are obtained. These samples fill a rangeline which
can be arranged as a column in a matrix as illustrated in Fig. 2.3. The
samples related to the second sampling interval build a new rangeline which
is inserted in the two-dimensional matrix. That operation is repeated until
all the Nwave pulses emitted from the transmitter are received at the radar.
After this stage, a 2-D matrix of LNwave samples is obtained as illustrated
in Fig. 2.3. The total amount time NwaveTP RI represented by data matrix is
called Coherent Processing Interval. The vertical and horizontal dimensions
of matrix Fig. 2.3 are called fast-time or range dimension and slow-time or
pulse number dimension, respectively.

Fig. 2.3. Slow-Time Fast-Time Data matrix.
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Fig. 2.4. Doppler spectrum for one range bin, viewed by a stationary target.

2.1.5 Doppler Spectrum

The received frequency of an echo scattered by a moving target will differ
from the transmitted frequency. The difference between the transmitted and
received frequencies is called Doppler frequency, and it is defined as [75]

fD = −2vr

λ
(2.11)

where vr is the relative velocity between a target and the radar. Equation
2.11 is true if the radar works in hypothesis of stop and go.
Measurement and processing of Doppler data in a pulsed radar begin with
the fast time/slow time matrix as defined in Section 2.1.4. An example of
the Doppler spectrum obtained applying a fast Fourier transform (FFT) on a
single row of the matrix is illustrated in Fig. 2.4, where it shows a notional
generic Doppler spectrum as observed from a stationary radar for a single
range bin containing clutter, noise, and three moving targets. The spectrum
is periodical with periodicity PRF, due to this in Fig. 2.4 only the portion
between [−PRF

2 , PRF
2 ] is illustrated.

2.2 Automotive Radar System

Automotive radar systems are responsible for the detection of objects and
obstacles, and determining their position, and speed relative to the vehicle.

16



Chapter 2. Automotive radar

Fig. 2.5. Advanced Driver Assistant System (ADAS) applications.

The development of signal processing techniques along with progress in the
mmWave semiconductor technology plays a key role in automotive radar
systems [95]. In addition to radar, automotive platforms also rely on different
sensors such as laser, video, ultrasound. A comparison between all sensors is
listed in Table 2.1, [144]. As we can see among these sensors, radar offers the
ability to reach long distance ahead of the car in poor visibility conditions,
while also being able to measure the relative velocity and range between the
vehicles. Additionally, low false alarms is obtained, consequently, it can be
used to increase the security on the road. Furthermore, the radar has the
capability to distinguish the objects in angle. Last capability means that in a
narrow streets the objects can be distinguish in azimuth.

Table 2.1: Technology and Performance Features [144].

Performance Feature Ultrasound Laser Video Radar
Long Range Capability Poor Good Good Good
Target Discrimination Poor Fair Good Good

Minimizing False Alarms Poor Fair Fair Good
Temperature Stability Poor Good Good Good
Darkness Penetration Good Good Poor Good

Adverse Weather
Penetration Poor Poor Poor Good

Low Cost Hardware
Possibility Good Fair Poor Good

Low Cost Signal Processing Good Good Poor Good
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2.2.1 Classification

Both autonomous and human-driven cars are increasingly using radars to
improve drivers’ comfort and safety. For each individual function, a different
sensor specification is needed. This can lead to a very high number of different
radar sensor specifications, each designed to address the appropriate distance
range or field of view.
As we can see from Fig. 2.5 in an automotive environment different radar
systems can be used for different applications like Blind Spot Detection,
Parking Aid, Collision Warning. An ADAS groups these applications in three
different types of radars:

• Long Range Radar (LRR): for applications where a narrow-beam
forward-looking view is required, like Adaptive Cruise Control and
Emergency Braking System;

• Medium Range Radar (MRR): for applications with a medium distance
and speed profile, like cross traffic alert;

• Short Range Radar (SRR): for applications sensing in direct proximity
of the vehicle, like blind spot detection, rear collision warning, lane
change assistance, cross traffic alerts, and parking assistance.

Typical frequency bands used in automotive radar are listed in Table 2.2. The
European Commission has proposed the internationally available 79 GHz band
as a replacement in its “79 GHz Project” [1]. Along with minimal limitation
regarding the emitted power level and a smaller form factor for the sensors,
it offers a wide signal bandwidth up to 4 GHz and higher range resolution.
Higher frequencies are not only helpful for the development of smaller sensors,

Table 2.2: Frequency bands for automotive radar in Europe.

Frequency band CW Bandwidth
24 GHz to 24.25 GHz 250 MHz

21 GHz to 26 GHz 5 GHz
76 GHz to 77 GHz 1 GHz
77 GHz to 81 GHz 4 GHz
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they also help to improve the range and radial velocity resolution of the radar,
allowing it to identify objects that are closely spaced.

2.2.2 Waveform for Automotive Radar

Following, the basic Key Performance Indicators (KPI) of waveform design
for automotive applications are discussed including range resolution, velocity
resolution, and SNR. In order to meet these requirements for automotive
applications, a radar sensor must be capable of measuring a target’s range
and velocity simultaneously, very accurately and unambiguously even in multi
target scenarios.
Furthermore, the measurement time should be relatively short because of the
need for short reaction time in brake and throttle control systems. These
key objectives and technical features are obtained by sophisticated waveform
designs that will be described in the following.

2.2.3 Continuous Wave and Pulsed Wave Radars

A radar system can use different types of waveforms. Fig. 2.6 shows that the
radar waveforms are separated into Continuous Wave (CW) and pulsed wave.
CW and pulsed waveforms are both able to host a wide variety of different
forms of modulation. The CW family of waveforms comprises: Unmodulated
CW, Frequency Modulation CW and Phase Modulation CW; while pulsed
radar can be: Fixed Frequency, Intrapulse Modulation and Pulse to Pulse

Fig. 2.6. Radar Waveform.
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Modulation, see Fig. 2.6. This wide variety of waveforms types provides the
radar designer with a range of options allowing performance optimisation of
specific applications.
The main difference between the CW and pulse radar is that in the CW,
the transmitter and receiver are continuously operated without interruption,
while in the pulsed radar, the transmitter and receiver do not operate at the
same time.
For CW radar the transmitter is continuously transmitting a signal with a
fixed frequency while the receiver is continuously receiving echoes that are
scattered by targets [113]. Additionally, to avoid the phenomenon of the
leakage due to not perfect isolation between the transmitter and receiver, the
transmitter emits a signal with low power and hence this radar is used for
short-range applications, such as automotive radar.
A pulsed radar transmits a train of EM pulses of finite duration known as
pulse width tp. When the transmitter is switched on the receiver is switched
off and vice versa. In this system, the transmitter and receiver are perfectly
isolated hence the transmitter can emit a high power EM wave. A pulsed
radar is used for long-range applications such as surveillance.

2.2.4 Continuous Waveform

As described in Section 2.2.3 in a CW radar a signal is transmitted and
received without interruption, consequently, these systems have a duty cycle
of 100%. The duty cycle is given by the product of the pulse width tp and
PRF. In other words, it is defined as the proportion of time during which the
transmitter radar is operated. The received radar signals are down-converted
directly into baseband by using as reference the transmitted frequency fT . The
difference between the frequency of the received signal fR and the transmitted
fT is called beat frequency fb, which is technically influenced by the waveform
itself, by the propagation delay τ associated with the target range R and the
Doppler frequency fD:

fb = fR − fT (2.12)

When a radar illuminates a stationary target, the frequency of the echo signal
is unchanged from the transmitted. However, if a target is moving, then the

20



Chapter 2. Automotive radar

Fig. 2.7. Monofrequency CW radar system.

frequency of the echo signal is altered due to the Doppler effect as described
in Section 2.1.5. The velocity of the moving target can be determined by
detecting of Doppler frequency, fD. Owing to the target movement, the
time-dependent target range R(t) changes lightly, but continuously in the
so-called slow-time. Thus, the propagation delay τ(t) is not constant any
longer and it becomes time dependent

R(t) = R0 + vrt (2.13)

where R0 is the distance between the radar and the target when t = 0.
By using (2.1), follows that the propagation delay can be written as

τ(t) = 2
c
R(t) = 2

c
(R0 + vrt) (2.14)

The effect of the presence of relative motion translates in a Doppler shift that
is therefore useful to describe/discriminate moving target. If a frequency-
modulated signal is transmitted and a moving target is present, then the beat
frequency fb depends on the propagation delay, τ , and the Doppler frequency,
fD (2.11), simultaneously.
This aspect introduces a technical challenge in the measurement of unam-
biguous range and velocities.
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2.2.5 Unmodulated CW

When a sinusoidal signal is transmitted the carrier frequency fc is constant
during the coherent measurement time TCP I . The transmitted and received
signals are illustrated in Fig. 2.7.
The transmitted signal with carrier frequency fc can be written as

stx(t) = cos(2πfct) (2.15)

with fc carrier frequency. When a stationary target is present, the received
frequency is equal to the transmitted one. If a target with radial velocity vr

is present, the received radar signal can be written as

srx(t) = cos(2πfc[t − τ(t)]) (2.16)

Given (2.14) follows that

srx(t) = cos
{

2π
[
fct − fc

2
c
(R0 + vrt)

]}
= cos

{
2π
[(

fc − fc
2
c
vr

)
t − fc

2
c
R0

]} (2.17)

The beat signal is obtained down converting (2.17) by using the carrier
frequency, it is

b(t) = cos
(

2πfc
2
c
(R0 + vr(t))

)
(2.18)

Equation 2.18 shows that in the frequency domain a peak rises at frequency
beat

fb = 2fc
vr

c
= fD (2.19)

As it can be seen when an unmodulated CW signal is transmitted the Doppler
frequency is the same as the beat frequency. While the phase of the received
signal consists of a constant term proportional to target range, R, i.e.

ϕb = 2πfT c
2
c
R0 = 4π

R0

λ
(2.20)
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The Doppler frequency resolution depends on the observation time TCP I :

∆fD = 1
TCP I

(2.21)

The described monofrequency CW waveform has very good performance in
velocity measurement. A drawback of such waveform is that it is unable to
detect stationary targets or measure range. It is due to the fact that the
range is ambiguous to a wavelength (2.20).

2.2.6 Linear Frequency Waveform

To fulfill the general performance requirement in automotive radar and to
measure the target range and radial velocity simultaneously even in multi
target scenarios an LFM waveform can be transmitted. LFM is a very popular
choice in modern radar systems, because it can achieve high range resolution
(see Section 2.1.3) holding in the advantage that the hardware can keep
relatively simple.
The complex baseband signal with unitary amplitude is:

ζ̃tx(η) = e
±jπ

BLF M
tP

η2
0 ≤ η ≤ tp (2.22)

where BLF M , tp, and η are the bandwidth, the duration of the waveform and
fast time, respectively. The ratio BLF M/tp is the slope of the instantaneous
frequency, and it is called sweep rate. A positive sweep rate indicates an
up-LFM, whereas a negative indicates a down-LFM with the same bandwidth.
The time varying phase ϕ(η) of an LFM waveform is a quadratic function

ϕ(η) = π
BLF M

tp

η2 0 ≤ η ≤ tp (2.23)

while the instantaneous frequency is defined as the derivation of the phase (2.23),

f(η) = 1
2π

dϕ(η)
dη

= BLF M

tp

η 0 ≤ η ≤ tp (2.24)

An interesting property of an LFM pulse is that the instantaneous frequency,
(2.24), is linear with the time. Consequently, an LFM waveform sweeps
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through BLF M Hz in tp seconds. An example of time frequency representation
of an LFM waveform is shown in Fig. 2.8.
The transmitted signal can now be expressed as

ζtx(η) = e
j

(
2πfcη±π

BLF M
tp

η2
)

0 ≤ η ≤ tp (2.25)

The first term inside of the exponential function corresponds to phase shift
due to the carrier frequency, while the second term is due to the modulated
frequency. The transmitted frequency is given by

fT (η) = fc ± BLFM

tP

η (2.26)

The received radar signal scattered by a moving target can be written as

ζrx(η) = e
j

(
2πfc(η−τ(η))±π

BLF M
tp

(η−τ(η))2
)

(2.27)

The beat signal is obtained by applying a mixer between the transmitted
signal and the complex conjugate of the received signal. This operation is

Fig. 2.8. Instantaneous frequency versus time for an LFM waveform.

24



Chapter 2. Automotive radar

known as stretch processing, obtaining:

b(η) = ζrx(η)ζ∗
tx(η) = e

j

(
2πfc(η−τ(η))±π

BLF M
tp

(η−τ(η))2
)
e

−j

(
2πfcη±π

BLF M
tp

η2
)

= e
j

(
2πfcη−2πfcτ(η)±π

BLF M
tp

(η2+τ2(η)−2ητ(η))
)
e

−j

(
2πfcη±π

BLF M
tp

η2
)

= e
j

(
−2πfcτ(η)±π

BLF M
tp

τ2(η)∓2π
BLF M

tp
τ(η)η

)
(2.28)

The second terms of the exponential in (2.28) can be assumed to be sufficiently
small due to c and can be neglected. In addition, by substituting (2.14) in
the first and third term we obtain

b(η) = e
j

(
−4πfc

R0
c

−2 fc
c

vr(η)∓2 BLF M
tp

R0
c

η∓4 BLF M
tp

vr
c

η2
)

(2.29)

Assumed the sweeps are sufficiently short, the terms dependent on second
power of η can be assumed to be negligible. The expression can be now
rewrite into

b(η) = e
j

(
−4πfc

R0
c

−2 fc
c

vrη∓2 BLF M
tp

R0
c

η

)
(2.30)

It is now assumed that the radial velocity of the target is sufficiently small so
that the range R0 remains constant for each sweep. The first term inside of
the exponential is assumed a constant phase term for all sweep number, and
ignored. Thus the beat signal can be written as

b(η) = e
j

(
−4πfcvr

c
∓2 BLF M

tp

R0
c

)
η (2.31)

The beat signal shows that in frequency domain a peak is present at

fb = − 2
λ

vr ∓ Bsw

tp

2
c
R0 = fD ∓ fτ (2.32)

In a moving target scenario, the measured beat frequency fb contains two
components, one from the range shift fτ and another one from the Doppler
frequency fD (see Fig. 2.9). When an LFM waveform is transmitted the
range and Doppler of a target cannot be solved in an unambiguous manner,
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Fig. 2.9. Frequency of transmitted and received LFM as a function of time.

because the beat frequency depends simultaneously on range and Doppler
frequency.

2.2.7 Triangular LFM waveform

When a radar system transmits an LFM waveform the range and velocity
cannot be solved simultaneously. In order to accomplish an unambiguous
measurement of the range and Doppler frequency an up-and-down-LFM can
be used. The LFMs are transmitted sequentially in a serial concatenation as
illustrated in Fig. 2.10. In this system, two beat frequencies relative to an
up-LFM and down-LFM are obtained.

fbup = fD + fτ = − 2
λ

vr − 2
c

BLF M

tp

R0

fbdown
= fD − fτ = − 2

λ
vr + 2

c

BLF M

tp

R0

(2.33)

In a scenario where a single target is present, two beat frequencies fbup and
fbdown

will be measured separately in the up-and-down-LFM echo waveform.
Hence, a system (2.33) given by two independent linear equations, i.e. one for
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Fig. 2.10. Frequency of transmitted and received triangular LFMs as a
function of time.

the up-LFM and the other for down-LFM, can be solved. Based on these two
equations, the target range R0 and the radial velocity vr can be estimated in
an unambiguous way. In this system, the number of the up and down beats
depends on the number of the targets. Consequently, in a scenario where
two targets are present, two up beats fbup and two down beats fbdown

are
obtained thus four possible targets can be detected. To better understand,
a graphical solution is shown in Fig. 2.11 illustrating the cases with one or
two targets. As we can see from Fig.2.11a when a single target is present a
single intersection point is obtained. While when two targets are present four
intersection points are obtained as illustrated in Fig. 2.11b. Consequently,
when more than one target is present this waveform is not available to detect
the real targets due to the presence of the ghost targets. Hence, in multi
target scenarios, the ghost targets are present, because it is not possible to
associate between the measured beat frequencies in the up-LFM case and the
beat frequencies in the down-LFM case. This issue can only be avoided if
the transmit signal is further extended by two additional up-and down-LFM
waveforms with different bandwidth. However, in automotive scenario a short
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(a) Resolution of ambiguities by inter-
section point calculation.

(b) Ambiguity when two targets are
present.

Fig. 2.11. Solutions of the beat frequencies problem, 2.11a when one target is
present, 2.11b when two targets are present.

duration signal has be transmitted. Thus, this waveform does not fit for an
automotive scenario.

2.2.8 Frequency Shift Keying (FSK) Waveform

The requirement of an unambiguous measurement in multi target scenarios
in the LFM is not completely fulfilled. Additionally, LFM requires long
measurements as within each LFM return there is a single measurement point.
Thus, an alternative procedure able to measure the target range R0 and radial
velocity vr simultaneously even in multi target situations is required.
An alternative procedure is to modulate a CW signal using two discrete carrier
frequencies fcA

and fcB
. The two modulated signals A and B are transmitted

in an alternated form as illustrated in Fig. 2.12. The two carrier frequencies
are chosen such that a small frequency step fstep = fcB

− fcA
is obtained.

This waveform is known as Frequency Shift Keying Waveform (FSKW). The
two signals can be written as:

ftx,A(t) = ej2πfcA
trect

[
t − (2i + 1)TStep

TStep

]
i = 0, · · · , (N − 1)/2

ftx,B(t) = ej2πfcB
trect

[
t − 2iTStep

TStep

]
i = 0, · · · , (N − 1)/2

(2.34)
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Fig. 2.12. Frequency Shift Keying (FSK) waveform.

The received radar signals are

frx,A(t) = ej2πfcA
(t−τ(t))rect

[
t − 2R

c
− (2i + 1)TStep

TStep

]

frx,B(t) = ej2πfcB
(t−τ(t))rect

[
t − 2R

c
− 2iTStep

TStep

]

i = 0, · · · ,
N − 1

1

(2.35)

The respectively beat signals are:

bA(t) = e−j2πfcA
τ(t) = e−j2π(fcA

2
c

R0+fcA
2
c

vrt) = ej2π(fDA
−fcA

2
c

R0)

bB(t) = e−j2πfcB
τ(t) = e−j2π(fcB

2
c

R0+fcB
2
c

vrt) = ej2π(fDB
−fcB

2
c

R0) (2.36)

Equation 2.36 shows that the two beat frequencies are given by the two terms.
The first term is the Doppler frequency while the second term is a constant
phase which depends on the target range and on transmitted frequency. Due
to the small frequency step in the transmit signal follows that

fb = fDA
= fDB

= − 2
λ

vr (2.37)

Hence, a single target will be detected at the same Doppler frequency position,
but with the different phase information. Let ϕA and ϕB be the phase angles
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of the target in the two separated spectra. The difference between the two
phases is

∆ϕb = ϕbA
− ϕbB

= −2πfcA

2R0

c
+ 2πfcB

2R0

c
=

2π
2R0

c
(fcB

− fcA
) = 2π

2R0

c
fstep

(2.38)

thus the range measured can be computed by (2.38) as

R0 = c∆ϕb

4πfstep
(2.39)

The range R0 is calculated from each target separately from the measured
phase difference ∆ϕb for each of the corresponding Doppler frequency pairs
where a target has been detected as in (2.39).
Additionally, in (2.39) is shown that the maximum range depends on fstep.
So to obtain long range small values of fstep are required. However, the step
frequency fstep must be adjusted with respect to an unambiguous phase angle

2πfstep
2
c
Rmax ≤ 2π (2.40)

Based on the FSK waveform, the target R0 and the radial velocity vr can be
measured simultaneously and unambiguously even in multi target situations.
Target resolution is processed in the Doppler frequency axis only. There
is a small limitation for the FSK waveform. It is due to the fact that if a
target has been detected at a specific line in the Doppler spectrum, then it is
assumed during the range estimation procedure that a single object with the
range R0 has contributed to this detection. Hence, if there are two objects
measured at the same spectral line, then the result of the range estimation
procedure is meaningless. It means that the FSK waveform does not resolve
targets in range.
For automotive radar applications, all stationary targets with different range
R0 will be observed on the same spectral line in the Doppler spectrum. These
targets cannot be resolved in range direction.
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2.2.9 Multiple Frequency Shift Keying

When an LFM CW waveform is transmitted a system cannot simultaneously
estimate range and radial velocity in a single ramp, we need multi-ramp
waveform. However, in multi target scenarios, spectral peaks from multiple
ramps have to be associated to find the range and radial velocity for a certain
target.
In order to overcome this issue, a hybrid waveform of a FSK and LFM known as
Multiple Frequency Shift Keying (MFSK) waveform can be transmitted [117].
It offers an unambiguous solution for range and radial velocity measurements
simultaneously. The transmit waveform consists in this case of two linear
frequency modulation up-LFM waveforms (the intertwined signal sequences
are called A and B). The two LFM waveforms have the same slope and band-
width. They will be transmitted in an intertwined sequence (ABABAB · · · ),
where the stepwise frequency modulated sequence A is used as a reference
signal while the second up-LFM waveform is shifted in frequency with fshift.
The combined and intertwined waveform concept is illustrated in Fig. 2.13.
The transmitted signal A for common MFSK can be written as

ζtx,A(ηA) = ej2π(fT,A+mfincr)ηA ηA ∈ [2mTstep, (2m + 1)Tstep] (2.41)

With m = 0, · · · , N − 1 where N is the number of the step. Similarly, signal
B can be written as

ζtx,B(ηB) = ej2π(fT,B+mfincr)ηB ηB ∈ [(2m + 1)Tstep, (2m + 2)Tstep] (2.42)

The received radar signal can be written as

ζrx,A(ηA) = ej2π(fT,A+mfincr)(ηA−τ(ηA))

ζrx,B(ηB) = ej2π(fT,B+mfincr)(ηB−τ(ηB))
(2.43)

The beat signals are

bA(ηA) = e−j2π(fT,A+mfincr)τ(ηA)

bB(ηB) = e−j2π(fT,B+mfincr)τ(ηB)
(2.44)

31



Chapter 2. Automotive radar

Fig. 2.13. Multiple Frequency Shift Keying (MFSK).

Substituting (2.14) in (2.44), follows the bA and bB are

bA(ηA) = e−j2π(fT,A+mfincr)τ(ηA) = e−j2π(fT,A
2R0

c
+ 2vr

c
fT,AηA+ 2R0

c
mfincr+ 2vr

c
fincrmηA)

bB = e−j2π(fT,B+mfincr)τ(ηB) = e−j2π(fT,B
2R0

c
−fT,B

2vr
c

η+mfincr
2R0

c
−mfincr

2vr
c

ηB)

(2.45)

where fincre = BLF M

N
and TCP I = NTstep. Hence

bA(ηA) = e
j2π

(
− 2R0

c
fT,A+fD,AηA− 2R0

c
m

BLF M
NTCP I

TCP I− 2vr
c

mfincreηA

)

bB(ηB) = e
j2π

(
− 2R0

c
fT,B+fD,BηB− 2R0

c
m

BLF M
NTCP I

TCP I− 2vr
c

mfincreηB

) (2.46)

where fD,A = −2vr

c
fT,A, fD,B = −2vr

c
fT,B. In this case, the two Doppler frequen-

cies are the same, because fstep is too small. Additionally, the beat signals at
each stepping cycle are sampled at ηA = (2m+1)Tstep and ηB = (2m + 2)Tstep,
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and the sampled data of the beat signals are obtained.

bA(ηA) = e
j2π

[
− 2R0

c
fT,A+fD(2m+1)Tstep− 2R0

c
m

BLF M
TCP I

Tstep− 2vr
c

fincrem(2m+1)Tstep

]

= e
j2π

[
− 2R0

c
fT,A+fDTstep2m+fDTstep− 2R0

c
m

BLF M
TCP I

Tstep− 2vr
c

fincreTstep2m2− 2vr
c

fincreTstepm

]

= e
j2π

[
2mTstep

(
fD− 2R0

c

BLF M
TCP I

)
+fDTstep− 2R0

c
fT,A

]
(2.47)

In similar way, the beat signal bB(ηB) is

bB(ηB) = e
j2π

[
− 2R0

c
fT,B+fD(2m+2)Tstep− 2R0

c
m

BLF M
TCP I

Tstep− 2vr
c

fincrem(2m+2)Tstep

]

= e
j2π

[
− 2R0

c
fT,B+fDTstep2m+2fDTstep− 2R0

c
m

BLF M
TCP I

Tstep− 2vr
c

fincreTstep2m2− 2vr
c

fincreTstep2m

]

= e
j2π

[
2mTstep

(
fD− 2R0

c

BLF M
TCP I

)
+2fDTstep− 2R0

c
fT,B

]
(2.48)

The beat frequency obtained by (2.47) is the same to that obtained by (2.48)
follows

fb = 2
λ

vr − 2
c

BLF M

TCP I

R0 (2.49)

While the phase of the two beat frequencies at the target position is expressed
as ϕbA

and ϕbB
, respectively. Their difference denoted as ∆ϕb, is

∆ϕb = ϕB − ϕA = 2π

(
2Tstep

λ
vr − 2fshift

c
R0

)
(2.50)

Using (2.49) and (2.50), the range and velocity of the target are estimated.
In multi target scenarios on the spectrogram the number of peaks in each
frequency spectrum is the same as the number targets. In addition, the peaks
are at the same locations in both returns so there are not ghost targets. The
MFSK waveform meets the performance requirements for automotive radar
system almost perfectly. The measurements of the target range R0 and the
radial velocity vr are carried out simultaneously and unambiguously even in
multi target situations. The latter aspect is very important in the complex
traffic and road environment. The targets resolution in range and velocity
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are defined by the system parameters, i.e. the sweep bandwidth BLF M and
the LFM duration tp. Maximum target range Rmax and the maximum radial
velocity vr,max determine the maximum beat frequency fbmax .
In addition, in the MFSK signal the frequency step fstep between both
alternating transmitted signals is responsible for an unambiguous phase
measurement with respect to the phase interval [−π; π)

∣∣∣∣2π
(

Tstep
2
λ

vr,max − fstep
2
c
Rmax

)∣∣∣∣ ≤ π (2.51)

To assure that the radar echo signal is always down-converted by the corre-
sponding transmit frequency, the time duration Tstep for a single step in the
transmit waveform, in automotive environment, is chosen to be 10µs, which
is much longer the maximum propagation delay τmax.

2.2.10 Fast Chirp LFM (FCLFM)

The MFSK waveform fulfils the automotive radar requirements almost in
a perfect way. The range is calculated measuring phase difference ∆ϕb,
consequently in order to achieve high accuracy a high SNR is required. With
the aim to improve the radar measurement accuracy and system performance,
a Fast Chirp LFM (FCLFM) waveform is proposed. FCLFM transmit scheme
is illustrated in Fig. 2.14. As we can see in a single CPI consecutive LFM
waveforms are transmitted, the duration of each one is tp. In this way, the
target’s range R0 and the radial velocity vr are estimated by two independent
frequency measurements, but without any phase estimation. In this case,
the measurement accuracy is much higher, and the system performance is
improved. On the other hand, the computational complexity increases as
well.
The beat frequency fb for each LFM depends on the target range R0 and on
the radial velocity vr in the same way as described in (2.32)

fb = − 2
λ

vr + Bsw

tp

2
c
R0 (2.52)
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Fig. 2.14. Fast Chirp LFM (FCLFM).

From (2.52) we can see that the beat frequency is given from the sum of two
terms: radial velocity and target range where the range is proportional to the
Bsw

tp
that in this case can assume very large values, because tp is very short.

Therefore, the target range R0 is the dominating component in the fb. The
first step of the signal processing procedure is the determination of the beat
frequency fb for each individual up-LFM signal. After the down conversion
process has been applied to a single LFM waveform, the baseband signal of
each LFM is transformed into frequency domain by the FFT. The resulting
complex valued signal spectrum of each LFM waveform is stored in a single
column of a matrix. At this point in the signal processing procedure, targets
with different range R0 are already resolved in range direction by the measured
beat frequency. The second step of the signal processing procedure is the
determination of the Doppler frequency fD based on range gate specific second
FFT application. After this second processing step, targets are resolved in
Doppler frequency fD. Radial velocity is directly calculated from the measured
beat frequency fb inside of each chirp signal.

R0 = tp

BLF M

c

2(fb − fD) (2.53)

The considered waveform is based on a sequence of LFM waveforms and
very short LFM duration. The LFM length is chosen in accordance to the
maximum Doppler frequency to avoid any ambiguity in Doppler measurement.
The frequency resolution is inversely proportional to the observation time. In
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cases in which the Doppler frequency fD is measured, this is the time duration
TCP I for the entire sequence of Nwave LFM waveforms with a duration tp each

∆fD = 1
Nwavetp

= 1
TCP I

(2.54)

Therefore, the frequency modulation with rapid LFMs achieves similar range
and Doppler resolution as LFM and the ambiguity of range and Doppler
is solved [16]. The cost, of course, is the time required to transmit and
receive Nwave waveforms instead of one LFM, and the computational load of
processing Nwave rows of samples along slow-time axis.
An important advantage of the rapid chirp transmit signal is the fact that
the beat frequency fb obviously has a positive sign due to the dominating
range component in the beat frequency in all measurement cases, meaning
that there is no longer need for a quadrature channel. The FCLFM described
above meets the performance requirements on automotive radar systems.
The simultaneous measurement of target range and radial velocity is very
accurate since only frequency measurement are involved. Furthermore, the
determination of target parameters is unambiguous even in multi target
situations. In addition, a real two-dimensional resolution of targets in possible
due two-dimensional processing in beat frequency fb and in Doppler frequency
fD direction separately. Thus, it is possible to handle multiple target cases.

2.2.11 Orthogonal Frequency Division Multiplexing

Orthogonal Frequency Division Multiplexing (OFDM) is a digital multi-carrier
modulation scheme that extends the concept of single sub-carrier modulation
by using multiple sub-carriers within the same single channel. It can be
viewed as another multi frequency waveform that offers unique features of the
joint implementation of automotive radar and V2V communications as it will
be discussed in chapter 4. For the radar operation, the orthogonality between
OFDM subcarriers is ensured by choosing carrier spacing, ∆f̃ , more than
maximum Doppler shift, and the cycle prefix, TCP , duration is selected greater
than the longest round-trip delay, see Fig. 2.15. The range profile is estimated
through frequency domain channel estimation. OFDM radar processing along
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Fig. 2.15. OFDM block with symbols time T and cycle prefix time TCP .

with simulation results is explained in [130]. However, OFDM-radar system
lack high resolutions compared to the FMCW radars.

2.3 Conclusion

In this chapter, the basics of a radar sensor and the automotive radar system
have been presented. Additionally, the design automotive radar waveform has
been introduced and illustrated. In an automotive environment, a waveform
must solve the problem of ambiguity in range and Doppler measurements and
shall be robust in multi target scenarios. Six different CWs designs waveforms
have been discussed. In Table 2.3 an overview of the fulfilled and missed
requirements of the automotive waveform described in this chapter is given.
The MFSK, FCLFM, and OFDM waveforms have shown better capabilities.
These three waveforms meet the performance requirements for automotive
radar system almost perfectly. Using these waveforms the target have been
solved in range and velocity in unambiguous manner, that is very important
in the complex traffic and road environment. The MFSK and FCLFM are
very similar where a similar signal than LFM is transmitted, while in OFDM
a CW signal is transmitted and a different portion of the total bandwidth is
assigned at each user. The OFDM will be discussed in chapter 4.The main
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Table 2.3: Summary of fulfilled and missed requirements, of waveforms used
in automotive radar.

Property CW LFM FSK MFSK FCLFM OFDM
Simultaneous

measurements of R and vr
✗ " " " " "

Resolution in range ✗ " ✗ " " "

Resolution in velocity " " ✗ " " "

Accuracy " " ✗ " " "

Measurement time " ✗ " " " "

Ghost targets " ✗ " " " "

Complexity " " " " ✗ ✗

differences between MFSK and FCLFM are that, in MFSK a single waveform
is transmitted while in FCLFM consecutive LFM waveforms are transmitted.
The MFSK waveform is obtained combining two up-LFM waveforms with the
same slope, but they are shifted in frequency domain. In order to generate a
MFSK waveform a complex hardware than FCLFM is required. On the other
hand, in order to estimate the radar parameters, when a FCLFM waveform
is transmitted the range and velocity are both estimated applying the FFT
twice, so that a MFSK is transmitted, the range is estimated applying a
stretch processing while the velocity is computed taking into account the
phase of the received signal. Thus, in order to estimate the radar parameters
when a FCLFM waveform is transmitted a complex hardware have to be used,
but due to the fact that the phase of the signal is not involved, the accuracy
of the estimated parameters is higher than when the MFSK waveform is used.
In the first part of this chapter an overview of the basic concept of a radar

system has been given. While, in last part different radar waveforms used
in an automotive environment have been details described. However, in
this chapter, the signal processing is view as 1-dimensional signal. In signal
processing, time-frequency analysis is a body of techniques and methods
used for characterizing and manipulating signals whose statistics change in
time. Due to this in the next chapter, on overview of the signal processing in
time-frequency analysis will be given.
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Time-Frequency representation

Signal processing can be found in many applications and its primary goal
is to provide underlying information on specific problems for the purpose of
decision making. The signals, as a function of time, may be considered as a
representation with perfect time resolution, however, the time domain lacks
the frequency description of the signals. The Fourier transform (FT) of the
signal cannot depict how the spectral content of the signal changes with time,
which is critical in many non-stationary signals in practice. In real-world as in
an automotive environment, the signals have frequency contents that change
over time. In this situations, it is not always best to use simple sinusoids as
basis functions and characterize a signal by its frequency spectrum. Hence,
the time variable is introduced in the Fourier based analysis in order to
provide a proper description of the spectral content changes as a function of
time.
The aim of this chapter is to give an overview of the time-frequency as
Ambiguity Function (AF), Short-time Fourier transform (STFT), Bilinear
Time-Frequency Transforms, and fractional Fourier transform. The AF is used
for characterizing radar performance in target resolution and the Side Lobe
Levels (SLLs) of a waveform. The STFT is basically a moving window Fourier
transform. By examining the frequency domain content of the signal as the
time window is moved, a 2D time-frequency distribution called the spectrum
is generated. The spectrogram contains information on the frequency content
of the signal at different time instances. In this thesis, the FrFT is used to
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embed, directly, data information into radar waveform. Due to this, in last
part of the chapter the FrFT is detail presented and discussed.
The remainder of the chapter is organized as follows. The AF is introduced
in Section 3.1 while the canonical AF definition is given in Section 3.2. Addi-
tionally, in Section 3.3 the importance AF as a performance evaluation tool
for radar system is described. In Section 3.4 the Short-time Fourier transform
is introduced while in Section 3.5 the Bilinear Time-Frequency transform is
presented. Last in Section 3.6 the FrFT is introduced as a generalization
of the conventional FT, while its properties are presented in Section 3.8.
Additionally, in Section 3.9 the implementation of FrFT in discrete signals
is presented. Finally, the various application of the FrFT in communication
system and in radar signal processing are discussed in Section 3.10.

3.1 Ambiguity Function

As discussed in Section 2.1.2, the matched filter is a fundamental tool in radar
signal processing. However, it cannot provide information when the system
receives a signal from a non-stationary target [75].
In order to provide information even when a non-stationary target is present
the AF has been introduced [75]. The radar AF can provide insight about how
different radar waveforms may be suitable for the various radar applications.
Moreover, it is also used to determine the range and Doppler resolution for
a specific radar waveform. Following a review of the most common radar
related AF definitions is held.

3.2 Canonical AF Definition

In 1967, Woodward P. introduced the general AF concept, aiming to char-
acterize how well a system could identify the target’s range and velocity
parameters, based on the transmission of a known waveform. The general
definition of the AF is given as [113]

ACa(τ, fD)
∫ ∞

−∞
x(t)x∗(t − τ)ej2πfDtdt (3.1)
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As it can be seen from (3.1) the AF is a 2D function of delay time τ and
Doppler frequency fD. Where τ and fD are the delay time and Doppler
frequency shift of the received signal in comparison with the transmitted one,
respectively. As can be seen by (3.1) the AF describes the response of a filter
matched to x(t) when the signal is received with a delay τ and a Doppler
shift fD relative to the nominal values expected by the filter. The particular
form of the AF is determined entirely by the complex waveform x(t). In the
concept of radar systems positive τ implies a target farther from the radar
than the reference (τ = 0) position. While a negative τ indicates that a
target is located close to the radar. Moreover, positive and negative Doppler
shift, i.e. fD > 0 and fD < 0, indicate that the target is moving toward or in
opposite direction from the radar.
The AF is also used to describe the interference caused by the range and/or
Doppler shift of a target when compared to a reference target of equal RCS
called nominal targets. Therefore the AF at nonzero points, i.e. all other
points except the origin, represents returns from some range and Doppler
different from those for the nominal target, while returns from nominal target
are located at the origin of the AF.

3.3 AF Cuts and Properties

By its definition (3.1), the AF of an arbitrary signal returns complex values.
In radar processing, the modulus of the AF, i.e. |ACa|, is widely used to
describe performance characteristic of the examined signal. Following the
absolute value of the AF in (3.1) will be considered to review some of its
major properties.
In order to provide very important properties associated with the expected
resolution and ambiguities in the time and Doppler domain, separately, one-
dimensional cuts of the AF are commonly used. First, consider the cut along
the delay axis or the so called zero-Doppler cut. Setting fD = 0 the AF
formula in (3.1) can be rewritten as:

|ACa(τ, 0)| =
∣∣∣∣∫ ∞

−∞
x(t)x∗(t − τ)dt

∣∣∣∣ (3.2)
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The zero-Doppler cut, (3.2), of the signal x(t) can be expressed as the inverse
Fourier transform (IFT) of the signal’s power spectrum:∫ ∞

−∞
x(t)x∗(t − τ)dt = F−1{|F{x(t)}|2} (3.3)

where F{·} and F−1{·} denote the FT and IFT, respectively.
The second AF cut is along the Doppler frequency axis also called zero-delay
cut. Setting τ = 0 the formula AF in (3.1) can be written as

|ACa(0, fD)| =
∣∣∣∣∫ ∞

−∞
|x(t)|2ej2πfDtdt

∣∣∣∣ (3.4)

The zero-delay cut of the AF is a function only the magnitude of the signal,
as it can be seen in (3.4), and is equal to the FT of its squared magnitude. In
other words, this cut remains unchanged to any phase or frequency modulation
in x(t).
Additionally, some further properties of the AF are described as follows:

1. Maximum Value: The maximum of the AF of any signal will be
located at the origin of its axes:

|ACa(τ, fD)| ≤ |ACa(0, 0)| = E (3.5)

Thus, when the filter is matched in Doppler to the echo and is sampled
at a delay corresponding to the target range, the response will be
maximum. If the filter is not matched or is sampled at a different delay,
then the response will be less than or equal to the maximum.

2. Symmetry about the origin: The AF of any signal will be symmetric
at its origin:

|ACa(τ, fD)| = |ACa(−τ, −fD)| (3.6)

3. Volume invariance: The AF of any signal with finite energy E will
have a finite volume equal to E2:∫ ∞

−∞
|ACa(τ, fD)|2 = E2 (3.7)
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This property implies that, in the design of waveforms, the energy after
the AF can be only moved around the AF surface.

The direct consequence of the properties given in (3.5) and (3.7) is that the
AF of an any signal should have finite peak value equal to E and a finite
volume also equal to E2 at the same time. As a direct consequence of these
properties is that reducing the “height" of the AF in certain regions, e.g. close
to the centre to increase the resolution, will push the volume in other areas
leading to secondary sidelobes in the delay-Doppler plane. Sidelobes in the
AF are undesired as any non-zero values other than its origin represent a
potential range and Doppler shifts that could be mistaken for the correct one.
In chapter 2, it has been shown that the LFM waveform is widely used in
automotive radar. Consequently, the AF of an LFM waveform is presented.

LFM Waveform

Consider the normalized LFM ζ̂ waveform defined by:

ζ̂tx(η) = 1
√

tp

e
j

(
2πfcη±π

BLF M
tp

η2
)

− tp

2 ≤ η ≤ tp

2 (3.8)

Substituting (3.8) in (3.1) the AF of the LFM is given as:

|ACa(τ, fD)| =
∣∣∣∣∣∣
(

1 − |τ |
tp

) sin
(
πtp

(
fD + BLF M

tp
τ
) (

1 − |τ |
tp

))
πtp

(
fD + BLF M

tp
τ
) (

1 − |τ |
tp

)
∣∣∣∣∣∣ (3.9)

The zero-Doppler AF cut can be calculated by 3.2 as:

|ACa(τ, 0)| =
∣∣∣∣∣∣
(

1 − |τ |
tp

) sin
(
πBLF Mτ

(
1 − |τ |

tp

))
πBLF Mτ

(
1 − |τ |

tp

)
∣∣∣∣∣∣ (3.10)

From (3.10) it can be extracted that if the time-bandwidth of the pulse is
large, i.e. tpBLFM >> 4, the first null of the zero-Doppler cut is located at
τnull ≈ 1/BLFM. An example of the AF, of an LFM pulse when the product
time-bandwidth is set at 2228, is illustrated in Fig. 3.1. As we can see, the
energy of the AF is essentially concentrated along the diagonal ridge, causing
lower sidelobes outside the ridge. The zero-delay AF cut can be calculated
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Fig. 3.1. Ambiguity function of an LFM waveform, with a time-bandwidth
by 2228.

by (3.2) as:

|ACa(0, fD)| =
∣∣∣∣∣sin(πfDτ)

πfDτ

∣∣∣∣∣ (3.11)

As mentioned previously in this Section, the zero-delay cut only depends on
the modulus of the signal |x(t)|. As it can be seen in (3.11), any signal with
a square modulus has a zero-delay cut described by a sinc function.
The two cuts obtained by (3.9) are illustrated in Fig. 3.2. As we can see from
zero-Doppler cut, Fig. 3.2a, and zero-delay cut, Fig. 3.2b, is that in both
cuts the peak sidelobe ratio is −13.2 dB.
Comparing the arguments of the sine functions in equation 3.9 and equation
3.10 we can see that a Doppler shift by δfD

translates the peak of the response
along the time delay by an amount equal to −(δfD

/BLFMtp). This means that
an LFM waveform exhibits a coupling between range and Doppler. The range
Doppler coupling leads to an error in the estimated range. However, it can
be eliminated by repeating the measurements with an LFM opposite slope.
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(a) Zero-Doppler cut. (b) Zero delay cut.

Fig. 3.2. The two cuts of an LFM pulse, 3.2a zero-Doppler cut, 3.2b zero
delay cut. The time-bandwidth product is set at 2228.

3.4 Short-Time Frequency Transformation

The Fourier transform introduced in the nineteenth century has become one
of the most widely used in signal-analysis tools across many disciplines of
science and engineering. However, when a signal varies over time the FT does
not clearly indicate how the frequency content of a signal changes over time.
One of the most known time frequency representations of a time signal is
Short-time Fourier transform [18]. The STFT of a generic non-stationary
signal x(t) is a linear transformation given by

SST F T (t, f) =
∫ ∞

−∞
x(t′)w∗(t′ − t)e−i2πft

′

dt
′ (3.12)

where w(·) is a window function centred at zero delay [53]. The basic principle
of STFT is the computation of FT onto shorter signal segments obtained by
moving the window centre t

′ along the signal time duration, as illustrated
in Fig. 3.3 from [44]. The magnitude display |SST F T (t, f)| is called the
spectrogram. It shows how the frequency spectrum varies as a function of
the horizontal time axis.
STFT has two major advantages. First, according to its definition, STFT is
simple enough, as it is equal to the computation of multiple FT. The second
advantage is the absence of cross terms. The cross terms are not present,
because the STFT derived directly from the Fourier transform.
The definition of the STFT can also be expressed in the frequency domain by
manipulating (3.12), with the result:
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Fig. 3.3. Illustration of STFT processing on the signal x(t) from [44].

SST F T (t, f) = 1
2π

e−i2πft
∫ ∞

−∞
X(f ′)W ∗(f ′ − f)e−i2πf

′
tdf

′ (3.13)

With W (f) is the Fourier transform of w(t). The dual relationship between
(3.12) and (3.12) is apparent. In addition, the following observations can be
done:

1. Signal components with durations shorter than the duration of the
window will tend to obtain smeared out;

2. The window width in time and the window width in frequency are
inversely proportional to each other by the uncertainty principle. There-
fore, good resolution in time (small time window) necessary implies poor
resolution in frequency (large frequency window). Conversely, good
resolution in frequency implies poor resolution in time;

3. The window width in each domain remains fixed as it is translated.
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3.5 Bilinear Time-Frequency Transforms

The power spectrum of a signal x(t) is the magnitude square of its FT, |X(f)|2.
It can also be expressed as the FT of the autocorrelation function of x(t).

|S(f)|2 =
∫ ∞

−∞
R(τ)e−j2πfτ dτ (3.14)

with R(τ) autocorrelation function defined as

R(τ) =
∫ ∞

−∞
x(t)x∗(t − τ)dt (3.15)

The power spectrum indicates how the signal energy is distributed in the
frequency domain. While the FT, S(f) is a linear function of x(t), the power
spectrum is a quadratic function of x(t).
The STFT derived directly from the FT and it is classified as a linear
transforms. On the other hand, the power spectrum is a quadratic function
and the cross-terms are present.

3.6 Fractional Fourier transform

The fractional Fourier transform was firstly introduced in [88] as a technique
to help in solving certain classes of ordinary and practical equations with
application in quantum mechanics. Later, it was rediscovered by [135],
[72], [82] [92] for application in optic and by Almeida in signal processing.
The fractional Fourier transform is a generalization of the ordinary Fourier
transform with an order α. If the Fourier transform operator is denoted by F,
then the α-th order fraction Fourier transform operator is denoted by Fα(·).
The zero-th order fractional Fourier transform operator F0(·) is equal to the
identity operator I, while the first-order FrFT operator F1(·) is equal to the
ordinary Fourier transform operator.
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3.7 Definition

Let x(t) be an arbitrary signal defined in the time domain, the α-th ordered
FrFT of x(t) is given by [92]:

xα(u) = Fα{x(t)} =
∫ ∞

−∞
Kα(u, t)x(t)dt (3.16)

where u is the domain in which xα(u) is defined and Kα is the Kernel of the
transform defined as [92]:

Kα[u, t] =


Aαejπ(u2+t2)Bαe−jπ2utCα if ϑ ̸= mπ

δ[u − t] if ϑ = 2mπ

δ[u + t] if ϑ = 2mπ + π

(3.17)

where Aα = |Cα| 1
2 e(−i(π sgn(sin ϑ)/4−ϑ/2) and ϑ = απ

2 is the rotation angle and
depends on the order α, δ[·] is the Dirac delta function and m ∈ Z. While
Bα and Cα are:

Bα = cot(ϑ)
Cα = csc(ϑ)

(3.18)

As it can be seen from the kernel in (3.17), the FrFT can be parametrised
by an angle ϑ which is the rotation angle between the time domain t and u,
where u is the phase space where the signal after the FrFT is defined. This is
best understood by referring to Fig. 3.4 which shows the phase space spanned
by the time axes t and frequency f . Oblique axes making angle ϑ constitute
domains where the α-th order of the FrFT lives. The kernel equation (3.17)
shows that for angles that are not multiples of π, the FrFT can be described
by following steps:

1. A product by a chirp;

2. A FT scaled by csc ϑ;

3. Another product by a chirp;

4. A product by a complex amplitude factor
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Fig. 3.4. FrFT as a rotation in the time-frequency plane.

In summary, the FrFT is an invertible linear transform, continuous in the
angle ϑ, which satisfies the basic conditions for it to be meaningful as a
rotation in the time-frequency plane. This rotation is better illustrated in
Fig. 3.5 where the STFT of a complex Gaussian pulse is illustrated after
FrFT of different orders has been applied on the pulse. As we can see when
the order is 0 and 2 the signal is defined in time domain, while when α is
equal to 1 and 3 the FrFT corresponds to a FT, for other different orders of
the FrFT the signal is rotated in time-frequency domain. As we can see for
each order of the FrFT a different signal is obtained.

3.8 FrFT Properties

In the literature, the various properties of the FrFT have been investigated [92] [99].
In the following paragraphs the most important properties of FrFT will be
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(f) α = 3

Fig. 3.5. Time-Frequency representation using STFT of a Gaussian pulse
after applying FrFT of different orders.

presented and discussed.
Linearity: Similar to the original FT, the FrFT is a linear transform, i.e.:

Fα

{∑
k

hkfk(t)
}

=
∑

k

hkF
α{fk(t)} (3.19)

where hk is a constant and fk(t) is an arbitrary function.
Integer Order: The integer orders of the FrFT return well-know functions
as listed:

F4 = F0 = I (Identity Function) (3.20)
F1 = F (Fourier transform) (3.21)
F2 = P (Parity Operator) (3.22)
F3 = F−1 = (F)−1 (inverse Fourier transform) (3.23)

where the parity operation of an arbitrary signal x(t) is obtained by P{x(t)} =
x(−t).
Index additivity: Sequential FrFTs are equivalent to a FrFT with an order
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equal to the summation of all the orders, i.e.:

Fα1Fα2 = Fα1+α2 (3.24)

Repetition: From (3.20) and (3.23) it can be easily derived that

F4m+α = Fα ∀m ∈ Z (3.25)

Inverse: From (3.20) and (3.24) it also follows that the inverse of a FrFT of
an order α is a FrFT of order −α

(Fα)−1 = F−α (3.26)

Commutativity and Associativity: Sequential FrFTs follow both the
commutativity and associativity properties, i.e.

(Fα1Fα2)Fα3 = Fα1 (Fα3Fα2) (3.27)

Parseval’s Theorem: Similar to FT, FrFT satisfies the Parseval’s theorem
which implies that a signal will contain the same energy before and after
FrFT is applied.∫ ∞

−∞
x(t)y∗(t)dt =

∫ ∞

−∞
Fa{x(t)}Fa{y∗(t)}du (3.28)

where x(t) and y(t) are arbitrary signals and u is the variable of fractional
domain in which Fα{x(t)} and Fα{y∗(t)} are defined.

3.9 FrFT Implementations

The discussion on FrFT has only covered application on continuous signals
as it can be also seen in the definition provided in (3.16). In the following
paragraphs, the two mainly used approaches for implementation of FrFT in
discrete signals will be discussed.
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3.9.1 Discrete FrFT

Assume an arbitrary discrete signal described by the vector x:

x = [x[1], x[2], · · · , x[N ]]T (3.29)

The discrete fractional Fourier transform (DFrFT) of x is defined as the
vector xα = Fαx, i.e., the vector populated as:

xα[n] =
N∑

k=1
Fα[n, k]x[k], n = 0, · · · , N (3.30)

where Fα is the N × N DFrFT matrix. Moreover, the DFrFT matrix can be
decomposed as:

Fα = EΛαET (3.31)

where E is the eigenvectors’ matrix and Λα is the diagonal eigenvalues matrix
of discrete FT (DFT),i.e. F = EΛET . In general, if N is large, the DFrFT
can be employed as an approximation of the continuous FrFT. However, more
direct and less complex methods have been proposed for the approximation
of continuous FrFT as it will be discussed below.

3.9.2 Fast Approximation of FrFT

To define the fast approximation of FrFT the definition given in [12] is
used. The algorithms discussed in [12] are algorithms that approximate the
continuous FrFT in the sense that they map samples of the signal to samples
of the continuous FrFT. This comes to a difference with the FFT, introduced
in [11] which is a much lower in complexity technique of implementing the
DFT. Thus, when the computation of the DFT of a vector x with length
N is applied using matrix multiplication, i.e. F(x) = F(x) the technique
will have a complexity of O(N2). On the other hand, FFT offers a much
lower complexity of ON log(N) [141]. While FFT and inverse FFT (IFFT)
can be used to perform fast calculation of DFrFT of order α = 1 and α = 3
respectively, there is not a know genuine fast FrFT (FFrFT) that satisfies all
the conditions in (3.19)-(3.28) [12] [125].
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3.10 Applications of FrFT in Signal process-
ing

Similar to the traditional FT, FrFT has many applications in Digital Signal
Processing (DSP) covering even larger field due to its higher degree of freedom
which can allow further optimisation and thus achieving better performance.
In this Section on overview of the applications in communication and radar
fields is given as follows

3.10.1 Communication

In a communication system, the Orthogonal Frequency Division Multiplexing
(ODFM) is widely used. The main advantage is that by taking carriers that are
orthogonal in the frequency domain one may avoid that the symbols mutually
interference each other in the frequency domain. In wireless communication
channels, the channel frequency response is rapidly time varying and the
Doppler spread may cause interchannel interference. In [81] the discrete FrFT
is used instead of the DFT in multi carrier systems. Performance of this
technique is significantly improved since the time-frequency plane can be
rotated in a way to compensate undesired modulation of the signals introduced
by high velocity of the other users and/or by multipath component shifted
from the Line Of Sight (LOS) components. This technique is generalized
for general linear canonical form of the transform (Affine Fourier transform
(AFT)) in [34]. This form showed an improved flexibility with respect to the
FrFT-based scheme. These chirps based modulations and associated AFT
schemes were identified as a suitable basis for multi carrier communication
such as aeronautical and satellite [127]. Additionally, in [66] a minimum mean
squared error receiver based on the FrFT for Multiple Input Multiple Output
(MIMO) systems with space time processing over Rayleigh faded channels was
presented. The numerical analysis of the proposed receiver showed improved
performance; outperforming the simple minimum means squared error receiver
in Rayleigh faded channel. Furthermore, chirp modulation spread spectrum
based on the FrFT was proposed for demodulation of multiple access system
[73]. The numerical analysis showed that the FrFT based receiver is more
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flexible and efficient system for multiple access by reducing the designed
complexity of the system.

3.10.2 Radar applications

The FrFT has also been extensively used in radar applications. Namely, FrFT
based techniques for SAR images have been proposed in [3] [17] [97] [55].
Moreover, the authors in [24] [25] [26] showed how FrFT can be useful in
performing high resolution SAR processing. In [101] an algorithm was pro-
posed in which the azimuth compression and Range Cell Migration Correction
(RCMC) are jointly carried out using FrFT.
In [77] the authors proposed an optimisation of OFDM radar signals based on
FrFT showing that the proposed design offer better wideband AF shape as well
as higher range and velocity resolution compared to traditional OFDM. More-
over, in [23] a novel waveform design scheme based on FrFT was introduced
showing that the generated waveforms are suitable for radar applications.
These novel libraries showed to provide significant advantages in terms of
delay resolution, interference and sidelobe level reduction. Increased perfor-
mance is shown in terms of orthogonality and reuse of waveform for the same
canonical sequence, but with different fractional orders when higher values
of chip sampling rare are used [22]. In order to analyse the orthogonality
properties of the library the authors in [22] assumed that two waveforms
are orthogonality if their cross-correlation is below the side-lobe level of the
original waveform. In [28] two optimisation algorithms were introduced for
maximizing the Signal to Interference plus Noise Ratio (SINR) in a collocated
MIMO radar system taking into account constant modulus and similarity con-
strains. Both algorithms have been shown good performance trading however
with high complexity. Furthermore, an efficient-low complexity technique to
reconstruct FrFT based waveforms under Constant Envelope (CE) constraints
was presented in [56], while in [57] three CE-FrFT based waveforms of different
fractional order were validated experimentally in terms of orthogonality. The
experimental and simulation results suggest that the proposed technique offers
an efficient method for generating multiple waveforms suitable for MIMO
radar system offering good orthogonality levels while also retaining good
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Table 3.1: Summary of fulfilled and missed requirements of the Time-
Frequency representation.

Property AF STFT PSD FrFT
Capacity to distinguish the targets in range

and Doppler " ✗ ✗ ✗

Computational complexity " " " ✗

Trade off Resolution ✗ " " ✗

Rotate the signal in time-frequency domain ✗ ✗ ✗ "

Frequency over time ✗ " ✗ ✗

localization performance. In [124], it was proposed a method of radar signal
feature extraction based on FrFT, where the experimental results have shown
that the performance of the eigenvector proposed by its method is excellent,
effective and feasible.

3.11 Conclusion

In this chapter, five time-frequency transformations have been presented. A
summary of the analysis so as to highlight the advantages and shortcomings
of the different time-frequency methods is given in Table 3.1. As we can see
the AF is able to distinguish the target in range and Doppler, thus will be
used to evaluate the radar performance of the waveform that will be presented
in chapter 5. The STFT is widely used to analyse non-stationary signals,
determining how the spectral content of signals changes over time. This
transform localizes the signal in time using a window. The main disadvantage
is the using of a fixed window size. On one hand, long windows have better
frequency resolution, but poor time resolution. On the other hand, short
windows provide better time resolution, but lower frequency resolution. The
PSD will be used to show how the energy is located in the frequency domain.
Finally, the FrFT will be used due to its capacity to be applied at the
modulated signal in frequency. In addition, in this thesis it will be used to
rotate the baseband signal, obtained after the communication functions in
time-frequency domain. It will be discussed in chapter 5. In addition, in
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this chapter it has been shown that using the different orders of the FrFT
different signals are obtained in time-frequency domain. In an automotive
environment, in order to prevent the mutual radar interference each user has
to transmit waveforms that are uncorrelated with those of other users. In
last part of the chapter, it has been shown that when the order of the FrFT
changes a different signal is obtained. So, in order to allocate more than one
user in the same frequency band at the same time, a fractional multiplexing
order can be applied. However, to prevent the mutual radar interference only
two opposite orders, of the FrFT, can be used. Due to it in chapter 6 the
mutual radar interference will be analysed.
The main drawbacks of the FrFT are that the Inverse FrFT (IFrFT) can
be applied profitably, only when the time signal start has been estimated
correctly. Comparing the Discrete FrFT with Discrete FT, as demonstrated
in Section 3.9.2, the Discrete FrFT cannot be computed by applying a Fast
discrete FrFT. Thus means that the Discrete FrFT is more complexed than
the FFT.
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Chapter 4

Joint Radar and
Communication Systems

As economies and societies have become more mobile and information centric
there has been an explosion in mobile radio use, and wireless communications
became a necessary part of human life [91]. The high demand for wireless
services and the shortage of new spectral resources has recently motivated
the necessity of new spectrum allotments or a re-design of current systems
to effectively manage coexistence between different types of technologies.
Spectrum sharing technology between a radar sensor and communication
function has emerged.
In this chapter, the motivation that leads to share radar and communication
functions is illustrated. Then an overview of the different joint radar and
communication systems present in literature is reported. Finally, an overview
of the different approaches to mitigate the mutual radar interference caused
by other users that operate in the same frequency band at the same time is
given. The remainder of the chapter is organized as follows. The rationale
behind a joint radar and communication systems is presented in Section 4.1.
In Section 4.2 the state of the art of the joint radar and communication
system is described. Finally, Section 4.3 describes the different approaches
presented in literature to mitigate multiple radars in automotive environment.
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4.1 Sharing Radar and Communication

In order to satisfy the growing consumer demand for higher data rates, wireless
communication has pushed the carrier frequencies towards bands traditionally
assigned to radar systems. The spectrum, extending from below 1 MHz to
above 100 GHz, represents a precious resource, meaning that the spectrum
will be more and more congested and contested.
In contrast to the rapid growth of spectral demand, a measurement of spec-
trum occupancy at a given location as a function of direction, frequency, time,
and polarisation would be likely to show that the instantaneous spectrum
occupancy is underutilized. The reason for these apparent contradictions
is that existing allocation is rather inefficient. It, therefore, follows that
there is great potential and needs for techniques that use spectrum in a more
intelligent and adaptive manner.
In USA due to the new Federal spectrum architecture, [91], spectrum sharing
technology has emerged as a developing research topic for both radar and
communication communities. Hence, cooperation between these two estab-
lished technologies has become a fertile ground for research.
Spectrum sharing involves a primary user, whom the bandwidth is licensed
to, and a secondary user that utilizes the same spectrum band without endan-
gering any mission of both sides [58]. Until recently, in order to prevent any
interference among different systems, a certain frequency band was assigned
exclusively to a technology like radar or wireless.
Technical challenges of spectrum sharing involve both accurately sensing radio
environment, and transmitting signals accordingly. Challenges of spectrum
sharing in communication system are widely investigated in [98], [13], [46],
and [79]. Although the effects to RF interference in radar system concerning
spectrum sharing has been investigated in the past, [119], more work needs
to be done to understand drawbacks and fundamental limits of spectrum
sharing in radar and communication systems coexistence.
To this end, research efforts are well under way to address the issue of Commu-
nication and Radar Spectrum Sharing (CRSS). There are two main research
directions in CRSS:

1. Radar and Communication coexistence
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2. Joint Radar and Communication system.

In the first category, the two systems can operate without unduly interfering
with each other. In this category, solutions are proposed to mitigate the
interference caused by the communication system on the radar. Although,
it is assumed that the communication system is operating cognitively, the
proposed solutions are developed by assuming that the interference mitigation
responsibility is on radar itself without any level of explicit cooperation among
the radar and the communication system. In the second category, a system
can simultaneously perform radar and communication functions at the same
time. Hence, it is the most sophisticated category and it, potentially, leads to
the highest gains for both radar and communication systems operating in the
same frequency band and at the same time. In this category, both radar and
communication systems cooperatively alleviate the effects of interference to
each other which necessitates the joint design of both systems for interference
mitigation. An example of the joint radar and communication system is
illustrated in Fig. 4.1, where the user on the left acts as a monostatic radar
transceiver (transmitter and receiver), while simultaneously functioning as
a communication transmitter. The user on the right is a communication
receiver. A joint radar and communication system contributes to reducing
the number of antennas [136], system size, weight and power consumption
[78], as well as alleviating concerns for electromagnetic compatibility and
spectrum congestion issues [155]. This type of system has been extended to
numerous novel applications, including vehicular networks, indoor positioning,
and secret communications [145], [147], and [9].
In Table 4.1 the potential application scenarios of CRSS from both civilian

Table 4.1: Applications of the CRSS technology.

Civilian Applications

Radar-comms coexistence, V2X net-
work, WiFi localization, UAV comms
and sensing, RFID, Medial sensors,
Radar relay, etc.

Military Applications
Multi function RF system, LPI comms,
UAV comms and sensing, Passive radar,
etc.
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Fig. 4.1. An example of joint radar and communication system.

and military perspectives are listed. The CRSS has originally been motivated
by the need for the coexistence of radar and commercial wireless systems.
The examples of coexisting systems in various bands are following:

• L-band (1 − 2 GHz): This band is primarily used for long-range air-
surveillance radars, such as Air Traffic Control (ATC) radar, which
transmits high power pulses with broad bandwidth. The same band,
however, is also used by 5G NR and FDD-LTE cellular systems as
well as the Global Navigation Satellite System (GNSS) both in their
downlink and uplink [142].

• S-band (2 − 4GHz): This band is typically used for air-borne early
warning radars at considerably higher transmit power [108]. Some
long-range weather radar also operate in this band due to moderate
weather effects in heavy precipitation [47]. Communication systems
present in this band include 802.11b/g/n/ax/y WLAN networks, 3.5
GHz TDD-LTE and 5G NR [54].

• C-band (4 − 8GHz): This band is very sensitive to weather patterns.
Therefore, it is assigned to most types of weather radars for locating
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light/medium rain [47]. Wireless systems in this band mainly include
WLAN networks, such as 802.11a/h/j/n/p/ac/ax.

• mmWave band (30 − 300GHz): This band is conventionally used by
automotive radars for collision detection and avoidance, as well as by
high resolution imaging radars [21]. However, it is bound to become
busier, as there is a huge interest raised by the wireless community
concerning mmWave communications, which are soon to be finalized as
part of the 5G New Radio (NR) standard [116]. Currently, the mmWave
band is also exploited by the 802.11ad/ay WLAN protocols

4.2 State of art systems and applications for
joint radar and communication systems

Combining radar system and communication functions would provide a hybrid
detection and ranging application that would benefit from mutual sharing
of information between radar and communication using the same frequency
band and hardware resources. Furthermore, using mmWave band will provide
high data rate for communication and better accuracy and resolution for
radar operations.
The main challenge, in a joint radar and communication system, is developing
the suitable waveform design that can be simultaneously employed for infor-
mation transmission and radar sensing. Classic radar waveform design aims
at creating waveform with optimum autocorrelation properties, which guaran-
tees the high dynamic range of the measurements when applying correlation
processing in the receiver. While for the communication, the data rate and the
BER are the most stringent parameters. In a joint and radar communication
system it is necessary that the radar performance is not significantly impacted
due to random data information that are embedded in the radar waveform.
In an automotive environment a joint radar and communication system is
used to simultaneously achieve ultra-low latency and high range of operation,
with the advantages of better performance and to meet low-SWaP (Size,
Weight and Power) requirements. An early integrated radar and communi-
cation subsystem for the Space Shuttle Orbiter (NASA) was introduced in
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[14]. While the sub-system had different signal processing components for
each functionality, the radar and communication implementations shared a
wideband transmitter, a two-channel receiver and an antenna, thus providing
for significant savings on weight, physical dimensions, power requirements
and overall system complexity.

4.2.1 Spread Spectrum techniques

Radar and communications signals can be combined applying multiplexing
techniques. The Frequency Division Multiplexing (FDM) scheme is generally
less popular than Code Division Multiplexing (CDM) and the Time Division
Multiplexing (TDM) counterparts due to mutual interference caused by the
spectrum overlapping [143]. Spread Spectrum (SS) techniques were firstly
implemented for vehicular communication and ranging applications in [84]. In
that system, a vehicle can know the information of another vehicle, and range
distance between two vehicles at the same time. The concept is illustrated in
Fig. 4.2, where Vehicle 2 multiplies its own information by Pseudo-Noise (PN)
code signal which is transmitted from Vehicle 1, and retransmits to Vehicle 1.
Vehicle 1 demodulates the signal from Vehicle 2 by the SS technique with PN
code which Vehicle 1 owns. Then it can know the information of Vehicle 2
and range distance between Vehicle 1 and Vehicle 2 at the same time. It is
called Boomerang Transmission System, because the PN code sequence is
transmitted from Vehicle 1 and return there with the information of Vehicle 2
like a boomerang. Moreover, even when Vehicle 2 does not have this system,
Vehicle 1 can range distance between two vehicles with the PN code signal
which is transmitted from Vehicle 1 and is reflected at Vehicle 1.
Following that development, the Spread Spectrum (SS) technique was ex-

ploited for combining radar and communication function, such as LFM spread
spectrum [114], [118],[154], Direct-Sequence Spread Spectrum (DSSS) [146],
[123], [60], and time-hopping spread spectrum [76]. The basic idea, of these
methods, is to use two signals that should be mutually orthogonal. In [114],
[118] an up LFM and a down LFM are used for the communication and radar
functionality, respectively. The orthogonality condition is not satisfied when
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Fig. 4.2. Vehicular communication and ranging applications.

an LFM has a limited time length. In order to overcome this problem, in [154]
the orthogonality is obtained by maximizing the ratio of the sidelobe levels
(SLLs) of the autocorrelation output to the output of the cross-correlation
function.
DSSS codes have a good pseudo-randomness and non-ciclic autocorrelation
[61], which meet the requirements of radar-communication integration. DSSS
codes are high resolution ranging at the expense of utilizing excessive spectrum
resources, SS coding can be exploited for user separation by Code Division
Multiple Access (CDMA). This approach provides an inherent support for
multi user operation with standard CDMA techniques. In [146] and [123] the
integration of radar and communication is based on bipolar PN sequences,
namely m-sequence [151]. However, one of the main drawbacks of m-sequences
in the radar context is their poor Doppler tolerance [75]. These and related
designs such as Barker code sequences are optimized only with respect to
the zero Doppler cut of the Ambiguity Function, but produce much higher
interference levels in the presence of Doppler shifted waveforms. As for the
application to communications, large sets of m-sequences which are used in
multiple access channel have typically rather poor cross-correlation properties
[151]. While in [60] the integration of these two functions is done on polyphase
sequences, such as Opperman sequences that showed to be able to perform
well in radar scenarios, but resulted to be very complex to be put in practice.
In DSSS schemes redundancy bit reduces the user data rate in proportion to
the spreading factor, provided that the symbol rate after the encoder is kept
constant. The common ground of spread spectrum techniques is that signal
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consist of two orthogonal signals to distinguish radar and communication
functions, and then compounded to one waveform to transmit. Thereby, in a
receiver, a matched filter is applied to separate the two waveforms and then
further processes can be applied, which increases complexity and cost. The
TDM is the simplest approach in all solutions for radar and communication
integration [69], [149], [126] [152] and [49]. In order to minimize the interfer-
ence between two functions, these techniques for each time slot use a single
function. When communication is in need, it switches to communication
mode, while radar functions are completely disabled. In the same way, it
switches back to radar signal processor and generator, and radar functions
are restored. In [49] for the radar mode, a specially arranged Trapezoidal
Frequency Modulation Continuous Wave (TFMCW) modulation is adopted,
which combines three time intervals, namely an up LFM, a constant frequency
period and a down LFM. Moreover, a constant-frequency period follows the
radar cycle in the transmitted signal, which can be encoded with information
data using different modulation schemes such as Amplitude Shift Keying
(ASK), Frequency Shift Keying (FSK) and Phase Shift Keying (PSK), and
some combinations among them. In [85], a radar communication systems
was developed with an intended application around dedicated short range
communication band where a narrow bandwidth is available. In [85], it was
improved to be capable of angle detection besides velocity range estimation
with enhanced resolution and accuracy. The major drawback of time-domain
integration is the necessity of synchronization. This can be done, by using the
timing information of Global Positioning System (GPS) or even techniques
such as network time protocol [20]. Additionally, in this scheme it is obvious
that the overall communication time proportion cannot be too high in order
not to affect radar detection performance. Also, communication state cannot
last too long for a single time, or possible object lost may lead to disadvantage
in battlefield. Then time-domain approach just fits in situations where only
short burst communication is needed, which means it is difficult for this
integration approach to replace current communication system completely.
However, the advantages of this approach are that this simple design requires
no major changes to both hardware and software, and there is no need to
re-design radar and communication waveforms.
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In [134], an Ultra-WideBand (UWB) noise signal is used as radar waveform,
and a segment of the spectrum of this UWB signal is cut for embedding
communication signal, then two signals are combined to be transmitted as
a unique waveform. This kind of waveform also needs to separate commu-
nication signal firstly. In [19] a radar waveform which is compatible with
communication was presented. It is generated by modulating LFM signal
to carry data by MSK method. The communication receiver demodulated
data from the waveform. In this system the receiver does not decide which
waveform is for radar or for communication. However, in this technique the
zero-Doppler cut depends on the number of bits that are embedded into
waveform.

4.2.2 Dual radar communication function based on
phased array

In [8] a waveform diversity-based method was reported. In this scheme, to
embed a communication signal into radar emission one radar waveform is
selected from a dictionary of waveforms, where each waveform represents a
communication symbol. The communication receiver deciphers the embedded
information by determining which waveform was transmitted. The primary
issue with varying the radar waveform during a CPI is the clutter range
sidelobe modulation (RMS) [8],[59] that arises, because the pulse compression
of different waveforms leads to different sidelobe structures. When Doppler
processing is carried out across the CPI of pulsed echoes the presence of
RMS induces a partial loss of coherency, the consequence of which is in-
creased residual clutter after cancellation, and thus degrade target visibility.
Other systems to get a dual radar communication function use a multi sensor
transmit/receiver configurations. The popular techniques include sidelobe
Amplitude Modulation (AM) method [35], multi waveform ASK method [50].
The use of time-modulated arrays to realize a dual-function array that enables
performing the radar function in mainlobe, while realizing communication
in the sidelobe was presented in [35]. The essence of this method is to use
time-modulated array techniques to control the instantaneous pattern by
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using either a sparse time-modulated array (STMA) or phase-only synthesis
time-modulated array (POSTMA). Both STMA and POSTMA offer the
ability to introduce variations in the SLL toward a certain spatial direction
[35]. STMA is simple to implement by switching the transmit antennas on
and off. However, because the number of antennas that need to be switched
on is constant, it is not capable of achieving a large number of distinct
SLLs. While POSTMA offers enhanced capability to achieve more SLLs,
but requires computationally demanding nonlinear optimization. The ability
to control the instantaneous pattern sidelobe and to achieve a number of
distinct SLLs toward a certain direction has motived to use of AM to embed
information as a secondary communication function to the primary function
of the time-modulated array [35].
In [51] the authors presented a PSK-based-method system where the same
transmit waveforms are used for both functions. In this scheme, the number
of the orthogonal waveforms is given from the communication symbols plus
one waveform where it is taken as a common reference to all other waveforms.
Each communication symbol is embedded in the phase difference between
two signal components associated with each waveform and, then proceeds
to estimate and decode the embedded communication symbols. In [2] the
information is embedding by sidelobe ASK method and waveform diversity to
feed distinct communication streams to multiple communication users located
in different sidelobe directions.

4.2.3 Joint radar and communication system based on
OFDM

Orthogonal Frequency Division Multiplexing is a frequency multiplexing
technique based on the transmission of multiple parallel data streams on
orthogonal frequency sub carriers. It is not a modulation, but a multiplexing
method based on sub carriers that can be modulated with an arbitrary digital
modulator such as PSK.
In the radar community, multi carrier signals recently were attracted interest
in the context of frequency agile waveforms, due to their ability to both occupy
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Fig. 4.3. Ambiguity function of a joint radar and communication system
based on OFMD [39].

flexibly the available spectral resources and be robust against jammers [31].
Preliminary investigations on the suitability of multi carrier waveforms for
radar applications were published in 2000 by Levanon [31], [74]. The idea of
introducing information into the multi carrier signal, by phase modulation of
the sub carriers and realizing an efficient double use of the spectrum, appears
only much later in [33], [131].
Stable performance in multipath fading and relative simple synchronization
makes OFDM advantageous for joint radar and communication system [32].
In [30] the system first transmits OFDM sub carriers for radar processing
followed by sub carriers enabling radar and communication functionalities.
The receiver first estimates the target parameters from the sub carriers
dedicated to radar; these parameters then determine the channel for the
communication link. The communication data is then extracted, thereby
enabling the use of all the carriers for improving the range estimation. The
main drawback is that the lack degrees of freedom leading to multiplexing of
sub carriers between radar and communications, thus this prevents the full
exploiting of all the sub carriers for communication and radar functions.

OFDM based radar has some interesting properties. First, OFDM signals
are reported to be advantageous regarding Doppler shift [39]. In Fig. 4.3 the
AF given in [39] is reported. As it can be seen that the range-Doppler coupling
is not present, which allows for independent and unambiguous range and
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Doppler processing. However, in the range profile high sidelobes are present
as shown in Fig. 4.4. Additionally, the correlation depends on the data,
which makes impossible to guarantee a reliable system performance while
transmitting arbitrary information. In order to overcome these disadvantages,
in [130] a processing that operates directly on the modulation symbols instead
of the baseband was presented. With this processing was demonstrated
that two major advantages are achieved. First, the performance of the
radar operation is completely independent from the transmitted information.
Second, a superior dynamic range compared to the classical correlation based
processing is achieved, which is only limited by the sidelobes of the Fourier
transform. The range profile shown in Fig. 4.5 is obtained when the processing
described in [130] is carried out. Comparing Fig. 4.4 with Fig. 4.5 we can
see that sidelobes caused by auto-correlation of the transmitted information
do not occur and a windowing function can be applied. In [129] a very
similar concept, in the modulation symbol domain, was applied for Doppler
estimation. Fig. 4.6 shows the spectrum when two targets are present as we
can see two targets are separately. In the FFT processing a Hamming window
was applied consequently a high dynamic range is achieved and the sidelobes
are well suppressed.

Fig. 4.4. Range profile calculated with the classical correlation based approach
[130].
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Fig. 4.5. Range profile calculated with the approach proposed in [130].

In [132], it was addressed how both estimation can be combined into a two-
dimensional estimation in the modulation symbol domain. The architecture
of an OFDM system is shown in Fig. 4.7. As we can see the binary user
data is divided into parallel stream, and mapped onto complex valued PSK
symbols. By a block-wise inverse FFT and a subsequent parallel-to-serial
conversion. In the receiver the same steps are carried out in the inverse order.
On the received side a fast Fourier transform is applied and the modulation

Fig. 4.6. Spectrum when two target at the same distance, but with two
different velocities are present [129].
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Fig. 4.7. Block scheme of the OFDM system architecture [132].

symbols are recovered. The basis of the algorithm to calculate the range
and Doppler is the received modulation symbol matrix DRX . The complete
processing consists of at least three steps. In the first step, the element-wise
complex division is performed for all matrix elements. In order to reduce
the levels of the sidelobes introduced by the subsequent Fourier transforms
a windowing function is applied to Ddiv. Then, in the second required step,
the FFT of every row of Ddiv is computed. Finally, in the third step, the
inverse FFT is calculated for every column of the matrix resulting from the
previous step. The resulting matrix represents a range-Doppler map. In the
proposed algorithm all steps are linear operation, which guarantees that the
same approach will work for an unlimited number of targets with different
distance and relative velocities.
Additionally, another major drawback of OFDM is the high Peak-to-Average
Power Ratio (PAPR), where it is defined as the ratio of the peak power
to the average power of a signal. The reason for high PAPR is due to
some signal values of OFDM much higher than the average. The PAPR
introduces nonlinear distortions which subsequently creates intermodulation
between different carriers with additional interference. These distortions lead
to an increase of the communication performance in terms of BER. Several
techniques such as clipping, recursive clipping, filtering and windowing were
developed to address the PAPR issue [122]. In [29] the mitigation of this issue
was achieved thought the exploitation of the unused sub carriers and the phase
information of pilot tones in the OFDM systems to optimize the signal energy
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Fig. 4.8. Spectrogram of a FrFT CoRadar waveform with 7 sub carriers [42].

distribution and therefore reduce the high peaks. The proposed approach [29]
requires no side information to be transmitted to the receiver and has a lower
BER compared with the clipping, recursive clipping, filtering and windowing.
The most popular communication signal, for joint radar and communication
in automotive environment is OFDM as demonstrated in multiple works
based on IEEE 802.11p standard [109]. Other communications waveforms
proposed for automotive joint radar and communication system include
spread spectrum [138], noise-OFDM [133], multiple encoded waveform [10],
and 802.11ad standard [87],[70],[83]. But their performance is limited either
by the respective communication protocols, intervehicular synchronization or
infeasible hardware implementations. In [110] the OFDM signal based on the
standard IEEE 802.11p for V2V communication was used.
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4.2.4 Joint radar and communication system based on
Orthogonal Time Frequency Space (OTFS)

An Orthogonal Time Frequency Space (OTFS) is proposed to provide signifi-
cant error performance advantages over OFDM over delay-Doppler channels
with a wide range of Doppler frequencies [48],[36], [106]. In [107] authors
were shown that OFTS-based radar processing provides benefits for improved
radar capability, such as longer range, faster tracking rate, as well as larger
Doppler frequency estimation compared to the popular OFDM. In [107] it was
also shown that OFTS-based radar result be a promising robust technique to
detect the long range and high velocity targets.

4.2.5 Joint radar and communication system based on
fractional Fourier transform (FrFT)

A novel concept of joint radar and communication system, called Co-Radar,
based on the FrFT was presented in [41]. Similar to the OFDM, the pro-
posed multiplexing scheme embeds data information to be sent into chirp
sub carriers with different time-frequency rates. In [41] the authors showed
that the proposed system is fully scalable, since it is easily adaptable to the
available bandwidth, the length of the pulse, the conditions of the channel.
Additionally, in [41] it was demonstrated that the radar performance of the
generated waveform are similar to an LFM pulse with same duration and
bandwidth. The spectrogram of the proposed FrFT Co-Radar waveform is
illustrated in Fig. 4.8. As we can see each sub carriers is rotated by a specific
angle, driven by the order of the FrFT, of a phase modulated signal.

In [43], an experimental validation of the FrFT based Co-Radar system
was presented. The system was implemented on a Software Define Radio
(SDR) device and its performance was demonstrated in a controlled labora-
tory environment. Communication performance is shown with solid lines in
Fig. 4.9, in terms of BER averaged over 10 realisations against SNRcomms. As
we can see that as the SNRcomms increases, the BER decreases. However, when
SNRcomms is greater than 15 dB, the simulated and experimental BER are
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Fig. 4.9. Communication performance on varying SNRcomms and for different
number of chirp sub carriers [43].

very close. The BER was obtained when no error detection and correction
techniques was used. Additionally, in Fig. 4.10 the spectrograms when FrFT
based Co-Radar pulses with four sub carriers and for two different SNR radar
are illustrated. In both cases the Doppler and micro-Doppler (mD) signature
of the person walking towards and away from the radar is clearly visible.

(a) (b)

Fig. 4.10. Spectrogram obtained from FrFT based Co-Radar pulses with four
sub carriers and different SNR radar, 4.10a SNR is set at 2.95 dB, 2.11b the
SNR is set at 14.28 dB [43].
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Table 4.2: Radar performance parameters [42]

FrFT opt. OFDM opt. LFM
FrFT OFDM FrFT OFDM

Norm ran. res. 1.46 1.01 1.48 1.03 1.01
Norm Dop. res. 1.3 10−4 0.9 10−4 1.31 10−4 0.9 10−4 0.89 10−4

Zero-Dop. SLL -16.6 dB -4.6 dB -16.5 dB -9.9 dB -13.3 dB
Zero-del. SLL -16.6 dB -13.3 dB -16.5 dB -13.3 dB -13.3 dB

Radar performance of the system proposed in [42] was assessed and compared
with a joint radar and communication system based on OFDM, that presents
a comparable bit rate. The radar performance in terms of resolution and SLL
are listed in Table 4.2, showed that the FrFT waveform presents performance
closer to an LFM pulse than OFDM waveform. The main advantages of the
system presented in [42] are if two chirp signals are completely overlap in
time and frequency they can be separable in the FrFT domain, the system is
designed by taking into account the radar requirements, such as range and
Doppler resolution, and desired SSL, and the possibility to reach data rates
while maintaining good radar performance compared to an LFM pulse that
occupies the same bandwidth. However the main disadvantage is that at
the receiver is necessary to know with precision where the received signal
starts, otherwise it is not possible demodulated the data. Additionally the
framework proposed in [42] does not fit the standards of automotive radar
and communication operation as it employs pulsed waveform meaning that
high peak power is needed in order to achieve reasonable detection range.

4.3 Mutual Radar Interference mitigation
techniques

In an automotive environment, the widespread use of the radar, where dif-
ferent users may share the same bandwidth at the same time, leads to an
increase of mutual interference. Such interference increases the receiver’s
noise floor and can lead to problems such ghost targets or/and target masking.
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(a) Unmodulated pulse (b) LFM pulse

Fig. 4.11. Example interference scenarios for automotive radar.

This is of particular importance for targets with low RCS that cannot be
detected reliably. In multi user scenarios, as in an automotive environment,
where each user uses a joint radar and communication system both radar
and communication performance are degraded. For the radar performance,
the communication signal sent from other users is considered as interference,
which leads to a degradation of the detection performance. While for the
communication performance, the radar signal is considered as interference
which leads to a degradation of the BER.
In Fig. 4.11 two scenarios where in each, a vehicle with an interfering radar
is creating interference for a victim radar are shown. Fig. 4.11a shows a
scenario where the target is also transmitting a radar signal, hence it is a
source of interference. While Fig. 4.11b shows a scenario where the target is
not transmitting a radar signal, but the interfering radar is represented by
another vehicle that is approaching at the main radar.
Different countermeasures were proposed to overcome automotive radar in-
terference. An European funding project, MOre Safety for All by Radar
Interference Mitigation (MOSARIM) was conducted to investigate the pos-
sible interference mitigation methods for automotive radars [71]. In this
project, interference mitigation methods were classified into five domains as
followings: Polarization, Time domain, Frequency domain, Space domain,
Strategic approach.

• Polarization: In [62], the transmitting antenna was designed in Right
Hand Circular Polarized (RHCP) while the receiving antenna was in
Left Hand Circular Polarized (LHCP). Thus, interference from aggressor
radar’s transmitting antenna would be suppressed by the victim radar’s
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receiving antenna. At the same time, the real target echo was received
unhindered due to its polarization change to LHCP on account of the
boundary conditions of electromagnetic fields on the surface of the target.
Only the direct Line of Sight (LOS) propagation is taken into account
and multiple reflection at nearby obstacles are neglected. Reflections
on ground surface and other obstacles may turn the polarization of the
transmitted wave. So the true cross-polarization interference mitigation
effect may be reduced in the presence of obstacle reflection.

• Time domain: the interference signal is processing in time domain.
In [90], [139], and [65] the position of interference was found in the
time domain, and a window based method was used to remove the
interference. In [6] a filter to differentiate the transmitted radar signal
from the interference signal was proposed. In this algorithm the received
signal is iteratively processed until the desired signal is extracted. The
main drawback is that this algorithm is not recommendable in real time
scenarios due to its computational complexity. In [140] the interference
was removed by using Morphological Component Analysis (MCA).
However, this method fails when the slope of the transmitted LFM
signal and the slope of the interference are the same.

• Frequnecy domain: In [7] the interference was avoided by changing the
transmitting signal’s frequency band after detecting the interference’s
frequency band. In [89], the SNR was improved by interpolating the
beat frequency in the Short Time Fourier Transform (STFT) domain.
In [68], [150], and [157] the orthogonality property of random coded
LFM sequence leads to inherent interference immunity. The advantages
of these methods are very simple implantation and low complexity.

• Space domain: the adaptive beamforming method was presented in In
[5], [38], and [103] to mitigate the interference from sidelobes.

• Strategic approach In [67], a control centrer was set-up to receive
location/speed information from all the radars, and dispatch waveform
parameters to each one to avoid the interference among them.
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As we can see, those methods which depend on complicated antenna design,
more antenna channels, higher Analog-to-Digital Converter (ADC) sampling
rate and a control centrer are not attractive for the cost sensitive automotive
market.
In [64] an interference mitigation method based on adaptive noise canceller
was illustrated. Which takes the positive and negative half of FFT as the
input of its primary and reference channel. It works on the current and mostly
used LFM radar sensors and does not require costly hardware.
In [4] the interference was estimated and then removed from the received
signal. This method works well when the power of the interference signal is
less than the power of the desired signal.
Additionally, some machine learning techniques were presented in the context
of interference detection and classification in [153]. However, no explicit
machine learning approach was presented in the context of interference mitiga-
tion. In [115] the Neural Networks (NN) based methods for effective mutual
interference mitigation and de-noising in the context of automotive radar was
presented. Noteworthy is the used of spectrograms from different steps in
the range Doppler signal processing as network inputs their suitability to be
precessed by Convolutional NNs (CNNs).

4.4 Interference mitigation for communication
system

In wireless communication the medium is shared by more than one user,
consequently strong interference has arisen leading to a degradation of the
Quality of Service (QoS). Reaction to mutual interference is the heart of the
shared-spectrum problem, and traditional approaches to combating wireless
interference start with channel measurement and/or prediction, followed by an
appropriate selection of modulation methods and signal processing algorithms
for reliable transmission. The methods used to deal with interference can be
loosely grouped into three categories:

• Build a fence
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• Use only what you need (efficient modulation power control)

• Grin and bear it (signal processing at the receiver)

Examples of the first item are legion, while examples of the last two items
include single-sideband amplitude modulation, frequency modulation with
preemphasis at the transmitter and deemphasis at the receiver, power control
in cellular wireless systems [148], CDMA coupled to sophisticated signal
processing algorithms for interference mitigation at the receiver.
A class of radios that can be programmed to transmit almost arbitrary receiver
types is called software radios [121]-[120]. As opposed to traditional radios,
which are difficult to modify one a modulation method has been chosen, one
can now imagine programming transceivers to use more effective modulation
methods. In future, wireless system will be able to choose modulation methods
that avoid ambient interference as overpowering it with increased transmission
power, or mitigating it with receiver signal processing.
Interference avoidance is the term used for adaptive modulation methods where
individual users employ their signal energy in places where interference is weak.
Such methods have been shown to optimize shared use. Iterative interference
avoidance algorithms yield optimal waveforms that maximize the SINR for all
users while maximizing the sum of rates at which all users can reliably transmit
information. This concept the first time was introduced in the context of DS-
CDMA systems [100] and Minimum Mean-Square Error (MMSE) receivers,
but was subsequently developed in a general signal space [52] framework [104]
which makes them applicable to a wide variety of communication scenarios.
Related methods for transmitter and receiver adaptation have also been used
in the CDMA context for asynchronous systems [102].

4.5 Conclusion

In this chapter, the problem of the spectrum sharing between the radar and
communication system has been introduced. In literature, different schemes
have been introduced allowing both functions to use the same hardware and
the same spectrum at the same time. A summary of the different joint radar
and communication techniques described in this chapter, is given in Table 4.3.
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Table 4.3: Summary of different joint radar and communication systems.

Property
Spread

Spectrum
techniques

Phased array OFDM FrFT

Array of antenna ✗ " ✗ ✗

Orthogonality
between radar

and
communication

waveform

" ✗ ✗ ✗

Sub-carriers ✗ ✗ " "

Pulse waveform " ✗ ✗ "

Radar
performance
similar to an

LFM waveform

✗ ✗ ✗ "

Due to the fact that in an automotive radar environment the LFM waveform
is widely used. As we can see from Table 4.3, the radar performance similar
to an LFM waveform is obtained using the Co-Radar framework. However,
in this framework a pulse radar is transmitted, consequently, it does not fit
for an automotive environment.
In a joint radar and communication system based on the Spread Spectrum
techniques, the transmitted signal is given compounding the radar and com-
munication signals. Thus means that the transmitter signal is generated by
using two different hardware systems. On the received side, two functions
can be applied only after two signals are separated. As, we can realise this
waveform is generated using a complex hardware. However, in an automotive
environment a complex hardware cannot be used, due to the issues of the
space, power etc.
In Dual radar communication function the radar signal is transmitted using
the main lobe of the antenna, while the data are embedded into the side lobes.
In this scenario, the signal is transmitted using an array of the antenna. In
an automotive scenario, it is not easy to have more than one antenna.
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A joint radar and communication system, widely used in automotive environ-
ment, is based on OFDM. As it has been shown, the main advantage is that
the range-Doppler coupling is not present, so the range and Doppler frequency
can be estimated independently. However, the radar processing has to be
applied after that the data information are removed from the received signal.
In other words the radar processing has to be applied after the communication
receiver. In addition, in this system at each user is assigned a portion of
the bandwidth, thus means that in multi user scenarios the bandwidth is
split between the different users. As the range resolution depends on the
bandwidth, consequently, it depends on the number of the users that shares
the same frequency at the same time. In order to avoid this two issues, in
literature a joint radar and communication system, called co-Radar, based on
the FrFT has been proposed. As the radar performance of the proposed sys-
tem is similar to an LFM, due to the fact that in this framework a pulse radar
is transmitted, it does not fit for an automotive scenario. In the proposed
system, in order to increase the bit rate the fractional multiplexing technique
has been used. In an automotive environment, the fractional multiplexing
techniques will be used to allocate more than one user in the same frequency
band at the same time.
In the second part of the chapter, the problem of the interference mitigation
has been presented. This problem is evident due to the fact that more than
one user needs to share the same channel at the same time. As it has been
illustrated the interference can be mitigated transmitting the appropriate
signals or applying a processing on the received signal. In a joint radar and
communication system the radar is able to recover the data information sent
from other users, consequently the interference can be reconstructed and,
then, mitigated from the received signal.
In the first part of the chapter, the issue of the separation between radar and
communication functions has been presented. In order to solve this issue an
overview of the different joint radar and communication system presented in
literature has been given. In the previous chapter, we have identified that
a FCLFM waveform fits for an automotive environment, due to its capacity
to estimate the range and Doppler frequency without ambiguity, even in
multi target scenarios. In addition, the radar parameters are estimated ap-
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plying the FFT twice. However, the proposed joint radar and communication
frameworks do not share the features of an LFM waveform. Owing to it in
chapter 5, a new joint radar and communication system based on the FrFT
will be presented. The aim of this framework is to generate a waveform
that share the LFM feature and at the same time a communication link is
also achieved. In order to do it, the FrFT will be used to embed the data
information into radar waveform. In addition in the proposed framework the
multiplexing fraction technique will be used to allow more users to share the
same frequency band at the same time.
In last part of this chapter, the issue of the mutual interference has been
presented and described. In a joint radar and communication system, for the
radar performance the communication signal is considered as an interference.
Due to the fact that in this framework the radar is able to reconstruct the
received communication signal and then a subtraction between the received
signal and reconstructed one can be carried out. In chapter 7 two new frame-
works to mitigate the mutual radar interference will be presented. They will
be based on coherent and non-coherent subtraction. Moreover, the issue of
how to mitigate the mutual communication interference is not the goal of this
thesis.
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Joint Radar and
Communication system for
automotive environment

In an automotive environment, radar and communication systems are both
used to improve pedestrian and driver safety. As described in Section 4.1, the
separation of these two systems is a waste of the similar hardware such as
antennas, digital signal processing units, transceiver, furthermore, it makes
hard to avoid the interference between two systems and to use efficiently
the spectrum. This has recently spurred extensive efforts towards devising a
coexisting solution for simultaneously operations for radar target illuminations
and wireless service using the same bandwidth as described in Section 4.2.
In chapter 4 an overview of the different frameworks to allow a joint radar
and communication system have been presented. However, there are not
waveforms allowing a joint radar and communication system that share an
LFM characteristic and at the same time fits for an automotive scenarios.
Due to the fact that in an automotive environment an LFM waveform is
widely used due to its capacity to estimate range and Doppler simultaneously
and in unambiguous manner even in multi target scenarios. The aim of this
chapter is to present a new joint radar and communication system based
on the FrFT. The FrFT is used to obtain a radar waveform sharing LFM
characteristic and at the same time a communication link is also achieved.

82



Chapter 5. Joint Radar and Communication system for automotive
environment

Fig. 5.1. Block diagram of (top) monostatic radar and (bottom) the Communi-
cation of the FrFT based on a joint radar communication basic configuration.

Then the analytical model of the proposed waveform, and its PSD are also
derived when two encoding schemes as BFSK and BPSK are used. The
remainder of the chapter is organized as follows. In Section 5.1 the proposed
FrFT joint radar and communication framework is introduced. Section 5.1.2
derives the mathematical model of the proposed automotive radar waveform
for the cases in which a BFSK or a BPSK encoding is used. To complete the
characterisation the Power Spectral Density formulation of the two family of
waveforms is derived.

5.1 Proposed framework design

In this Section, the monostatic radar for the proposed joint radar and com-
munication system based on FrFT for automotive applications is presented.
The waveform generation process is illustrated at the top of Fig. 5.1.
Starting from the data to be transmitted, let xb be a vector that contains
data information, which can be written as

xb = [x(0), x(1), · · · , x(Nb − 1)] (5.1)
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where x(n) ∈ {0, 1} and Nb is the number of bits. In the Guard Bits block,
Gg random bits are added at the end of the information bits in order to
compensate the group of the delay introduction from the Root Raised Cosine
(RRC) filter [80]. The resulting sequence is

x̃b = x⌢
b x̃g (5.2)

where x̃g contains Gg random bits generated by Guard Bits block, while
(·)⌢(·) indicates the concatenation operation. Then, a CDMA is proposed
to ensure low level of mutual interference between different users accessing
at the same channel. When a CDMA is applied the raw data are spread
by pseudorandom (PR) code sequence. In the proposed system, a Pseudo
Noise sequence is selected. In this stage, each user spreads its raw data with
a specific sequence by Lp bits, the resulting sequence is

Cspr = x̃bP = (xbP)⌢(x̃gP)
= (xbLp)⌢(x̃gLp)

(5.3)

where P = [P (0), P (1), · · · , P (Lp −1)] is the PN vector given by Lp bits. The
resulting vector Cspr is given by (Nb + Gg)Lp bits. In multi user scenarios,
each user modulates its data with different PN sequence that are orthogonal
with each other. The Interleaver block is applied to spread a burst of errors
across the entire sequence. It is applied only on the data information vector
xbLp . The main function of the interleaver in transmission is to alter the order
of the input bits sequence. Consequently, the sequence obtained after the
interleaver, x̃bLp has all the elements of xbLp , but in a different order. The
sequence at the output of the interleaver block is:

Ib = (x̃bLp)⌢(xgLp) (5.4)

At this point, the output of the interleaver is given as input to the Digital
Modulation, where the bits are mapped in symbols. In the proposed frame-
work, two encoding schemes as BFSK or BPSK are proposed.
A BFSK encoding scheme is the simplest form of the Frequency-Shift Keying
encoding. FSK scheme is the frequency encoding in which digital information
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x(n) is transmitted through the discrete frequency change of a carrier wave.
BFSK uses two discrete frequencies to transmit binary information. With
this scheme, the “1” is called the mark frequency, fM, and the “0” is called
the space frequency, fS. The sequence of symbols is:

S̃symBF SK
(t) =

(Nb+Gg)Lp∑
n=1

e(j2πfIb,n
t)ŝ(tn) (5.5)

where:

fIb,n
=

fS if Ib,n = 0 n ∈ [1, NbLp]
fM if Ib,n = 1 n ∈ [1, NbLp]

(5.6)

and ŝ(tn) is a square pulse centred in tn defined as:

ŝ(tn) =

1 tn

(
2n−1

2

)
≤ tn ≤ tn

(
2n+1

2

)
n ∈ [1, NbLp]

0 otherwise
(5.7)

On the other hand, BPSK encoding scheme is the simplest form of PSK. It
uses two phases which are separated by π. The sequence of symbols obtained
after the BPSK encoding scheme is expressed as:

S̃symBP SK
(t) =

(Nb+Gg)Lp∑
n=1

e(j2πIb,n)ŝ(tn) (5.8)

where

e(j2πIb,n) =

1 if Ib,n = 0 n ∈ [1, NbLp]
0 if Ib,n = 1 n ∈ [1, NbLp]

(5.9)

while ŝ(tn) is given by (5.7). After digital modulation the RRC filter is
applied. The filter is used to minimise the Inter-Symbol Interference (ISI)
that may be caused by the channel. The RRC filter is characterised by the
following parameters: Roll off Factor β which determines the bandwidth of
the spectrum and Filter Span in Symbol which truncates the impulse response
to a S value. For efficiency reasons, it is implemented as a multirate filter
that up-samples the output by a factor Rs. The sequence obtained after that
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(a) α = 0.3 (b) α = 0.8

Fig. 5.2. Envelope of the signal with two different orders of the FrFT and
when a BFSK encoding is used, in 5.2a α is set at 0.3 while in 5.2b the order
of the FrFT is set at 0.8.

the RRC filter has been applied on the modulation symbols is

Filt(t) = S̃sym(t) ◦ hRRC(t) (5.10)

where hRRC(t) is the time response of the RRC filter [137].
The length of the sequence depends on the encoding scheme that has been
used: for the BFSK the length is UBFSK = (Nb + Gg)LpNsRs where Ns is the
number of samples per symbol, while the number of samples when the BPSK
is used is then UBPSK = (Nb + Gg)LpRs/2.
As we can see the baseband signal Filt has been obtained by applying only
typical communication operations.
The FrFT with a specific order α is then applied on the baseband signal, the
resulting waveform is

X̃α(u) = F̃
α(Filt(t)) (5.11)

where F̃
α(·) denotes the fast discrete approximation of FrFT (see Section 3.9)

with a fractional order α. In this step, the signal is mapped into a pulse in
the time-frequency domain. In this framework, the fractional order division
multiple access can be implemented assigning a specific order of the FrFT to
each user. The time duration of the waveform after the FrFT is

T̃W AV EBFSK =UBFSK/fs

T̃W AV EBPSK =UBPSK/fs

(5.12)

In Fig. 5.2 two envelopes obtained applying the FrFT on BFSK encoding
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scheme are illustrated. These two envelopes are obtained when on the
same baseband signal Filt two different orders of the FrFT are applied. In
Fig. 5.2a the envelope obtained when the order of the FrFT is set at 0.3 is
shown, while the envelope when α is set at 0.8 is illustrated in Fig. 5.2b.
Comparing Fig. 5.2a with Fig. 5.2b, it can be seen that when α moves from
0 to 1 the energy of the signal is concentrated in the middle of the waveform
u = T̃W AV E/2, and very low intensity samples appear at the beginning and
end of the pulse. This is due to the fact that when the order of the FrFT
moves from 0 to 1 the time duration decreases while the bandwidth increases.
As we can see from Fig. 5.2 after that the FrFT is applied a pulse waveform
is obtained. In order to allow continuous operations in the Sample Delete
stage the threshold is applied to remove the low energy samples that appear
at the beginning and the end of the pulse. The threshold is calculated as

TF rF T = max(0.1|X̃α|2) (5.13)

and it is applied on the vector |X̃α|2. To better understand of this process, the
vector X̃α obtained after the FrFT is given by UFrFT samples. As we can see
from Fig. 5.2 the intensity of the first UFrFT,beg and last UFrFT,las samples is
very low and the information are not embedded in that samples, consequently,
they can be removed. Thus, the number of the samples obtained after the
samples removal is given by

Uα = UFrFT − (UFrFT,beg + UFrFT,las) (5.14)

The time duration of the waveform is TW AV E = Uα/fs. The signal obtained
after the sample delete is indicated with Xα. When UBFSK,BPSK is fixed, the
number of the samples after the delete process Uα depends only on the order of
the FrFT that has been used to embed data information into radar waveform.
In multi user scenarios, the time duration of the CPI changes from user to
user. On the receiver side, in order to apply the communication function is
necessary to know the duration of the CPI. This issue is solved, because after
the synchronization the receiver knows the order of the FrFT that was used
by the transmitter and consequently the duration of the CPI is known as
well.
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The time-frequency profile of a CPI comprising five consecutive waveforms
obtained with the proposed framework is shown in Fig. 5.3. As it can be seen
the CPI has a time-frequency profile similar to the one of a FCLFM waveform
presented in Section 2.2.10. Compared to FCLFM waveforms, however in the
proposed waveform, data information are also embedded allowing joint radar
and communication operations. A representation in time domain of absolute
value of the signal is given in Fig. 5.4.
In order to enhance the radar performance, on the radar receiver side a
coherent integration of Nwave waveforms is carried out. This means that in
every CPI the same bits of information are embedded, and the data change
from CPI to CPI.

On the receiver side, in order to perform the IFrFT is necessary to know

Fig. 5.3. Spectrograms of a Coherent Processing Interval.

Fig. 5.4. Representation of the waveform in time domain.
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with exactly precision the delay of the received waveform. In order to solve
this issue, a pilot sequence is also transmitted. The pilot sequence is obtained
by applying on baseband signal, with amplitude equal to one and zero phase,
two orders of the FrFT, α and −α, and then sum the two signals. Such
pilots can be used by the communication receiver to estimate the time and
frequency offset of the received signal as described in [156]. This sequence is
placed at beginning of the CPI and it is transmitted every χ consecutive CPI.
In multi user scenarios, for the communication receiver, it is also necessary
to discriminate the data sent from different users. To achieve this, each
user generates a pilot sequence with the same order α used to map the data
information into the radar waveform.

For the radar part, following matched filter and Doppler processing,
standard detection techniques, such as Cell-averaging CFAR (CA-CFAR)
[113], can be applied to detect the targets. As illustrated in Fig. 5.1 the radar
processing is applied after that the pilot sequence has been removed.

5.1.1 Communication Receiver

The block diagram of the communication receiver is illustrated at the bottom
of Fig. 5.1. The synchronization is performed by applying on the pilot
sequence two FrFTs of order Q1 = 1 − α and Q2 = −(1 − α). In multi
user scenarios, when the appropriate α is used the frequency offset and time
offset can be estimated using the FrFT outputs as described in [156]. While
when there is an order mismatch the output will appear flat, similar to the
noise. Thus the synchronization is not performed. As the radar processing
cannot be applied on the part of the signal occupied by the pilot, the pilot
sequence should not be repeated in every CPI. On the other hand, good
synchronization cannot be achieved if the pilot is not transmitted regularly
enough. Consequently, the χ has to be chosen taking into account these two
considerations.
After the synchronization the order of the FrFT used to rotate the signal in
time frequency domain is known, consequently the duration of the CPI is
known as well. Thus, after the synchronization the received signal can be
rotated to baseband and the waveform can be demodulated. The length of
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the input signal to the IFrFT must be equal to the length of the signal after
the FrFT in transmission. For this reason, a zero-padding is applied at the
beginning and the end of the received signal. The number of the zeros to
add at the beginning and the end of the pulse depends only on the order of
the FrFT used in transmission. So after the synchronisation the number of
zeros that need to added are known. After the zero padding, the IFrFT is
performed with the same order of the FrFT that was used in transmission.
The sequence is then passed through an RRC filter, which also down-samples
the waveform by a factor of Rs. The digital demodulator translates the symbol
in a sequence NbLp bits, according to the employed coding. At this point,
the de-interleaver performs the inverse of the interleaver. A despreading is
applied to the received signal, using exactly the same code that was used in
transmission and adds up all the values over each bit period. Due to the fact
that at each order of the FrFT is associated a different PN code sequence.
Thus, when the order of the FrFT is known, the PN code used in transmission
is known as well. After this process the integrated functions MIF (n) are
obtained. Finally, the decision rules used are

m̃(n) = 1 if MIF > 0
m̃(n) = −1 if MIF < 0

(5.15)

Then −1 is coded as zero. Thus, the Nb bits are recovered.

5.1.2 Frequency domain representation

The analytical model of the proposed waveform, and its PSD are derived
considering a BFSK and BPSK encoding scheme. In order to obtain a simple
mathematical model, the FrFT is applied directly on the symbol sequence
obtained from the encoding block. Hence in this analysis, the RRC filter is not
applied, consequently, the Gg guard bits are not added. In this consideration
(5.5) and (5.8) become, respectively

S̃symBF SK
(t) =

NbLp∑
n=1

ej2πfx̂n tŝ(tn) (5.16)
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Table 5.1: Further Properties of the FrFT [94].

Signal FrFT with angle ϕ

x(t − τ) eiπτ2 sin ϕcosϕe−i2πuτ sin ϕ Sα(u − τ cos ϕ)

ej2πξtx(t) e−iπξ2 sin ϕ cos ϕei2πuξ cos ϕ Sα(u − ξ sin ϕ)

x(−t) Sα(−u)

S̃symBP SK
(t) =

NbLP∑
n=1

ejπx̂n ŝ(tn) (5.17)

where x̂n = x̃bLp,n, while ŝ(tn) is given by 5.7, and fx̂n , and ejπx̂n are:

fx̂n =

fS if x̂n = 0 n ∈ [1, NbLp]
fM if x̂n = 1 n ∈ [1, NbLp]

(5.18)

ejπx̂n =

1 if x̂n = 0 n ∈ [1, NbLp]
−1 if x̂n = 1 n ∈ [1, NbLp]

(5.19)

The analytical models, and its PSD, for both encoding schemes, are derived
using the properties of the FrFT listed in 5.1.

PSD for the BFSK case

The FrFT of (5.16) is calculated applying the linearity property of the FrFT

Xα = Fα


NbLp∑
n=1

e(j2πfx̂n t)ŝ(tn)
 =

NbLp∑
n=1

Fα
{
e(j2πfx̂n t)ŝ(tn)

}
(5.20)

Using the time shifting property in Table 5.1 the FrFT of a square pulse
centred in t̃n is given by

Fα{ŝ(tn)} = ejπt̃2
n sin ϕ cos ϕe−j2πut̃n sin ϕSα(u − t̃n cos ϕ) (5.21)
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where Sα(u − t̃n cos ϕ) is the FrFT of a square pulse centered at t̃n cos ϕ. The
FrFT of a square pulse centred at zero s(t) is defined as, [15]:

Sα(u) = Dαe−jπu2/Bα{[C(ũ+) − C(ũ−)]+j sgn(Bα) [S(ũ+) − S(ũ−)]} (5.22)

where Dα = Aα√
2|Bα|

, while C(x) + jS(x) =
∫ x

0 ej(pi/2)y2
dy is the Fresnel

integral with real part C(x) and imaginary part S(x), and ũ± is given by:

ũ± = ±
√

(|Bα|/2) − sgn(Bα)
√

2/|Bα|Cαu (5.23)

with Aα, Bα and Cα are defined in Section 3.7, respectively. At this point,
Sα(u − t̃n cos ϕ) is given by substituting (u − t̃n cos ϕ) in (5.22):

Sα(u − t̃n cos ϕ) = Dαe−jπ(u−t̃n cos ϕ)2/Bα

{[C(û+) − C(û−)] + j sgn(Bα) [S(û+) − S(û−)]}
(5.24)

where û is:

û± = ±
√

(|Bα|/2) − sgn(Bα)
√

2/|Bα|Cα(u − t̃n cos ϕ) (5.25)

Substituting (5.24) in (5.21), Fα{ŝ(t̃n)} can be rewritten as:

Fα{ŝ(tn)} =Dαejπt̃2
n sin ϕ cos ϕe−j2πut̃n sin ϕe−jπ(u−t̃n cos ϕ)2/Bα

{[C (û+) − C (û−)] + j sgn(Bα) [S (û+) − S (û−)]}
(5.26)

In order to calculate the FrFT by (5.20), the linearity property of the FrFT
is applied:

Fα{S̃symBF SK
(t)} = Fα


NbLp∑
n=1

e(j2πfx̂n u)ŝ(un)
 =

NbL∑
n=1

Fα
{
e(j2πfx̂n u)ŝ(un)

}
(5.27)

For simplicity, it is evaluated for a fixed bit:

Fα{S̃symBF SK
(tn)} = Fα

{
e(j2πfx̂n t)ŝ(tn)

}
(5.28)
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Fα
{
S̃symBF SK

(tn)
}

can be derived using the second property listed in Table 5.1,
it is:

Fα{S̃symBF SK
(tn)} = e−jπf2

x̂n
sin ϕ cos ϕej2πufx̂n cos ϕS̄α(u − fn sin ϕ) (5.29)

where S̄α(u − fx̂n sin ϕ) is given by substituting (u − fx̂n sin ϕ) in (5.26),
becomes:

S̄α(u − fx̂n sin ϕ) =Dαejπt̃2
n sin ϕ cos ϕ

e−j2π(u−fx̂n sin ϕ)t̃n sin ϕe−jπ(u−fx̂n sin ϕ−t̃n cos ϕ)2/Bα

{[C (ū+,n) − C (ū−,n)] + j sgn(Bα) [S (ū+,n) − S (ū−,n)]}
(5.30)

where ū± is:

ū±,n = ±
√

(|Bα|/2) − sgn(Bα)
√

2/|Bα|Cα(u − t̃n cos ϕ − fn sin ϕ) (5.31)

For simplicity, we define u1 = (u − fx̂n sin ϕ − t̃n cos ϕ) and (5.30) can be
rewritten as:

S̄α(un − fx̂n) =Dαejπt̃2
n sin ϕ cos ϕe−j2π(u−fx̂n sin ϕ)t̃n sin ϕe−jπu2

1/Bα

{[C (ū+,n) − C (ū−,n)] + j sgn(Bα) [S (ū+,n) − S (ū−,n)]}
(5.32)

Substituting (5.32) in (5.29), we obtained that the FrFT of (5.28) is:

Fα{S̃symBF SK
(tn)} =Dαe−jπf2

x̂n
sin ϕ cos ϕejπt̃2

n sin ϕ cos ϕej2πufx̂n cos ϕ

e−j2π(u−fx̂n sin ϕ)t̃n sin ϕe−jπu2
1,n/Bα

{[C (ū+) − C (ū−)] + j sgn(Bα) [S (ū+) − S (ū−)]}
(5.33)
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Substituting (5.33) in (5.27) follows

Fα{S̃symBF SK)(tn)} =
N∑

n=1

{
Dαe−jπf2

x̂n
sin ϕ cos ϕejπt̃2

n sin ϕ cos ϕej2πfx̂n u cos ϕ

e−j2π(u−fx̂n sin ϕ)t̃n sin ϕe−jπu2
1/Bα

{[C (ū+,n) − C (ū−,n)] + j sgn(Bα) [S (ū+,n) − S (ū−,n)]}
} (5.34)

The first and the second exponential are two phase shifts, where for a fixed
angle they depend on the frequency associated with a bit information and
on its position in the bit sequence. The third and fourth terms are two
exponentials with two different tones at fx̂n cos ϕ and t̃n sin ϕ, respectively.
The last terms take into account the FrFT of a square pulse shifted at
t̃n sin ϕ + fx̂n cos ϕ.
In order to validate the analytical model the Mean Square Error (MSE) of
the amplitude and phase are evaluated. The MSE of the amplitude and phase
are illustrated in 5.5a and 5.5b, they are defined as:

MSEAMP LIT UDE = 1
N

N∑
i=1

(
Yi − Ỹi

)2
(5.35)

MSEANGLE = 1
N

N∑
i=1

(
Ani − Ãni

)2
(5.36)

where Y and An are the amplitude and phase obtained when the mathematical
model is obtained by (5.34), while Ỹ and Ãn are the amplitude and phase
obtained when the signal is numerically computed applying the DFrFT (see
Section 3.9). The both MSEs are computed considering α ∈ [0.25, 1.25].
Fig. 5.5a shows that in terms of the amplitude the two signals are very
similar, as we can see the MSE moves from 10−2 to 10−6. Moreover, the MSE
of the phase, 5.5b, shows that a large difference between the two signal is
present. This difference is due to the approximations that have been done to
obtain the analytical model of the square pulse, [15].
The PSD, Sxx(u), is calculated as the squared magnitude of the FT of (5.34).

The FT can be derived from the FrFT with an angle ϕ = π/2, meaning that
α = 1. The FT of (5.34) can be written as Fα=1(Fα(S̃symBF SK

(tn)), which by
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(a) MSE of the amplitude when the
BFSK is used.

(b) MSE of the phase when the BFSK
is used.

Fig. 5.5. Mean Square Error (MSE) of the amplitude 5.5a and phase 5.5b
when the BFSK encoding scheme is used.

Fig. 5.6. Analytical and simulated PSDs when the BFSK modulation is used.

using the additivity property it becomes Fα+1(S̃symBF SK
(tn)):

Fα+1{S̃symBF SK
(tn)} =

N∑
n=1

{
Dα+1e

−jπf2
x̂n

sin θ cos θejπt̃2
n sin θ cos θej2πfx̂n u cos θ

e−j2π(u−fx̂n sin θ)t̃n sin θe−jπū2
1,n/Bα+1

{[C (U+,n) − C (U−,n)] + j sgn(Bα+1) [S (U+,n) − S (U−,n)]}
}

(5.37)

Fig. 5.6 shows the PSD obtained by (5.37) and that obtained when the PSD
is numerically computed with the Matlab function provided in [93] applied to
the FrFT of a BFSK encoding sequence. The PSDs are derived with four bits
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and when the order of the FrFT is at 0.5. Fig. 5.6 shows that the analytical
PSD is in agreement to that generated using the Matlab function.

PSD for the BPSK case

In a similar process as the one done for the BFSK, it is possible to derive the
analytical model for the PSD of the BPSK, (5.17). In order to calculate the
FrFT of (5.17), the linearity property of the FrFT is applied:

Fα{S̃symBP SK
(tn)} = Fα


NbLp∑
n=1

ejπx̃n ŝ(un))
 =

NbL∑
n=1

Fα
(
ejπx̃n ŝ(un))

)
(5.38)

where ejπx̃n does not depend on t, so it can be taken off from the FrFT,
consequently (5.38) it can be rewritten as:

Fα
{
S̃symBF SK

(tn)
}

=
NbLp∑
n=1

ejπx̃nFα {ŝ(tn)))} (5.39)

Fα {ŝ(tn))} is given by (5.26), consequently (5.39) becomes:

Fα{ŝ(tn)} =
N∑

n=1
ejπx̃nDαejπt̃2

n sin ϕ cos ϕe−j2πut̃n sin ϕe−jπ(u−t̃n cos ϕ)2/Bα

{[C (û+,n) − C (û−,n)] + j sgn(Bα) [S (û+,n) − S (û−,n)]}
(5.40)

In order to evaluate the analytical model when the BPSK encoding scheme is
used the MSE of the amplitude and phase are computed as when the BFSK
encoding scheme is used. Comparing Fig. 5.7 with Fig. 5.5, we can see that
the two figures are perfectly the same. So also when the BPSK encoding
scheme is used the amplitude of the analytical signal and numerical one is
very close, while a large difference is present when the MSE is computed
taking into account the phase of the two signals.
The FT of (5.40) can be written as:
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(a) MSE of the amplitude when the
BPSK is used.

(b) MSE of the phase when the BFSK
is used.

Fig. 5.7. Mean Square Error (MSE) of the amplitude 5.7a and phase 5.7b
when the BFSK encoding scheme is used.

Fα+1{ŝ(tn)} =
NbL∑
n=1

ejπx̃nDα+1e
jπt̃2

n sin θ cos θe−j2πut̃n sin θe−jπ(un−t̃n cos θ)2/Bα+1

{[C (ũ+,n) − C (ũ−,n)] + j sgn(Bα+1) [S (ũ+,n) − S (ũ−,n)]}
(5.41)

where

ũ±,n = ±
√

(|Bα|/2) − sgn(Bα)
√

2/|Bα|Cα(u − τn cos θ) (5.42)

Fig. 5.8. Analytical and simulated PSDs when the BPSK modulation is used.
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Sxx(u) =
∣∣∣∣∣

N∑
n=1

ejπx̃nDαejπt̃2
n sin θ cos θe−j2πut̃n sin θe−jπ(un−t̃n cos θ)2/Bα+1

{[C (û+,n) − C (û−,n)] + j sgn(Bα+1) [S (û+,n) − S (û−,n)]}
∣∣∣∣∣
2 (5.43)

In order to validate the analytical model derived in (5.43), the analytical PSD
and the PSD obtained when the FrFT of BPSK is derived using the Matlab
function in [93], are plotted in Fig. 5.8. These are obtained by considering the
same bits used in Section 5.1.2 and with α = 0.5. Comparing both PSDs, we
can see that PSD of the analytical model fits that obtained from the Matlab
function.

5.2 Conclusion

In this chapter, a novel joint radar and communication system based on
the FrFT for automotive applications has been presented. So considering
its related framework, the FrFT has been used to embed, directly, data
information into a radar waveform allowing a joint radar and communication
system. In addition, the analytical model of the proposed waveform and its
PSD have been derived considering both encoding schemes.
In the following a comparison between the proposed system with that described
in chapter 4 is given. In the proposed framework the data information are
embedded in the radar waveform, so a single waveform is generated rather
than to generate two different waveforms and then combined as described
in Section 4.2.1. In addition, in the proposed framework the radar and
communication processing are applied directly on the received signal, while
in frameworks proposed in Section 4.2.1 at the receiver side, it is necessary to
separate the two waveforms, and then the radar and communication processing
can be applied.
The dual radar and communication systems presented in Section 4.2.2 requires
an array of the antenna. In these frameworks, the radar function is performed
using the main lobe of the antenna, while the communication function is
carried out considering the side lobe of the same antenna. In the proposed
system both functions are carried out using a single antenna. Comparing the
proposed framework with those presented in Section 4.2.1 and Section 4.2.2
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we can see that proposed waveform can be generated using a simple hardware.
In OFDM at each user is assigned more than one sub-carrier (see Section 4.2.3)
rather than a single sub-carrier as in the proposed waveform, consequently, in
OFDM a high bit rate is achieved. However, in multi user scenarios, in OFDM
the bandwidth is split between all users, this means that the range resolution
depends on the number of the users that shares the same bandwidth at the
same time. In the proposed framework this issue is not present, because
at each user a single order of the FrFT is assigned, consequently, the range
resolution depends on the order of the FrFT and no on the number of the
users that share the same frequency band at the same time. In addition, in
the proposed system the radar processing is applied directly on the received
radar signal, while in OFDM the radar processing is applied after that the
data information are removed from the received radar signal.
In the proposed framework the FrFT has been used to generate a chirp-like
waveform embedding information in the time-frequency domain and thus
enabling communication functions in a manner similar to the one proposed in
Section 4.2.5. The main differences are: rather than exploiting the fractional
order to improve data transition, in the proposed framework multi user
operations are allowed by assigning a specific order of the FrFT to each user.
Additionally, to allow CW operation a sample deletion and a CPI operation
have been proposed. Finally, the pilot sequence is placed at the beginning of
the CPI instead of each pulse.
The drawbacks of the proposed framework are the following: a low bit rate
is achieved, synchronisation between the transmitter and receiver and due
to the fact that this system uses the FrFT, so on the communication side
it is necessary to estimate the time where the received signal starts. The
drawback related to the low bit rate is presented due to the following aspects.
The first aspect, it is that on the radar side, a coherent processing has been
applied. So this means that in a single CPI the same data information have
to been embedded. The second aspect, it is that at each user a single sub-
carrier is assigned. The drawback related of the synchronisation has been
solved transmitting a pilot sequence. However, when the pilot sequence is not
transmitted a new user cannot demodulate the received data. In other words,
this means that when a new user share the channel it cannot demodulate the
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received information, but it can transmit the data information to other users.
Last drawback of the proposed system is related to the FrFT. As mentioned
in the previous chapter the IFrFT can be applied in a correct way only, if the
time where the received signal start is, exactly, know with. In this framework,
this issue has been solved selected an opportunity pilot sequence, but in real
scenario it is not easy to estimate parameters without some errors.
In last part of the chapter, the analytical model of the proposed waveform
has been presented and compared in terms of MSE with that obtained when
a fast FrFT has been used. The MSE has been computed considering the
amplitude and the phase of the two signals. The results have been shown that
the amplitude of the two signals is very similar. While there is a difference of
the phase.
To conclude in this chapter, a new joint radar and communication system
has been presented. In this framework, the FrFT has been used to embed
the data information into radar waveform allowing a communication link. In
the proposed framework, the waveforms are transmitted in manner similar
to FCLFM. In last part of the chapter, the analytical model for BFSK and
BPSK encoding schemes has been derived.
The main objective of the proposed framework is to obtain a radar system
that shares the same characteristic of an LFM waveform, but allowing a
communication link between the users. In next chapter, the radar performance
of the proposed waveform will be computed considering both encoding schemes
and compared with that obtained when an LFM waveform is transmitted.
Moreover, in order to show the capability of the proposed system to share
data information with other users, the communication performance will
be presented. While the analytical model will be used to compute the
performance while the reconstructed signal is obtained using the analytical
model rather than the algorithm to generate a discrete fast FrFT.
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Performance of the proposed
joint radar and communication
system

A joint radar communication system treats radar as primary and communi-
cation as secondary function, the secondary function should not disturb the
primary function of the joint system, but it should take full advantage of the
offered frequency and space allocations. In addition, in a joint radar and com-
munication system the data information are embedded into the transmitted
radar signal, consequently, the transmitted radar waveform depends on the
data to be sent, and thus, it changes with time. However, the transmitted
radar waveform of a joint radar and communication system should be able
to perform radar function with arbitrary transmitted data and the radar
performance should not be affected too much by the data.
The main of this chapter is to evaluate the radar performance of the joint
radar and communication system presented in Section 5.1, and to compare
this performance with that obtained when an FCLFM waveform is transmit-
ted. In addition, in order to show the capability of the proposed system to
achieve a communication link, the communication performance is evaluated
considering different types of channels.
The main of the radar performance is to evaluate how the proposed waveform
depends on the transmitted data, in order to do it, the AF and its properties
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are analysed when bits information are mapped in symbols using a BFSK or
BPSK encoding scheme. In this analysis, the performance of the proposed
waveform is compared with that obtained when an LFM waveform with the
same bandwidth is transmitted. Additionally, in the proposed joint radar
and communication system in order to allocate more than one user in the
same frequency band a fractional order division multiplexing is implemented.
However, when the difference between two consecutive orders of the FrFT
decreases a high mutual radar interference can arise. This interference leads
to a degradation of the detection performance. The probability of the false
alarm increase, because a ghost target caused by the interference is detected.
While the probability of the detection decreases, because a real target is mask-
ing by a ghost one. For this reason, it makes sense to assess the detection
performance of the proposed system in the presence of two users that are in
close proximity to each other and operate in the same frequency band. The
detection performance is assessed considering a worst case scenario where the
two users transmit the same data and use the same PN sequence, but they
are uniquely identified by two different orders of the FrFT. When the two
orthogonality orders are used the mutual radar interference does not arise,
but in this case only two users can be allocated in the same channel at the
same time. In multi user scenarios, the difference between the two orders
of the FrFT is not equal to one, consequently, when the difference, αdiff,
between two orders of the FrFT decreases there will be an increase of mutual
interference.
The multi target detection capability of the proposed joint radar and commu-
nication system is also demonstrated. In particular, to meet the requirements
for automotive applications, a radar sensor must be capable of measuring
a target’s range and Doppler frequency simultaneously and unambiguously
even in multi target situations. Additionally, the detection performance is
evaluated in multi user scenarios where the targets transmit a radar com-
munication signal. In this scenario, the signal from other user is seen as
interference signal as it causes a radar performance degradation.

The main of the communication performance is to show that in the pro-
posed system a communication link is achieved. The performance is evaluated
in terms of BER considering different communication channels. This perfor-
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mance is carried out considering two scenarios. In the first scenario, the BER
is evaluated against different values of SNRcomms, while in the second scenario,
the BER is evaluated when more than one user transmits its information on
the same channel at the same time.
The remainder of the chapter is organized as follows. In Section 6.1 the radar
performance is evaluated in terms of waveform’s Ambiguity Functions when
two different schemes of encoding BFSK and BPSK are used, and then this
performance is compared with that obtained considering an LFM waveform.
In Section 6.2 the ability of the proposed system to discriminate different
users that share the same frequency band at the same time is illustrated.
Section 6.3 shows a range-Doppler detection when more than one target is
present. While a range-Doppler detection when the targets transmit also
a communication signal is illustrated in Section 6.4. In Section 6.5 the de-
tection performance in terms of Receiving Operative Characteristics (ROC)
curves is derived for different values of SINRradar. In Section 6.6 the simu-
lated communication performance is evaluated considering different types
of channels as Additive white Gaussian noise (AWGN), Rice, Rayleight and
Log Normal. In Section 6.6.1 and Section 6.6.3 the performance is evaluated
against different SNRcomms and SINRcomms, respectively.

6.1 Radar performance

In this Section, the radar performance of the proposed joint radar and
communication system is evaluated in terms of the waveform’s AF when two
different schemes of encoding, BFSK and BPSK are used. In addition, the
radar performance of both encoding schemes is compared with that obtained
when an LFM waveform is transmitted. Particularly the Doppler and delay
cuts of the AF and their SLLs are considered. To evaluate and compare
the radar performance obtained the analysis is carried out with fixed time-
bandwidth product. Since the transmitted radar depends on the data to be
sent. As the bit sequence to be transmitted changes with time, it is expected
that also the waveform transmitted by the system changes and, thus, also
the properties (i.e. AF) change. The system parameters used in this analysis
are reported in Table 6.1. This parameters are chosen in order to obtain a
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Table 6.1: System Parameter

Parameters Description Values
fc Operating Frequency. 77 GHz
Nb Number of bits. 7
Gg Random bits. 1
Ns Number of samples per symbols. 4
fs Sampling Frequency. 150 MHz
β Roll off factor. 0.95
S Filter Span in Symbols. 24
Rs Output Samples per Symbols. 13
Lp Length of PN Sequence. 7

PN sequence Primitive Polynomial. z3+z2+1
Nwave Number of the waveform in a CPI. 90

Pt Transmit Power. 20 dBm
Gt Transmit Antenna Gain. 30 dB
Gr Receive Antenna Gain. 30 dB

σradar Radar Cross Section. 1

low computational cost.
The AF and its two main cuts, for both encoding schemes, are computed
over a Monte Carlo simulation with 100 iterations and for four values of
α = [0.2, 0.4, 0.5, 0.8]. The mean AFs, for BFSK and BPSK are shown Fig. 6.1
and Fig. 6.2, respectively. Fig. 6.1 shows that when the BFSK encoding is
used, the AF is similar to that of an LFM one, Section 3.3, meaning that it
shares with it positive and negative aspects, such as bulk compression, and
lack of Doppler tolerance. On the other hand, when a BPSK encoding scheme
is used, see Fig. 6.2, the AF has a much flatter shape and the range-Doppler
coupling is not present.

The zero-Doppler and zero-delay cuts of AF for four different orders and
for both encoding schemes are illustrated Fig. 6.3 and Fig. 6.4. respectively.
Both zero cuts are compared with those obtained when an LFM waveform
is transmitted; its has the same time-bandwidth product of the proposed
waveform. As it can be seen, the range and Doppler resolution obtained
considering the two encoding schemes are similar to that an LFM waveform.
It is due to the fact that the resolution depends on the bandwidth rather than
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(a) α = 0.2 (b) α = 0.4

(c) α = 0.5 (d) α = 0.8

Fig. 6.1. Ambiguity Function when the BFSK modulation is used.

(a) α = 0.2 (b) α = 0.4

(c) α = 0.5 (d) α = 0.8

Fig. 6.2. Ambiguity Function when the BPSK modulation is used.
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(a) α = 0.2 (b) α = 0.4

(c) α = 0.5 (d) α = 0.8

Fig. 6.3. Zero-Doppler cut of the BFSK, BPSK, and LFM waveforms AF.

(a) α = 0.2 (b) α = 0.4

(c) α = 0.5 (d) α = 0.8

Fig. 6.4. Zero-delay cut of the BFSK and BPSK waveforms AF.

the encoding used. Fig. 6.3 shows that when the order of the FrFT increases
the range resolution decreases. It is due to the fact that when the order of the
FrFT moves from 0 to 1 the bandwidth of the signal increases. The two cuts
show that the range and Doppler resolution of the both encoding schemes
are similar to an LFM waveform.
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Fig. 6.3a shows that when α is 0.2 the zero-Doppler cut obtained by using
both encoding schemes is similar to the case in which an LFM waveform
is transmitted; for α = [0.4, 0.5, 0.8], see Figs. 6.3b-6.3d, the zero-Doppler
cut obtained using a BFSK encoding scheme is similar to that obtained
considering an LFM waveform. While when a BPSK encoding scheme is used,
it presents higher sidelobes than an LFM waveform. In Fig. 6.4, it is shown
that the sidelobes at zero-delay cut of the BPSK are higher than the BFSK.
When the BPSK is used the peaks are at −20 dB below the maximum value.
Comparing the sidelobes for both cuts obtained by using BFSK and BPSK
encoding schemes, it can be seen that for both cuts the BPSK has higher
peaks than the BFSK. The high peaks obtained when the BPSK is used are
due to phase jumps between 0 and π. In addition, in both cuts the sidelobe
obtained considering an BFSK encoding are similar to an LFM waveform.

The peaks SLLs obtained considering the proposed waveform and LFM
one are calculated through 100 Monte Carlo runs, for values of α ∈ (0, 1)
while for each iteration different data information are embedded in the radar
waveform. The time-bandwidth of the LFM waveform is the same at that of
the proposed waveform. Fig. 6.5 shows for each value of α the mean value

(a) zero-Doppler cut

(b) zero-delay cut

Fig. 6.5. SLL when the BFSK encoding scheme and LFM waveform are used.
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and the interval between the minimum and maximum values of the SLL
when the BFSK is used. From Fig. 6.5a it can be seen that the mean value
of SLL at zero-Doppler cut is very close to the sidelobe level of an LFM
waveform. Additionally, for α ∈ (0, 0.4] the difference between the maximum
and minimum moves from 0.7 dB to 0.15 dB while when α is bigger than 0.4
the maximum and minimum are very close to the LFM value. As seen in
Fig. 6.5b, for α ∈ (0.1, 0.8] the difference is bigger than 0.3 dB and also for
this cut the SLL of the proposed waveform is very close to an LFM waveform.
Comparing the SLL at zero-Doppler cut with the SLL at zero-delay cut, it
can be seen that in Fig. 6.5a the SLL decreases while in Fig. 6.5b increases
with the values of α.
In Fig. 6.6 the mean value and the interval between the minimum and
maximum values of the SLL for each values of α ∈ [0, 1] are shown when
the BPSK encoding is applied, and they are compared with that obtained
transmitting an LFM waveform. Fig. 6.6a shows that the mean value of the
SLLs at zero-Doppler cut is not constant and a large difference between the
maximum and minimum is present. While in Fig. 6.6b is shown that the
mean values of the SLL at zero delay cut it close to mean values, however, in

(a) zero-Doppler cut

(b) zero-delay cut

Fig. 6.6. SLL when the BPSK encoding and LFM are used.
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this cases the maximum values do not exhibit a clear trend. In both cuts, the
mean value of the SLL is bigger than to that obtained considering an LFM
waveform. Comparing Fig. 6.5 with Fig. 6.6, it can be seen that when BPSK
encoding is used the SLL depends more on encoding and less on the FrFT
order. While when a BFSK is used the radar performance is similar to that
obtained considering an LFM waveform, thus the radar performance depends
less on the data information and more on the order of the FrFT.

In order to further motivate these results the variance of the mean values
σ2

SLLs is also calculated for both cuts by using the same values of α and the
same number of iterations. Fig. 6.7a and Fig. 6.7b show the variance of the
SLL at zero-Doppler and zero-delay cuts when a BFSK and BPSK are used,
respectively. Fig. 6.7a shows that the variance of SLL at zero-Doppler cut
moves from 0.0025 to 0 while the variance of SLL at zero-delay cut moves from
0 to 0.025. When a BFSK encoding is used the values of the SLL obtained
for different orders of the FrFT are spread close to their average value. While
Fig. 6.7b shows that when a BPSK scheme is used the SLLs diverge from
their average values.
This analysis highlights that for both encoding strategies the SLLs diverge
from their average value when the fractional order used is < 0.2 and > 0.8.
Meaning that values of α ∈ [0.3, 0.8] represent a more suitable range mitigating
the side-lobe modulation effect. The results obtained considering the AF and
its two main cuts have been shown that when the BFSK encoding scheme is
used the radar performance of the proposed joint radar and communication
system does not depend highly on the data information and it is similar to
than of an LFM waveform. As mentioned in chapter 2.3 the energy of the

(a) Variance when the BFSK is used. (b) Variance when the BPSK is used.

Fig. 6.7. Variance when the BFSK and BPSK encoding scheme are used.
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(a) Energy of the main lobe. (b) Energy outside of the main lobe.

Fig. 6.8. Energy for different zero-Doppler cuts when the FrFT is applied on
BFSK encoding scheme and when an LFM waveform is transmitted.

AF can go somewhere else. So it is interesting to compute the energy of
the AF for different zero-Doppler cuts. So the energy of the main lobe and
outside it, for the different zero-Doppler cuts, of the proposed waveform when
the FrFT is applied on the BFSK encoding scheme are illustrated in 6.8a
and 6.8b, respectively. Both energy is computed when α moves from 0.3 to
0.8 and for each value of alpha 100 Monte Carlo simulations are carried out.
Where in each iteration different data information are embedded in the radar
waveform. The both energies are compared with those obtained when an
LFM waveform is transmitted. The analysis is carried out considering the
same time-bandwidth product. Comparing Fig. 6.8a with Fig. 6.8b we can
see that for both waveform the energy of the main lobe is bigger than outside
of it. In addition, looking at 6.8b we can see that the energy outside of the
main lobe when the proposed waveform is transmitted is bigger than when an
LFM waveform is considered. This means that when the proposed waveform
is transmitted ghost target can arise leading to a degradation of the detection
performance. However, as we can see the difference between the two energy
outside the main lobe is less than 10 Joule. Consequently, in the rest of the
chapter, the performance of the proposed joint radar and communication
system is evaluated considering only the BFSK encoding scheme. While the
same parameters reported in Table 6.1 are used.
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6.2 User discrimination

In the proposed joint radar and communication system, multi user operations
are allowed by assigning a specific order of the FrFT to each user. When the
number of users increase, consequently, the difference between the orders of
the FrFT decreases leading to detection performance drop due to the rise of
ghost targets.
In this Section, the ability of proposed joint radar and communication system
to discriminate different users is analysed. The analysis is carried out when
two users share the same channel at the same time and they are uniquely
identified by two different orders of the FrFT.
The performance is assessed considering the cross-correlation function and
the ROC curves for different values of αdiff. Where αdiff is the difference
between the order assigned at each user. Due to the fact that in this Section
we want to show how the interference arises for different values of αdiff, the
performance is carried out considering a worst case scenario. This means that
the two users transmit the same data, they use the same PN sequence code
to spread their data, and the values of the power at which the respectively
signals are received by the radar are not take into account. The analysis is
carried out in cross-range domain, hence on the received radar signal after
the matched filter a Square Law Detector (SLD) is applied. Then to perform
the detection the magnitude of each waveform is compared with a CA-CFAR
detector [113].
The ROC curves show in Fig. 6.9 are created by plotting the Probability
of Detection (PD) against the Desired Probabilities of False Alarm (DPFA).
While the Probabilities of False Alarm (PFA) vs DPFA is illustrated in Fig. 6.10.
The curves shown in Fig. 6.9 and Fig. 6.10 are obtained at various threshold
setting and for a specific SNRradar. The CA-CFAR detector is used to set
the threshold. In this analysis the SNRradar is set at −8 dB. As the main
scope of this analysis is to show how the interference is arisen when the αdiff

decreases, the SNRradar is a symbolic value. The PFA is calculated based on
the number of false alarms and the number of trials, while PD is given from
the number of detection on the number of trials. The number of Monte Carlo
simulations used to obtain the results shown in Fig. 6.9 and in Fig. 6.10 is
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Fig. 6.9. Receiver Operating Characteristic curves between PD and design
DPFA.

given from:
Ntrials = 100

DPFA
(6.1)

where Ntrials is the number of Monte Carlo runs that they are needed to obtain
a DPFA. The performance is evaluated for values of DPFA=10−4, 10−3, 10−2.
The cross-correlation is a comparison between two waveforms and it measures
the orthogonality of one waveform relative to the other. Due to this, the
cross-correlation is used to justify the results shown in Fig. 6.9 and Fig. 6.10.
The cross-correlation function is obtained by calculating the mean value of 100
Monte Carlo runs for each αdiff. Fig. 6.11 shows that as αdiff moves from 0.1
to 0.001 there is an intensity increase in the cross-correlation. Consequently,
high cross-correlation values can lead to problems such as ghost targets
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Fig. 6.10. PFA values versus design DPFA.

112



Chapter 6. Performance of the proposed joint radar and communication
system

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
Normalised Time (t/ )

-100

-80

-60

-40

-20

0
dB

diff
=0.1

diff
=0.05

diff
=0.01

diff
=0.005

diff
=0.001

Fig. 6.11. Cross-Correlation between the main and interference users for
different values of αdiff.

which will increase the number of false alarms and in undesirable losses of
sensitivity for detection radar targets. This behaviour is more evident by
taking a close look at the curves shown in Fig. 6.9 and Fig. 6.10. In Fig. 6.10,
it can be seen that for αdiff ∈ [0.1, 0.005] the PFA is equal to DPFA while
for αdiff = 0.001 the PFA is not equal to DPFA. In Fig. 6.9 it can be seen
that for αdiff ∈ [0.1, 0.0001] the PD moves from 0.92 to 1. As we can see,
when αdiff is less than 0.001 the maximum value of the cross-correlation
is less than the maximum value of the SLLs and the radar performance is
preserved. While when αdiff is equal to 0.001 the maximum value of the
cross-correlation is close to the maximum value of the SLLs, consequently
the detection performance is degraded. The PFA increases because a ghost
target is detected. While the PD decreases, because the real target is not
detected due to the presence of the false target generated by the secondary
user. In summary, the simulation analysis shows that by applying a fraction
order division multiplexing, it is possible to allocate more than one users
in the same frequency band and at the same time without degrading the
detection performance. The minimum difference between two orders of the
FrFT preventing the detection performance to be degraded, can be obtained
through the maximum value of the cross-correlation between two waveforms,
that is equal to the maximum value of the SLLs.
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6.3 Multi target scenarios

In an automotive environment where more than one target is present, a radar
sensor must be able to distinguish the different targets and to measure the
range and velocity simultaneously and unambiguously. In this Section, the
capability of the proposed waveform to distinguish different targets in the
range-Doppler map is evaluated. The simulated parameters for the targets
used in this analysis are reported in Table 6.2. For the simplicity, in this
analysis, a order of the FrFT by 0.5 is used and the TW AV E is set at 0.013
millisecond. In Section 6.1, it has been shown that when the FrFT is applied
on the BFSK encoding scheme and for values of the order of the FrFT that
moves from 0.3 to 0.8 the radar performance of the proposed waveform is
similar to that obtained when an LFM waveform is transmitted, consequently,
this results can be obtained also using different orders of the FrFT.
The received radar signal can be written as:

srx(u) =
NT∑
i=1

AiXα(u − τi)ej2πfDiu (6.2)

where NT is the number of the targets present in the scene, Ai is the
amplitude received from i−th target, Xα is the transmitted radar signal with
order α, τi is the delay from i-th target and fD,i is the Doppler frequency of
the i-th target.
An example of ideal range-Doppler map considering four targets is illustrated
in Fig. 6.12. As we can see the echoes are received at the radar with different
levels of the power due to different range, R, according to (2.3). In multi
target scenarios, a weaker target may be masked by the sidelobes associated
to a stronger target. In order to solve this issue a windowing process is applied

Table 6.2: Location of the targets

R (m) fD (Hz) Pradar (dB)
2 1425.9 -26.4
5 6415.7 -58.24
5 9981.5 -58.24
7 -1426 -70
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Fig. 6.12. Multi target environment, when 4 targets are present.

[113]. In this analysis, a Blackman Harris windows has been applied to reduce
the SLLs at both range and Doppler domain.
The range-Doppler detection shown in Fig. 6.13 is obtained applying the
CA-CFAR on the range-Doppler map, Fig. 6.12. The range-Doppler detection
is obtained whit a (DPFA) by 10−4, while the number of guard and training
cells are set at 50 and 20, respectively.
Comparing Fig. 6.13 with the actual locations of the targets in Table 6.2, it

can be seen that multiple targets can be separated even if they are located
at the same distances or have different distance and Doppler frequencies.
The main goal of this Section has been to illustrate that using the proposed

Fig. 6.13. Range-Doppler detection when 4 targets are present.
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system the range and Doppler frequency of the targets can be estimated.
Consequently the proposed waveform fits for an automotive environment.

6.4 Multi User scenario

In an automotive environment, the targets may also transmit a radar signal.
Hence, in this environment mutual radar interference can arise leading to a
degradation of the radar performance. In multi user scenarios, the received
radar signal can be written as:

R(u) = srx(u) + Irx(u) (6.3)

where srx(u) is the radar signal calculated from (6.2) and Irx(u) is direct
signal received from the other users, it is given by:

Irx(u) =
NI∑

k=1
CkXαk

(u − τ̃k)ej2πf̃Dku (6.4)

where NI is the number of interfering users, which in this analysis is equal
to the number of the target, see Section 6.3, Ck is the amplitude of the k-th
interference signal received from the radar, and τ̃k is the one way propagation
delay between radar and k-th target, and f̃Dk

is the Doppler frequency
calculated on single path between radar and k-th user. In order to take into
account the lack of synchronisation between the radar and each user, the delay,
τ̃ , is modelled as a uniform distribution while the Doppler is deterministic.
The interference power received at the radar from k-th user is given by Friis
equation, [40], which can be written as:

PInt,k = PtGtGr

(
λ

4π

)2 ( 1
RIntk

)2

(6.5)

where RIntk
is the distance from the interfering user to the radar.

In this analysis, the targets are also the source of interference, hence
RInt is equal to R. The performance is evaluated considering a worst case
scenario where the radar receives both radar and interference signal in its
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Table 6.3: Interference power

User α Initial Conditions PInter (dB) TW AV E millisecond
1 0.5 001 0.013
2 0.6 101 -8 0.011
3 0.4 110 -8 0.015
4 0.7 010 7.6 0.008
5 0.8 111 -20 0.005

mainlobe. The order α, the initial conditions of the PN sequence, the power
of interference, and the time duration of each waveform is given in Table 6.3.
Comparing the received power scattered by a target Table 6.2 with the received
power from an interference user Table 6.3, we can see that the interference
signal is almost higher than the reflected radar signal and hence appears as
noise in the range-Doppler map. Fig. 6.14 shows the range-Doppler map
when the targets are also the source of interference. Comparing Fig. 6.14
with the range-Doppler map illustrated in Section 6.3 we can see that in multi
user scenario strong interference is present.

The range-Doppler detection obtained applying the CA-CFAR on range-
Doppler map shown in Fig. 6.14 is illustrated in Fig. 6.15. The parameters
of the CA-CFAR are the same used in Section 6.3. Comparing Fig. 6.15 with
Fig. 6.13 we can see that the target at 7 meters is not detected. This is due to
the fact that the maximum power value of interference signal is −20 dB while

Fig. 6.14. Range-Doppler map in multi user scenarios.
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Fig. 6.15. Range-Doppler detection in multi user scenarios.

the power value of the real target at 7 meters is −21.34 dB. Consequently
this small difference leads to masking of the target with low intensity.

Additionally, Fig. 6.16 shows the range-Doppler map when each user
transmits a FCLFM waveform. The bandwidth, time duration and windowing
are the same to the ones used to obtain the range-Doppler map shown in
Fig. 6.14. As it can be seen even when the radar transmits a LFMF waveform
strong interference is present. Comparing Fig. 6.16 with Fig. 6.14, we can
see that in both cases the interference is present. Thus, it is due to the fact
that the waveforms are not orthogonal and the power of the interfering signal
is higher than the useful radar signal rather than the data information. In
this analysis using a simple CA-CFAR detector the target at 7 meters is

Fig. 6.16. Range-Doppler map, with LFMF waveform.
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not detected, however using a different CFAR techniques this target may be
detected. A simple CA-CFAR has been used to demonstrate that the mutual
radar interference caused by other users that use the same channel at the
same time leads to a degradation of the detection performance.

6.5 Detection Performance versus SINR

In this Section, the ROC curves are derived to assess the detection performance
for different values of SINRradar.
As we are considering both noise and interference we must revise the signal
model used so far, thus we write the received radar signal as:

y(u) = R(u) + n(u) (6.6)

where R(u) is given by (6.3) while n(u) is the noise modelled as AWGN.
The analysis is carried out considering a worst case scenario where the radar
receives both radar and interference signals in its mainlobe.
The SINR at the receive radar can be written as

SINR =
∑NT

i=1 PRadar,i∑NI
k=1 PInt,k + Pnoise

(6.7)

where PRadar,i and PInt,k are given by (2.3) and (6.5), respectively, while Pnoise

is the power of background noise.
The detection performance is derived by considering a simple scenario in
which a user and a target/user are present. For this scenario, the SINR given
by (6.7) becomes:

SINR = PRadar∑2
k=1 PInt,k + Pnoise

(6.8)

In this framework the users are uniquely identified from different orders
of the FrFT and they use different PN codes of the same length to spread
the raw data, these parameters are listed in Table 6.4. The ROC curves
are derived considering three values of SINR -49 dB, -69 dB and -83.3 dB,
these values correspond to different automotive scenarios. The first value
corresponds to a scenario where the target and user/interference are at 3
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Table 6.4: Simulated Users Parameter

User α Initial Conditions
Main 0.5 001

1 0.4 110
2 0.6 101

meters from the radar, while the second and the third value correspond to
a scenario where the user is at 3 meters from the radar and the target/user
is placed 6 and 9 meters from the radar, respectively. These SINR values
are calculated before of the processing gains, i.e matched filter and coherent
processing. This means that after the processing a gain is introduced. We
consider zero mean noise with variance σ2

n = 1.02. Also this value of the
noise is symbolic, because we want to show that the interference leads to a
degradation of the detection performance.
The ROC curves shown in Fig. 6.17 are obtained with 104 iterations and for
each iteration different data information are embedded in the radar waveform.
The ROC curves are derived at various threshold settings based on a CA-
CFAR detector and for three values of desired false alarm rate DPF A 10−4,10−3

and 10−2.
From Fig. 6.17, it can be appreciated that when the SINR is −49 dB the
target is detected with a PD approaching 1 even when DPF A is 10−4. While
in order to obtain a PD of 0.9 when the SINR is −69 dB it is necessary to
decrease the false alarm rate at 10−2. In an automotive environment, the radar
sensors are key components for comfort and safety functions. This means
that a low DPFA is required. For a more reasonable value of DPFA = 10−3 the
detection detection probability is less than 0.4. In an automotive environment
where the number of the users that share the same channel at the same time
is continuously growing, high mutual radar interference is expected. As shown
in Fig. 6.17 high values of interference leads to a degradation of the detection
performance. In order to solve this problem additional strategies to mitigate
the interference are required and will be introduced in chapter 7.
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Fig. 6.17. ROC curves in multi user scenarios.

6.6 Communication performance

In previous Sections, it has been shown that the radar performance of the
proposed joint radar and communication system using a BFSK encoding
scheme does not depend highly on the data information embedded in the
radar waveform. In this Section, the capability of the proposed system to
achieve also a communication link is demonstrated. In order to evaluate the
communication performance, the signal is assumed to experience a slow-flat
fading channel [128], therefore a time-invariant narrowband channel model
is considered. Let be stx the vector which contains the transmitted signal
samples. The received signal can be written as:

y = h ◦ stx + n (6.9)

where h is the vector that contains the channel coefficients, n is the white
Gaussian noise, and the operator (◦) indicates the Hadamard, or entry-wise,
product.
The complex elements of the vector h are drawn from a statistical distribution
whose parameters depend on the propagation path [105]. In addition to the
AWGN, the only scenario for which h = 1, three other cases are considered.
For cases of which the LOS path is present, the channel is modelled as Rician
with a Rice factor of 4 dB. Conversely, when no LOS path exists, the channel
coefficients h are draw from a Rayleigh distribution with scale parameter√

2/2. Finally, in order to take into account shadowing and diffraction that
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can occur in urban environment, a combination of Rice and Lognormal is
considered [27]. In this case, the channel coefficients are obtained as the
product of a Rice process normalised in power and a Lognormal variable,
whose associated Gaussian variable has a standard derivation of 4.
The communication performance is evaluated only when the BFSK encoding
is used as it resulted to be the approach that affect less the radar performance
(see Section 6.1). In this Section the performance is evaluated considering
two scenarios. In the first scenario, the performance is evaluated for different
values of SNRcomms in terms of BER. While in the second scenario, the BER
is carried out considering different SINRcomms values. The BER is defined
as the ratio between the number of bits wrongly decoded and the total
number of bits sent. Additionally, the first scenario corresponds at a scenario
where only single user is present and the SNRcomms is calculated after the
synchronization step. In the second scenario more than one user transmits
the signal on the same channel and at the same time, in this scenario the
SINRcomms is calculated after the RRC filter.

6.6.1 Single User scenarios

In a single user scenario, where only one user transmits the data on the
channel, hence the interference is not present and the received communication
signal is given by (6.9). The BER versus SNRcomms for four different channel
models as: AWGN, Rice, Rayleigh and Lognormal is illustrated in Fig. 6.18.
The BER for each channel is obtained via 107 Monte Carlo runs order α = 0.5
and with SNRcomms from −20 to 20 dB. In this analysis, the communication
performance is evaluated considering a single order of the FrFT, because the
main goal is to illustrate that using the proposed system a communication
link is also achieved.
In rural environment where the main component is LOS and the channel is
modelled as a Rice, a BER = 10−4 is obtained with an SNRcomms of 15 dB.
In urban environment the signal is subject to diffraction and shadowing hence
the channel is modelled as a Lognormal to ensure a BER of 10−4 it is required
to have SNRcomms of some dBs more than in rural environment. Furthermore,
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Fig. 6.18. Bit Error Rate versus SNRcomms when the BFSK encoding is used.

where the LOS is not present and the channel is modelled as Rayleigh, a
BER= 10−4 is obtained with an SNRcomms of 20 dB.

6.6.2 Link Budget

In the following, the link budget and radar equation for the communication
and radar applications are calculated. The SNR is chosen depending on the
desired radar and communication performance. Typical system parameters
and requirements are summarised in Table 6.5. The maximum radar range,
Rmax and the maximum radar-communication receiver distance, RInt,max are
obtained. For this specific analysis, the radar link budget is obtained by
rearranging the radar range equation, 2.6 as follows:

Table 6.5: Link budget parameters

Parameters Description Values
Pt Transmit Power. 20 dBm
Gt Transmit Antenna Gain. 30 dB

Gr,comm Communication receiver antenna gain. 7 dB
σradar Radar Cross Section. 1

λ Wavelength 0.389 cm
k Boltzmann’s constant 1.38 × 10−23 J/K

TO Noise reference temperature 290 K
F Radar and communication noise figure 5 dB
Bw Bandwidth 150 MHz
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Rmax = 4

√√√√ PtGtGrλ2σradar

(4π)3FkT0BwSNRradar

(6.10)

while the radar-communication receiver distance RInt,max is obtained by
rearranging (6.5)

RInt,max = 4

√√√√ PtGtGrλ2

(4π)2FkT0BwSNRcomms

(6.11)

For the communication, in an urban environment a SNRcomms = 20 dB secures
a BER= 10−4. At the same time, a data stream of 0.7 Mb/s can de directed to
a communication receiver placed at a distance of 400 km. For the radar when
SNRradar = 8 dB, a target with Radar Cross Section of 1 m2 can be detected
at a maximum range of 79.72 m. Typically, in an automotive environment,
multiple users shall be able to communicate with each other. In cases where
the users are in close proximity, different fractional orders can be allocated
in each user, while those fractional orders can be reused in cases where the
users are at higher distance RInt,max.

6.6.3 Multi User scenarios

In a scenario where more than one user transmits its data on a channel that
it also shared from other user, the received signal, srx can be written as:

srx =
NT∑
i=1

sRadar,i +
NI∑

k=1
sCom,i (6.12)

where sRadar,i and sCom,i contains the scattered signal samples from the i-th
target and transmitted signal samples from k-th user.

Table 6.6: Simulated Users Parameter
User α Initial Conditions
Main 0.5 001

1 0.4 110
2 0.6 101
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The SINRcomms can be written as:

SINRcomms = PCom,M∑NI
k=2 PCom,k +∑NT

i=1 PRa,i + Pn

(6.13)

where Pcomms,M and Pcomms,k are the power of the communication signal sent
by the main user and k-th user respectively. The signal sent by the k-th user
is seen as interference signal. While PRa,i is the power radar scattered by the
i-th target. The power of communication signal is given by (6.5) while the
power radar scattered is given by (2.3).
In this analysis, the noise is modelled as AWGN with zero mean and variance
σ2

n = 1.02. The communication performance is evaluated considering a
scenario where a user/target and interference user are present. For this
scenario, the SINR given by (6.13) becomes:

SINRcomms = Pcomms,M

Pcomms,1 + Pradar,M + Pn

(6.14)

The FrFT orders α and the initial conditions to generate different PN codes
used in this analysis are listed in Table 6.6. The BER curves are obtained
considering four values of SINRcomms, which are 27 dB, 33 dB, 42 dB, and
49 dB. The curves shown in Fig. 6.19 are obtained with 105 Monte Carlo
runs. In rural environment when the SINRcomms moves from 27 dB to 49 dB
the BER moves from 10−1 to 10−3. In urban environments where the signal
is subject to diffraction a BER 1.410−3 is obtained when SINRcomms is 49 dB.
In the same scenario to ensure a BER less than 10−2 the SINRcomms has to be
higher than 44 dB. Therefore to obtain the same BER in urban environments
as in rural environments the SINRcomms has be 10 dB higher. Furthermore,
where the LOS is not present, a with SINRcomms of 49 dB the BER is 3.410−2.
Additionally, when the channel is modelled as AWGN the BER is zero.
The communication performance has shown that in order to obtain a high
value of the BER a high values of SNRcomms and SINRcomms are required.
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Fig. 6.19. Bit Error Rate versus SINRcomms when the BFSK encoding is used.

6.7 Conclusion

In this chapter the radar and communication performance of the proposed
joint radar and communication system have been computed. The goal of
this chapter has been to show that the radar performance is similar to that
obtained when an LFM waveform is transmitted, and at the same time a
communication link is also achieved. The results have shown using the same
waveform it is possible to do radar and communication function at the same
time and in the same frequency. Thus, on the receiver side both functions
can be applied without to separate the two waveforms as it carried out in
the Spread Spectrum techniques (see Section 4.2.1). In addition, due to the
fact that the data information are embedded directly in the radar waveform
a diversity antenna patter is not achieved as it is proposed, Section 4.2.2, in
Dual radar and communication function.
The results have shown that when a BFSK encoding scheme is used the
radar performance is similar to an LFM waveform. Thus means, that on
receive radar side the standard radar processing can be applied directly on
the received signal and its performance does not depend highly on the data
information. However, in a joint radar and communication system based on
OFDM, the radar parameters can be estimated only after those data informa-
tion are removed by the received radar signal. In addition, the results have
shown that by employing a multiplexing fractional it is possible to allocate
more than one user in the same frequency band. So that preserving the radar
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performance and the range resolution will only depend on the order of the
FrFT rather than OFDM, where in multi user scenarios the range resolution
depends on the number of the users sharing the same bandwidth at the same
time. In an OFDM system at each user more than one sub-carrier are assigned.
Thus means that a high bit rate is achieved than in the proposed system,
where a single sub-carrier is assigned at each user. In addition, in OFDM
the communication performance is better than the proposed framework. It
is due to the fact that a BPSK encoding scheme has been applied. So, in
terms of the radar performance the proposed system is favoured than the
OFDM, due to the fact that the radar processing can be applied directly on
the received radar signal without to demodulate the signal and the range
resolution does not change than the number of users. On the other hand, for
the communication performance the OFDM is favoured, due to the fact that
a high bit rate can be achieved and the BER is better than that obtained
when the proposed system has been used.
The Co-Radar and the proposed system use the FrFT to embed data infor-
mation into radar waveform. As mentioned in the previous chapter the main
differences are that in Co-Radar system the multiplexing fractional order
has been used to embed more than one sub-carriers in the same pulse thus
leads to increase the bit rate. On the other hand, in the proposed system the
multiplexing fractional order has been adopted to allocate more than one user.
So, in order to transmit the data in the proposed system a single user can
adopt a single sub-carrier instead of more than one as in Co-Radar system.
In addition, in the proposed system the waveforms have been transmitted in
a consecutive manner. The results have shown that the proposed system fits
for an automotive environment, due to its capacity to estimate range and
Doppler frequency in unambiguous manner, even in multi target situations.
In this chapter, it has been shown that in this system the radar function can
be carried out with arbitrary transmitted data and the radar performance is
not affected too much by the data information. However, a low bit rate and
a poor BER are achieved. In addition, the results have been shown that in
multi user scenarios, due to the fact the users transmit also a communication
signal strong mutual radar interference has arisen leading to a degradation
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of the radar performance. In order to solve this issue in next chapter two
interference mitigation framework will be presented.
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Chapter 7

Interference Mitigation
Strategies for the proposed
system

In an automotive environment, where multiple users are in close proxim-
ity to each other and moreover these operate in the same frequency band
mutual radar interference may arise as shown in Section 6.4. The mutual
radar interference leads to a degradation of the detection performance as
illustrated in Section 6.5. In the second part of chapter 4 different strategies
to mitigate the mutual radar interference have been presented. In a joint
radar communication system due to the capacity of the radar to reconstruct
the received interference signal. So this interference can be reconstructed and
then mitigated. In this chapter two interference mitigation approaches for
the proposed joint radar and communication system are introduced. The
successful waveform reconstruction depends on accurate estimation of some
key parameters such as delay τ̃ , Doppler frequency f̃D, and the amplitude C
of received interfering signals.
In the first framework, the interference is mitigated in a coherent manner.
While in the second framework, the interference is alleviated in a non-coherent
manner.
The performance of the coherent framework is evaluated in terms of Signal
Interference Ratio obtained when the interference has been mitigated, SIRout,
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against different offset values such as Doppler frequency and received am-
plitude of the interfering signal. This performance is evaluated when the
received and reconstructed are obtained by applying the framework illustrated
in Section 5.1, and when the received signal is generated applying the Matlab
function while the interference signal is reconstructed by using the mathe-
matical model presented in Section 5.1.2. These performances are compared
with those obtained when the non-coherent framework is applied considering
the same scenario.
In order to improve the detection performance shown in Section 6.5 the
non-coherent framework is applied. In addition, the performance of the
non-coherent framework is also evaluated by considering three scenarios: in
the first two scenarios the radar transmitter is switched off, so the radar
receives only the signal from the interference user. In the first scenario, the
performance is evaluated on simulated signal without noise, while in the
second scenario, the interference mitigation is applied on real data acquired
using a SDR device. Finally, in the third scenario the radar transmitter is on
and a target is present.
The remainder of the chapter is organized as follows. The coherent framework
interference is presented in Section 7.1. In Section 7.2 the non-coherent frame-
work is described. In Section 7.3 the performance of these two frameworks
are evaluated in terms of SIRout against different offset values of Doppler fre-
quency and received amplitude of the interference signal. The improvement of
the detection performance using the non-coherent framework is illustrated in
Section 7.4. In Section 7.5 the non-coherent framework is analysed by means
of simulated interference signals when the radar transmitter is switched off,
consequently, only the interference signal is received. Finally, in Section 7.6
the performance is evaluated using the real data.

7.1 Coherent Interference Framework

The coherent interference mitigation framework is illustrated in Fig. 7.1. In
order to reconstruct the interference on the received signal two stages are
applied. In the first stage, the communication operations are applied to recover
the bits sent by other users. When the bits are recovered, the interference
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Fig. 7.1. Interference mitigation framework where the subtraction is carried
out in coherent manner.

signal can be reconstructed using the waveform generator, Section 5.1, or the
mathematical model presented in Section 5.1.2. After these two stages, the
interference is rebuilt. The sum is carried out by taking into account the
estimated time delay of the interfering signals. After these operations, the
reconstructed interfering signal is coherently subtracted from the received
radar signal. At this stage, the residual signal can be processed with the
standard radar processing tools. The estimation of the amplitude of the
received interference is obtained by applying a matched filter between the
received and reconstructed interference. The buffer is used to store the
received signal until the interference signal has been reconstructed.

7.2 Non-coherent Interference Mitigation
Framework

In Section 7.1 a coherent interference framework has been presented. When
the subtraction is carried out in a coherent manner a small error on the
estimation of the Doppler frequency may lead to a lack of the synchronization.
Consequently, the subtraction will not be performed in a correct way and
further interference components may be introduced. In order to improve the
performance even in scenario where the Doppler frequency of the interfer-
ing user is not perfectly estimated a non-coherent interference mitigation
framework is introduced. The block diagram of the proposed framework is
represented in Fig. 7.2. In this framework, the subtraction is carried out
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Fig. 7.2. Interference mitigation framework where the subtraction is carried
out in non-coherent manner.

between the absolute values of the radar plus interference parameters DPT +I

and the interference parameters DPI . In other words, the subtraction is
applied between the range-Doppler map or (i.e range profile, spectrograms)
when the targets and interference are present and the range-Doppler map
or (i.e. range profile, spectrograms) obtained by the reconstructed interfer-
ence signal. Given the loss of phase information, further processing that
would need interference free inputs would need to be intensity based only
(i.e. detection and target recognition), however the Doppler information
can be obtained from the interference free range-Doppler map or from the
spectrogram obtained at the end of the interference removal process.
As it is shown in Fig. 7.2 on the received signal, two parallel processes are
carried out. In the first, the standard radar processing tool is applied, the
output of this process is indicated with DPT +I . The parameters obtained
at this point are influenced by both target and interference components.
Moreover, in order to recover the bits sent by the interference users the
demodulation functions are applied. After this step, the interference signal
can be reconstructed by applying the waveform generator as described in
Section 5.1 or by using the signal model as described in Section 5.1.2. These
operations are repeated for each interfering user present in the received signal,
and then a sum between all reconstructed signal is carried out. After the
loop the following signal is obtained:
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I(u) =
NI∑

k=1
ĈkÎkαI,k

(u − τ̂I,k)ej2πf̂D,ku (7.1)

In order to obtain the interference parameters, the signal I(u) is organized
into a fast-time/slow-time data matrix. At the end of this stage, a correlation
between the signal obtained after the loop, (7.1), and the radar signal, Xα(u),
in fast-time is carried out, while a Doppler processing is applied in slow-
time. At the end of these stages DPI is obtained. In order to mitigate the
interference by the targets plus interference parameters, a subtraction between
the absolute value of DPT +I and DPI is carried out. After this process, the
absolute value of the residual intensity is shown.

7.3 Performance of the proposed frameworks

In this Section, the performance of the coherent framework is evaluated when
the Doppler frequency and the received amplitude of the interference signal
are not perfectly estimated and then this performance is compared with that
obtained when the interference is mitigated using the non-coherent framework.
The analysis is performed in terms of the SIRout obtained after the interference
mitigation and for different offset values such as Doppler frequency, δf̃D

and
amplitude δC.
When the interference is mitigated using the coherent framework the SIRout

is calculated as:
SIRout = PRadar

PInt
(7.2)

While when the subtraction is performed in a non-coherent manner the SIRout

is calculated as the ratio of the power associated to DPT and DPI . Where
DPT indicates the parameters contained only target.
The analysis is carried out when the Doppler frequency and the amplitude of
the received interference signal are set at 1 kHz and 0.85, respectively.

Interference frameworks based on waveform generation

In this analysis, the bits are mapped though the BFSK encoding and the
values of each parameter are reported in Table 6.1. The SIRout versus offset
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Fig. 7.3. SIRout obtained when both frameworks are applied against the offset
frequency δf̃D

.

frequency is illustrated in Fig. 7.3. The two curves are obtained when the
interference is mitigated by using the coherent and non-coherent framework,
respectively. Fig. 7.3 shows that when δf̃D

∈ [0.005, 800] Hz the SIRout ob-
tained using the coherent framework moves from 137 dB to −53 dB. As
it can be seen when δf̃D

is at 15 Hz a SIRout by 0 dB is obtained. When
δf̃D

∈ [0.05, 15] Hz the SIRout obtained applying the coherent framework
moves from 137 dB to 0 dB. Thus, an error by 15 Hz of the Doppler frequency
leads to a drop of the SIRout by 137 dB. Comparing SIRout with SIR before
the interference mitigation, SIRIn = 49.9 dB, we can see that when δf̃D

is
bigger than 200 Hz the SIRout of the coherent framework is bigger than SIRIn,
consequently, the interference is not mitigated. On the other hand, when the
interference is mitigated by using the non-coherent framework, we can see
that for the same values of δf̃D

the SIRout moves from 177 dB to −32 dB.
Comparing the two curves shown in Fig. 7.3, it can be seen that the per-
formance of the non-coherent framework does not depend highly on the
estimation of the Doppler frequency of the interfering user.
In Fig. 7.4 the SIRout against different δC values obtained by using the two

frameworks is illustrated. When δC moves from 0 to 0.85 the SIRout obtained
by the two frameworks moves from 105 dB to SIRIn. The SIRout is equal to
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Fig. 7.4. SIRout obtained when both frameworks are applied against the offset
amplitude δC.

SIRIn only when the δC is set at the same value of the received amplitude.
These curves show that the performance of these two frameworks depends on
the estimation amplitude in the same manner.
When the delay is not perfectly estimated the two frameworks cannot be
applied. This is due to the fact that in order to apply the IFrFT a perfectly
time synchronisation is required. This is the main limitation of the proposed
joint radar and communication system has been described in chapter 5.

Interference frameworks based on signal model

In this analysis, the received signal are generated by using the Matlab func-
tion while the signal is reconstructed by using the signal model derived in
Section 5.1.2. The analysis is carried out considering the same values by
δf̃D

and δC used in Section 7.3. In Fig. 7.5 the SIRout against the δf̃D
is

shown. The two curves shown that a small value of δf̃D
leads to a low SIRout.

However, comparing the two curves we can see that the performance of the
non-coherent framework is better than those obtained when the coherent
subtraction is carried out.
The SIRout versus different values by δC is illustrated in Fig. 7.6. The SIRout

of the non-coherent framework moves from 1.5 dB to SIRIn = 49.9 dB, while
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Fig. 7.5. SIRout obtained when both frameworks are applied against the offset
frequency δf̃D

considering that the interference signal is reconstructed using
the analytical model of the proposed joint radar and communication system.

when the subtraction is carried out in a coherent manner the SIRout moves
from −49.9 dB to −20 dB. Comparing Fig. 7.3 and Fig. 7.4 with Fig. 7.5
and Fig. 7.6 we can see that in both cases the performance of the non-coherent

Fig. 7.6. SIRout obtained when both frameworks are applied against the offset
amplitude δC considering that the interference signal is reconstructed using
the analytical model of the proposed joint radar and communication system.
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framework is better than to that obtained when the subtraction is carried
out in a coherent manner. Additionally, when the interference signal is recon-
structed by using the analytical model a drop of the performance is achieved.
It is due to the fact that as illustrated in Section 5.1.2, the Mean Square
Error of the phase between the two signals is very high.
Finally, comparing the two frameworks we can see that after the coherent
framework the phase of the signal is preserved and the framework can work
in cases where the interference will saturate the receiver. However, in this
Section has been shown that the performance depends highly on the esti-
mated of the Doppler frequency of the interference signal. On the other hand,
the non-coherent framework can work even in scenario where the f̂D is not
perfectly estimated. However, this framework can be fail in cases where the
interference will saturate the receiver.
In the rest of the chapter the analysis is carried out considering only the
non-coherent framework.

7.4 Assessment of non-coherent interference
mitigation

In this Section, in order to assess the interference mitigation impact, the
detection performance in terms of ROC curves held in Section 6.5 is repeated
when interference is mitigated applying the non-coherent framework. The
ROC curves shown in Fig. 7.7 are obtained following two scenarios: when the
parameters are estimated and when each parameter is perfectly estimated.
The ROC curves obtained from these two scenarios are illustrated in Fig. 7.7a
and Fig. 7.7b, respectively.
In Fig. 7.7a is shown that when SINRradar moves from −49 dB to −69 dB the
detection probabilities move from 0.9 to 1. While when SINRradar is −83.3 dB
the maximum value of detection probabilities is 0.6 and it is obtained when
DPF A is 10−2. These results are obtained in scenario where II and τ̃ are
perfectly estimated while δf̃D

and δC are 143 Hz and 0.002, respectively.
Comparing the ROC curves obtained after interference mitigation, Fig. 7.7a,
with those obtained when the interference is present, see Section 6.5, we can
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see that SINRradar ∈ (0, −69) before interference mitigation results to PD ∈
(0.1, 1) while when the interference has been mitigated PD moves from 0.9 to
1, while for SINRradar ∈ (−69, −83.3) the PD before interference mitigation
moves from 0 to 0.2 while after interference processing PD ∈ (0.4, 0.7). These
results shown that when a non-coherent framework is applied an improvement
of the detection performance is obtained.
Finally, comparing Fig. 7.7a with Fig. 7.7b we can see that the detection
performance obtained when the parameters are estimated is the same to that
when the parameters are known.

(a) Using the estimated parameters.

(b) Parameters are perfectly estimated.

Fig. 7.7. ROC curves obtained after interference mitigation, where in 7.7a each
parameter is estimated, while in 7.7b the parameters are perfectly estimated

.
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7.5 Non-Coherent Interference Mitigation On
Simulated Signal

In this Section, the performance is assessed by means of simulated interference
signals. The analysis is carried out by considering PSD and spectrogram
representation. The performance is quantified by considering that the radar
receives only the signal sent from the interference user meaning that the
received signal contains no target information, but only the interference signal.
The system parameters are listed in Table 7.1. These parameters are detailed
in Section 5.1. Where GchRadar

and GchInt are the gains of the radar and
interference channel respectively, while GchReceive

is the gain of the receive
channel. The length of the radar waveform, Xα is 0.39 ms while the CPI is
0.0786 s, the order α of the FrFT is 0.5 and a BFSK encoding is used. These
parameters have been chosen to obtain a low computational cost. A carrier
frequency of 2 GHz is chosen to provide comparison with the experimental
results in Sections 7.6. The received radar signal is

Irx(u) = IαI
(u − τ̃)ej2πf̃Du (7.3)

Table 7.1: System Parameters for a low computational cost
Parameters Description Values

fc Operating Frequency. 2 GHz
Nb Number of bits. 9
Gg Random bits. 1
Ns Number of samples per symbols. 4
Fs Sampling Frequency. 1 MHz
β Roll off factor. 0.95
S Filter Span in Symbols. 24
Rs Output Samples per Symbols. 13
Lp Length of PN Sequence. 7
fsep Frequency separation. 8 KHz

PN sequence Primitive Polynomial. z3+z2+1
GchRadar

Radar Transmit Gain Value. 10 dB
GchInter

Interference Transmit Gain Value. 55 dB
GchReceive

Receive Gain Value 30 dB
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Fig. 7.8. Power Spectral Density of the simulated signal before and after
interference mitigation.

where IαI
is interference signal with order αI = 0.4, τ̃ is set at zero, and f̃D

is set at 100 Hz. The reconstructed signal is

Îrec(u) = ÎαI
(u − τ̂)ej2πf̂Du (7.4)

The time delay and amplitude are perfectly estimated while f̂D is 100.12 Hz.
The PSDs of (7.3) and (7.4) are

Srr(f) = |F(Irx(u))|2 (7.5)

S̃rr(f) = |F(Îrec(u)|2 (7.6)

In Fig. 7.8 the PSDs obtained before and after interference mitigation are
illustrated. The PSD before interference mitigation is obtained by (7.5) where
the maximum and mean values are 79 dB and 50.31 dB, respectively. In order
to decrease these values the non-coherent interference framework is applied.
In other word, a subtraction between (7.5) and (7.6) is carried out. After this
process, the interference has been mitigated and the maximum and minimum
values are 61 dB and 34.31 dB, respectively. Comparing the two plots shown
in Fig. 7.8 it can be seen that the maximum value has been decreased by
18 dB and the mean by 16 dB.
The spectrograms shown in Fig.7.9 are obtained by following these process:
the range bins are summed and then a STFT is applied in slow-time. The
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(a) α = 0.2

(b) α = 0.4

Fig. 7.9. Spectrograms of the received signal 7.9a before and 7.9b after
interference mitigation. The figures are normalized with the respect to the
maximum values obtained by 7.9a.

range bins are obtained by filtering the interference signal, (7.3), with a filter
matched to the radar signal Xα(u). The spectrograms are generated by using
a Hamming window of length 0.742 seconds and 99% overlap.
The spectrogram obtained applying the STFT on the received signal is shown
in Fig. 7.9a, where a strong frequency component, see at 100 Hz, is present
due to the interfering signal. While the spectrogram shown in Fig. 7.9b is
obtained when the interference is mitigated. The maximum value of the
spectrogram after the interference mitigation is 22.6 dB below the maximum
value obtained before that the interference is mitigated.
In this Section, it has been shown that after the interference mitigation the
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mean power has significantly reduced, see Fig. 7.8. This means, that in multi
user scenarios, interference mitigation leads to an improvement in terms of
estimation radar parameters. Additionally, in Fig. 7.9 it is also demonstrated
that the same processing can be applied to obtain an improvement on time
frequency analysis. In an automotive environment, where more than one user
wants to use the same channel at the same time, the proposed interference
mitigation framework leads to an improvement in terms of estimation radar
performance, as range, Doppler frequency, and time frequency analysis.

7.6 Non-Coherent Interference Mitigation on
Real Signal

In this Section, the performance of the non-coherent framework is evaluated on
real data. The real data are acquired in a controlled laboratory environment
and the acquisition geometry is illustrated in Fig. 7.10. The monostatic radar
is placed at bottom left, the interference users at the top right and the
orange area indicates where a person is walking towards and away from
the radar to generate a Doppler signal. The distance RInt is 1.80 m. The
analysis is performed following three scenarios. In the first scenario, the

Fig. 7.10. Acquisition geometry of the laboratory-based experimental cam-
paign.
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Fig. 7.11. Power Spectral Density of the real signal before and after interfer-
ence mitigation.

transmitter of the radar is switched off, while in the second scenario and third
scenarios the transmitter is switched on and one and two interference users
are present, respectively. In this experimental the same parameters presented
in Section 7.5 are used.

A single interfering user

When the transmitter is switched off, the received signal interference is

y(u) = Irx(u) + n(u) (7.7)

where Irx(u) is obtained by (7.3) while n(u) is the noise, where the mean value
is −40 dB. In this analysis, δC and δf̃D

are 0.007 and 0.12 Hz, respectively,
while the delay is perfectly estimated.
The PSD obtained from the received signal (7.7) and that obtained after
interference mitigation are shown in Fig. 7.11. The maximum and mean
values of the PSD obtained before interference mitigation are 78.89 dB and
49.89 dB respectively. While when the interference has been alleviated the
maximum values is decreased by 7 dB and the mean by 8 dB.
The spectrograms shown in Fig. 7.12 are obtained when the target is not
present and the same processing and parameters as described in Section 7.5
are applied. Comparing Fig.7.12a with Fig. 7.12b we can see that the inten-
sity at 100 Hz is decreased by 20.9 dB.
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(a) α = 0.2

(b) α = 0.4

Fig. 7.12. Spectrograms of the received signal 7.12a before and 7.12b after
interference mitigation. The figures are normalized with the respect to the
maximum values obtained by 7.12a.
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Fig. 7.13. Spectrum of the received and simulated signal.

Comparing the results from the laboratory data with those from the simulated
signal (see Section 7.5 and Section 7.6), it can be seen that lower interfer-
ence reduction is achieved. Particularly, comparing the PSD in Fig. 7.8 and
Fig. 7.11 it is noted that for the simulation signal the mean and maximum
of the interference is reduced by 16 dB and 18 dB while for the real signal
a reduction of 7 dB and 8 dB is obtained, respectively. Furthermore, com-
paring the spectrograms in the maximum reduction of the interference in
the simulated signal is 22.6 dB, while for the real signal the same value is
20.9 dB.
In order to justify this drop in performance, the spectrum of the received and
simulated signal are examined in Fig. 7.13. Comparing these two plots we
can see that the spectra of the two signals are not the same. The difference
is due to hardware impurities and non linearities. In order to increase the
performance it is necessary to solve the mismatch between the real and recon-
structed signal. A possible solution would be that to determinate the impulse
response of the hardware and then pass the reconstructed signal from a filter
with the same impulse response to account for the non linearities and make
it more similar to the received signal.

Target plus a single interfering user

In this analysis, the non-coherent framework is applied when the transmitter
radar is on and a person is walking towards the radar. The spectrograms

145



Chapter 7. Interference Mitigation Strategies for the proposed system

(a) α = 0.2

(b) α = 0.4

Fig. 7.14. Spectrograms of the signal scattered by a person 7.14a before
and 7.14b after interference mitigation. The figures are normalized with the
respect to the maximum values obtained by 7.14a.

obtained in this scenario are shown in Fig. 7.14. The spectrograms are
obtained as described in Section 7.5. In Fig. 7.14a the Doppler due to the
interference user (see 100 Hz) and mD signature are present. While the
spectrogram obtained after the interference mitigation is shown in Fig. 7.14b.
Comparing Fig. 7.14a with Fig. 7.14b we can see that the mD signature of
the target remains unchanged while the contribution from the interference
user has been decreased by 4 dB.
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(a) α = 0.2

(b) α = 0.4

Fig. 7.15. Spectrograms of the signal scattered by a person 7.15a before
and 7.15b after interference mitigation. The figures are normalized with the
respect to the maximum values obtained by 7.15a.

Target plus two interfering users

In this analysis, the non-coherent framework is applied on received radar
signal which is given by the echoes scattered by a person plus two interference
signals and noise. The interference signals plus noise can be written as:

Irx(u) = C1I1,α1(u − τ̃1)ej2πf̃D,1u + C2I2,α2(u − τ̃2)ej2πf̃D,2u + n(u) (7.8)

where I1,α1 and I2,α2 are the interference signal with two different orders,
α1 = 0.5 and α2 = 0.6, while fD,1 and fD,2 are setting at 15 Hz and 35.5 Hz,
while the noise is the same to that presents in Section 7.6. The delay is
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Table 7.2: Maximum values before interference mitigation

Frequencies (Hz) Values (dB)
15 -5

35.5 -8

Table 7.3: Maximum values after interference mitigation

Frequencies (Hz) Values (dB)
15 -15

35.5 -16

perfectly estimated while the δf̃D
are −0.18 Hz −0.63 Hz.

The spectrograms shown in Fig. 7.15 are generated by using the same param-
eters used in Section 7.5. The spectrogram obtained from the received signal
is shown in Fig. 7.15b where Doppler due to the interference users (see 15 Hz
and 35.5 Hz) and mD signature are present. While the spectrogram shown
in Fig. 7.15a is obtained when the interference is alleviated. Comparing the
two spectrograms shown in Fig. 7.15 we can see that the mD signature of the
target remains unchanged and strong interference are decreased. The maxi-
mum values before and after interference mitigation are given in Table 7.2
and Table 7.3, respectively. Comparing Table 7.2 with Table 7.3 we can see
that the maximum values of interference are decreased by 10 dB and 7 dB.
In order to increase the performance it is necessary to solve the problem of
the hardware impurities presented.

7.7 Conclusion

In this chapter two novel FrFT based interference mitigation methods for
automotive environment have been presented. In these two frameworks, the
interference is reconstructed and then mitigated by the return radar signal.
In the first framework, the interference is mitigated applying a coherent
subtraction between the received signal and reconstruct interference signal.
In the second framework, the subtraction is carried out in a non-coherent
manner. The performance of these two frameworks has been evaluated in
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terms of SIRout against different values of offset frequency and amplitude.
The results have shown that when the coherent subtraction is carried out
the performance is highly depend on the estimation of the Doppler frequency.
For an offset value by 15 Hz a drop by 132 dB has been obtained. On the
other hand, the results have shown that when the subtraction is carried
out in a non-coherent manner, the performance is not highly depend on the
estimation of the Doppler frequency. Additionally, the SIRout obtained for
different values of offset amplitude when the coherent framework has been
applied is very similar to that obtained when the non-coherent framework has
been applied. Moreover, the performance of the two frameworks is evaluated
even when the interference has been reconstructed using the analytical model.
Those results have showed that for a small value of offset a drop by SIRout

has been achieved. Consequently, the non-coherent framework works even in
scenario where the Doppler frequency of the interference signal is not perfectly
estimated.
The non-coherent framework has been successfully validated using an SDR
device, and its performance has been evaluated in the absence and presence
of the return radar signal. In the first cases, the performance is evaluated by
considering a simulated and real signal, where the real signal is acquired in
a controlled laboratory environment. In both cases, the offset frequency is
0.12 Hz, the separation between two order of the FrFT is 0.1 and has been
shown that the interference is decreased. Finally, the framework is analysed
considering two scenarios. In the first the target and one interference user are
present, while in the second scenario, a target and two interference users are
present. In both scenarios, it has been shown that the interference is decreased
while the mD signature does not change. The non-coherent framework can
be fail in cases where the interference will saturate the receiver.
The main advantage of these two frameworks is the capability to mitigate the
mutual radar interference reconstructed the received radar signal. This means
that on the transmitter side, no additional processing is required. These
two frameworks are two main disadvantages. The first disadvantage is that
the capability to mitigate the interference depends on the accuracy of the
estimated parameters. While the second is due to the fact that the radar
processing is applied only after the interference has been alleviated. This
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means that a target close to the radar cannot be detected very fast and it is
most dangerous. In order to avoid this issue, the idea should be to apply the
radar processing twice. In the first time, the targets close to the main can be
detected, and then the interference can be mitigated to detect the target that
are fairway to the radar.
To conclude in this chapter two interference frameworks have been introduced
and their performance have been evaluated. As the results have shown the
non-coherent frameworks fits better for an automotive scenarios due to its
capability that the performance was not depend highly on the estimation of
the Doppler frequency.
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Chapter 8

Conclusion and Future work

In this thesis, a new joint radar and communication system, based on the
fractional Fourier transform (FrFT) for automotive applications, was pre-
sented. So considering its related framework, the FrFT was used to embed
data information into a radar waveform allowing a joint radar communication
system, where the radar performance does not depend highly on the transmit-
ted data. In order to allow more than one user in the same frequency band a
fractional order division multiplexing was proposed. In multi user scenarios,
mutual radar interference, caused by other users that share the same frequency
band at the same time, can be prevented only if each users has to transmit
waveforms that are uncorrelated with those of other users. Due to spectrum
limitations, when the number of users increase the uncorrelated property
cannot be satisfied even by using fractional order division multiplexing. So it
can lead to a degradation of the radar and communication performance and,
in order to alleviate such an interference, two frameworks for interference
mitigation were presented and described.
In chapter 2 an extensive research review was presented, dedicated to a
number of very important aspects of the modern radar systems. Key areas,
such as basic radar concepts and advanced radar techniques were discussed,
mainly, focused on the radar waveform and pulse compression through signal
processing techniques. In addition, the design automotive radar waveform
was introduced and illustrated. The importance of the radar waveform for
automotive environment was discussed and different types of waveforms were
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presented.
In chapter 3 the basic concepts of time-frequency (T-F) analysis were discussed
in connection with the commonly used tools associated with it. Moreover, the
importance of the Ambiguity Function (AF) for radar signal processing was
discussed by highlighting its significant properties. In particular the AF of an
LFM was presented. In addition, the definition of the Short-Time-Frequency-
Transforming (STFT) and Power Spectral Density (PSD) were given. In
last part of the chapter, the FrFT was extensively presented. The notion of
fractional domain and the FrFT were discussed included the FrFT properties,
implementations (i.e. discrete and fast approximation) and application in
signal and communication processing.
In chapter 4 a review of joint radar and communication system was presented.
The reviewed frameworks are grouped in five different groups. The common
base of these different frameworks was that everyone has been used to provide
radar and communication functions, to run simultaneously using the same
hardware and sharing the same spectrum. As in multi users scenarios where
more than one user is located in the same frequency band, the issue of mutual
radar interference may arise leading to a degradation of the detection and
communication performance. Thus, in last part of the chapter a review of the
frameworks to alleviate the mutual interference for radar and communication
system was presented.
In chapter 5, a novel joint radar and communication system based on the
FrFT for automotive environment was presented. The proposed waveform
was transmitted similar to an FCLFM as presented in chapter 2. The core of
the transmitter waveform was the FrFT. It was used to embed data informa-
tion, directly, in the radar waveform allowing to radar and communication
functions to run simultaneously using the same hardware and both functions
share the same frequency. The standard radar processing was applied on the
signal scattered by the targets. This processing was not applied on the pilot
sequence which was only used to perform the synchronisation. On the other
side, the core of the communication receiver was the Inverse FrFT (IFrFT),
which was used to rotate the received signal in baseband and then the inverse
communication functions were applied to recover the data information that
was embedded in the received signal. However, the IFrFT could be applied
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profitably only when the time signal start was estimated correctly. In order
to do this, a synchronisation process was presented. In the proposed system a
fractional order division multiplexing was implemented, where a specific order
of the FrFT was assigned to each users. Finally, the mathematical model of
the proposed waveform for two encoding schemes as BFSK and BPSK was
carried out, and it was compared in terms of Mean Square Error (MSE) of
the amplitude and phase with which it was obtained by applying a discrete
fractional Fourier transform.
In chapter 6 the radar and communication performance of the proposed joint
radar and communication system were presented. The results obtained by the
Ambiguity Function have shown that, when the BFSK encoding was used the
radar performance appeared similar to the one obtained when an LFM pulse
was transmitted. On the other hand, when the bits are mapped through the
BPSK encoding, the radar performance was highly depending on the data in-
formation. Consequently, in an automotive environment, the BFSK encoding
was fitted better for a joint radar and communication system based on the
FrFT. Additionally, the simulation analysis was shown applying a fractional
order division multiplexing it was possible to allocate two users in the same
frequency band. Additionally, the simulation analysis has shown that by
applying a fractional order division multiplexing, it is possible to allocate two
users in the same frequency band without degrading the radar performance.
The minimum difference between two orders of the FrFT preventing the radar
performance to be degraded, can be obtained through the maximum value
of the correlation between two waveforms, that is equal to the maximum
value of the side lobe levels. Moreover, the proposed system was able to
distinguish the targets in a range and in a Doppler frequency. However, in
multi users scenarios the mutual radar interference was arisen also considering
the multiplexing fraction techniques. Finally, the communication performance
illustrated the capability of the proposed system to share information with
other users.
In chapter 7 two interference mitigation frameworks based on a joint radar
and communication system were presented. In the first framework, the sub-
traction between the reconstructed interference signal and the received radar
signal was carried out in a coherent manner. While in the second framework,
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the subtraction was carried out in a non-coherent manner. The performance
of these two frameworks was assessed considering the SIRout obtained when
the interference was mitigated by using both frameworks. The results have
shown that, when a coherent subtraction was carried out the performance
depended highly on the estimation of the Doppler frequency. While, when
the non-coherent framework was used, the performance did not depend highly
on the estimation of the Doppler frequency. Finally, the performance of the
non-coherent framework was assessed on the real signal, whereas a human
target was also presented.

8.1 Future Work

In the presented work there are several topics worthy of future research.
The drawbacks of the proposed system to embed data information into
radar waveform are the following: a low bit/rate is achieved, synchronisation
between the transmitter and receiver, and due to the fact that this system
uses the FrFT, so it is necessary to estimate the time where the received
communication signal starts.
The drawback related to the low bit/rate is presented due to the following
aspects. The first aspect, it is that on the radar side, in order to increase the
SNR, a coherent processing has been applied. So this means that the phase of
the signals for a single CPI has to be the same. Due to the fact that the data
are embedded in the radar waveform, in order to keep the phase constant in
a single CPI, the same information bits have to be embedded. The second
aspect is that in order to allocate more than one user in the same frequency
band, a multiplexing fractional order is proposed. In this way, at each user a
different order of the FrFT is assigned, this means that each users can use
a single sub-carrier, rather than more than one as in OFDM or in Co-radar
system. The future work may interest to analyse the radar performance when
a non-coherent processing is applied, in this way it should be not necessary
to embed the same data information in every CPI, but in the same waveform
different data can be embedded. In addition, to allocate more than one user
in the same frequency band, a different strategy may be proposed such that
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a single user could use more than one sub-carriers.
The drawback related of the synchronisation in the proposed system is solved,
by transmitting a sequence pilot and it is transmitted at the beginning of
some CPIs. It is not transmitted at every CPI, due to the fact that the radar
processing cannot be applied on it. However, when the pilot sequence is not
transmitted a new user cannot demodulate the received data. In other words,
this means that, when a new user shares the channel it can transmit the data
information to other users, but cannot demodulate the received information,
until the synchronisation has not been carried out. In the future work it
could be interesting to analyse this issue and to find some solution such as
the radar processing can be applied also on the sequence pilot. In this way,
the pilot sequence can be transmitted at the beginning of every CPI and/or
embed at the half duration of the CPI.
Last drawback of the proposed system is related to the FrFT. As mentioned
in chapter the IFrFT can be applied in a correct way only, if the time where
the received signal starts is, exactly, known with. In this research, this issue
is solved selecting an opportunity pilot sequence, but in real scenario it is
not easy to estimate parameters without some errors. In the future it could
be interesting to find some techniques to avoid this aspect. Finally, in last
part of this chapter the analytical model of the proposed waveform has been
derived. It has been obtained without taking into account the RRC filter, so
in the future it could be interesting to obtain the signal model considering
the RRC filter, too.
The radar performance of the proposed system shows that when a BFSK is
used to encode the data information into a sample, the radar performance does
not depend highly on data information, but when a BPSK is used the radar
performance depends on the bits information embedded in the radar waveform.
However, the BPSK encoding is a very basic technique used in several wireless
standards. It is considered to be more robust among all the modulation
types, due to the difference of 180 degrees between two constellation points.
In the future work it could be interesting to find some types of waveform
based on the FrFT so that the BPSK encoding scheme can be used without
to degrade the radar performance. In multi users scenarios, the targets are
detected applying a CA-CFAR. It is used, because it is easy to implement.
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In the future a more sophisticate CFAR technique could be applied. The
communication performance has shown the ability of the proposed system
to share information with other users. However, the results in terms of BER
have shown that to obtain a low BER an high SINR and/or SNR is required.
In an automotive environment, where more than one user shares the same
channel, it is not easy to have a high SINR, consequently the BER is high. In
the future work it could be interesting to apply some techniques, such that
to decreases the BER.
In order to mitigate the mutual radar interference, in both frameworks
the interference signal is reconstructed and then a subtraction between the
received and reconstructed one is carried out. The main difference is that the
subtraction is carried out in a coherent and non-coherent manner. The main
drawback of both the frameworks is that the performance, in terms of the gain
obtained after the processing, depends on the estimation of some parameters
as Doppler frequency, delay, and amplitude. In the future work it could be
interesting to realise how to increase the estimation of these parameters. In
addition, when the reconstructed signal is obtained, by applying the analytical
model, the gain in terms of the ration between the SINR before and after
interference mitigation is very low. It is due to the fact that the signal model
is not equal to that one obtained when a Fast FrFT algorithm is used. In the
future work, it can be improved; in this way the processing to reconstruct
the signal will become faster. Finally, if the hardware introduces some non-
linearity or impurity before the subtraction, the reconstructed signal has to
be passed through it. In this research it has not been achieved, so after the
interference mitigation processing some interferent components are still acting.
In the future work the impulse response of the hardware may be taken into
account and before the subtraction the reconstructed signal may pass through
a filter, that has obtained the same impulse response of the hardware.
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Appendix A

Design of signal-sharing for
radar and communication

The proposed non-coherent interference mitigation framework is implemented
by means of a SDR device, namely the National Instruments Universal
Radio Peripheral (NI-USRP) 2943R. It has four in-phase and quadrature
(IQ) channels, two receivers and two transmitters/receivers, and its working
frequency range between 1.2 GHz and 6.6 GHz. It is used with three wideband
LB-2675-15 multi octave horn antennas produced by A-Info. The maximum
I/Q sample rate of the transmitter and receiver are both equal to 200 MSs.
The resolution and Spurious-free dynamic range (sFDR) of the Digital-to-
Analog Converter (DAC) are 16 bit and 80 dB, respectively. While the
Resolution and sFDR of the Analog-to-Digital Converter (ADC) are 14 bit
and 88 dB, respectively. The processed architecture design is illustrated in
Fig. A.1. The SDR is used to transmit and receive the signals. Matlab is
used to generate the waveforms, while the GNU Radio is used to read the
file from Matlab and forwards the signal to the USRP. In this architecture,
each user uses a different channel. When the antenna receives the signals, the
GNU Radio reads the signal from the USRP and saves the sample in a file.
Finally the processing is carried out in Matlab.
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Fig. A.1. Architecture design.
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